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Abstract

This paper summarizes a 10-year theoretical and numerical effort to understand the deflagration-to-detonation
transition (DDT). To simulate DDT from first principles, it is necessary to resolve the relevant scales ranging
from the size of the system to the flame thickness, a range that can cover up to 12 orders of magnitude in real
systems. This computational challenge resulted in the development of numerical algorithms for solving coupled
partial and ordinary differential equations and a new method for adaptive mesh refinement to deal with multiscale
phenomena. Insight into how, when, and where DDT occurs was obtained by analyzing a series of multidimen-
sional numerical simulations of laboratory experiments designed to create a turbulent flame through a series of
shock–flame interactions. The simulations showed that these interactions are important for creating the conditions
in which DDT can occur. Flames enhance the strength of shocks passing through a turbulent flame brush and gen-
erate new shocks. In turn, shock interactions with flames create and drive the turbulence in flames. The turbulent
flame itself does not undergo a transition, but it creates conditions in nearby unreacted material that lead to ignition
centers, or “hot spots,” which can then produce a detonation through the Zeldovich gradient mechanism involving
gradients of reactivity. Obstacles and boundary layers, through their interactions with shocks and flames, help to
create environments in which hot spots can develop. Other scenarios producing reactivity gradients that can lead
to detonations include flame–flame interactions, turbulent mixing of hot products with reactant gases, and direct
shock ignition. Major unresolved questions concern the properties of nonequilibrium, shock-driven turbulence,
stochastic properties of ignition events, and the possibility of unconfined DDT.
Published by Elsevier Inc. on behalf of The Combustion Institute.
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1. Introduction

This paper chronicles part of a scientific odyssey
that resulted from a collaboration among mem-
bers of a motley group consisting of combustion
scientists and astrophysicists. This includes Alexei
M. Khokhlov, J. Craig Wheeler, Geraint O. Thomas,
and the authors. The question that drove this work
was a particular combustion problem: What are the
physical mechanisms underlying the deflagration-to-
detonation transition (DDT) in gaseous energetic
mixtures? DDT is a basic combustion problem that
has been called one of the major unsolved problems
in theoretical combustion theory. It also has important
applications ranging from ensuring safe storage of fu-
els and explosives to deciphering some of the most
fundamental issues in astrophysics and cosmology.

Our initial interest was motivated in part by practi-
cal combustion issues. Unwanted, uncontrolled DDT
has enormous destructive potential. For example, it is
an important topic in the safety and handling of ener-
getic materials. Questions arise such as: How can we
avoid “accidental” explosions? How do we minimize
the possibility of mine explosions? Is DDT related to
engine knock? Recently DDT has become important
for new propulsion applications, and we ask questions
such as How do we optimize or control detonation ini-
tiation? In addition, our interest in DDT is motivated
by an astrophysical question: How does a Type Ia su-
pernova explode? The underlying relations between
these different types of problems are what has allowed
this work to move forward.

A quantitative prediction of DDT in energetic
gases is an extremely difficult scientific problem that
requires information about the dynamics of interac-
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tions among flames, shocks, boundary layers, and tur-
bulence. These highly nonlinear interactions involve a
number of physical and chemical processes and occur
over spatial scales that span many orders of magni-
tude. For laboratory systems, the flame thickness is
typically 4 to 6 orders of magnitude smaller than the
system size. The scales may differ by up to 10 orders
of magnitude for hazardous industrial scenarios, and
by up to 12 orders of magnitude for Type Ia super-
novae.

But even a mere 6 orders of magnitude presented a
formidable problem in 1996 when this project started.
At that time, we estimated that the computational
times needed for simulating a laboratory shock-tube
system, in which we could hope to observe DDT,
would be about 6 weeks for a 2D system and about
1000 years for a 3D system! All of this assumed that
the computations were performed on a now-obsolete
computer, the Connection Machine, that had a nearly
optimal architecture for these types of computations,
and we could find a machine with enough computer
memory and available processors. These estimates
were made for simulating a low-pressure acetylene–
air system studied previously in a series of experi-
ments at the University of Wales. Although a 6-week
calculation might be possible for a very important
problem, a 1000-year calculation is manifestly ridicu-
lous. An application of Moore’s Law1 would say that
the fastest way to do the calculation would be to wait
twenty years until computers are much bigger and
faster. With this assumption, a calculation that would
take 1000 years now might take a few weeks then.

DDT in the laboratory has been observed in sev-
eral types of experiments in chambers containing
cold, unreacted, exothermic gases. These include cre-
ating a series of shock–flame interactions and igniting
the mixture with a spark, a shock, or a hot turbulent
jet. This paper focuses primarily on the scenario in
which the primary initial interaction is that of an im-
posed shock and a laminar flame. We first describe the
approach we used and then summarize what we have
learned in the past 10 years using this approach. We
also include more limited descriptions of simulations
of shock-induced weak and strong ignition and ana-
lyze flame–turbulence interactions related to DDT in
unconfined systems.

The approach we used combined theoretical analy-
ses, experiments, and extensive numerical simula-
tions. Theoretical work involved formulating theories
that could be tested with simulations. It also involved
developing appropriate submodels with just enough

1 This commonly refers to the statement that computer
power available increases exponentially. For the past 20
years, it has doubled roughly every 18 months.

complexity to compute a DDT event. Experimental
work involved designing appropriate experiments that
showed trends and phenomena we could attempt to
study with a simulation. Numerical aspects involved
developing adaptive gridding algorithms, paralleliza-
tion to obtain optimal performance, many resolu-
tion and convergence tests, and, finally, simulations
of laboratory experiments to study mechanisms of
DDT.

Our primary tool, however, was multidimensional,
time-dependent numerical simulation of unsteady
combustion using high-performance parallel comput-
ers. The objective of the simulations was to model
DDT from “first principles,” by which we mean to
resolve all of the relevant scales, ranging from the
laminar flame thickness to the size of the system. In
the simulations, we observed the creation of turbulent
flames, the development of ignition centers, and the
subsequent transition to detonation. These and related
simulations are reviewed here and presented in more
detail in many of the references [1–20] listed in Ta-
ble 1. At the end of this paper, we summarize where
we are now in our understanding of DDT and suggest
future directions.

2. Can we compute DDT?

If we define DDT as a detonation occurring in
the vicinity of a turbulent flame, the answer to this
is probably yes.

Fig. 1 is a sequence of images taken from a com-
putation of the evolution of a system containing a
turbulent flame in an ethylene–air mixture [9]. The
entire simulation, from which this relatively small
part is extracted, is described in more detail later in
this paper. Each frame is an instant in a very dy-
namic scenario typical in a high-speed, compressible,
chemically reactive flow. There are shocks, shear lay-
ers, large and small vortices, and contact surfaces,
all in the vicinity of a turbulent flame. The shock
front (marked S in Fig. 1) consists of a number of
intersecting shocks and is moving to the left at about
Mach 2. As the system evolves from frame 1 to 4,
the upper part of the shock (Mach stem) becomes
stronger.

Frame 3 shows that at some point, several lo-
cations in the unburned, turbulent material behind
the Mach stem ignite spontaneously. Ignition cen-
ters develop into flames and produce shocks that
ignite surrounding hot material and merge into an
overdriven detonation front (frame 4). The detona-
tion quickly spreads beyond the Mach stem and de-
cays as it propagates (frames 5–8). Transverse-wave
structure, typical of propagating detonations, is visi-
ble as “lines” extending behind the detonation front
in frames 7 and 8. As the overdriven detonation de-
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Table 1
Computations performed

Material/set Dimension Refs. Comments

Acetylene–air
1. Shock–flame interaction 2D, 3D [1,2]

Isolated effects of Richtmyer–Meshkov inter-
actions on flame structure

Acetylene–air Low-pressure system, 6-spark experiments
Shock–flame interactions and DDT

2. No boundary-layer effects 1D, 2D [2–7]
Systematically examined effects of shock

strength
Related results to experiments and other ap-

proaches to studying DDT
3. No boundary-layer effects 2D Varied location, shape of flame, Le

Preliminary results, work unfinished
4. Boundary effects included 2D [8] Computation not resolved, but suggestive

Raised fundamental issues about the effects of
boundaries, turbulence

Ethylene–air Low-pressure system, 1-spark experiments
Shock–flame interactions and DDT

5. Flame, boundary layer 2D, 3D [9–12]
Boundary layer interacts with reflected shock

to produce bifurcated shock
Vortex behind bifurcation acts as a flame

holder, creates supersonic flame

Ethylene–air Reflected-shock, boundary layer
Shock-induced ignition

6. Shock, boundary layer 2D [8,13,14]
Varied incident shock strength
Autoignition in vortices caused by interactions

of shock and boundary layer

Ethylene–air Low-pressure system, 1-spark experiments
Shock–flame interactions and DDT

7. Flame, obstacle 2D [11,15]
Similarities noted between effects of wakes be-

hind obstacles and boundary layers

Hydrogen–air 2D, 3D [16]
8. Flame acceleration and DDT

in channels with obstacles
12C–16O 3D Thermonuclear reactions

Propagation of turbulent flames
and detonations in a white dwarf star
9. White dwarf explosion leads

to Type Ia supernova

Rayleigh–Taylor instability

[17–20] Computations indicate DDT required to
reconcile observations and theory

Not completed; problems with disparity
of physical scales

cays to the Chapman–Jouguet (CJ) state, these very
closely spaced transverse waves decrease in number
and spread out more along the front.

Fig. 2 has been extracted from a different compu-
tation of DDT in an acetylene–air mixture [8]. Here
the colors are reversed from those in the previous pic-
ture: the blue material is burned, and the red or pink
is unburned. The turbulent flame surfaces burn into
the unreacted region, generating a complicated series
of pressure waves and weak shocks. Hot spots form
in the unreacted material and ignite at several loca-
tions and at different times. Eventually, one of these
hot spots produces a detonation.

Finally, consider a fragment of another computa-
tion of the formation of a detonation in a confined
acetylene–air mixture. Fig. 3 consists of a sequence
of density, energy-release-rate, and pressure maps ex-
tracted from a much larger computation of a detona-

tion arising from a shock–flame interaction [3]. This
figure focuses on a funnel of unburned material sur-
rounded by burned material. The top boundary of
each frame is a symmetry plane. The bottom and side
boundaries extend into a much larger computational
domain. Note that the frames are not evenly spaced
in time and that the time differences become much
smaller starting at 865.9 µs.

At the earliest time (bottom frame of each col-
umn), 857.6 µs, there are two shocks (red regions
on density maps) moving from right to left through
the unreacted material. The first ignition that occurs,
at 859.0 µs behind the shock on the right side, pro-
duces another shock and leaves a flame behind it. The
second ignition behind the same shock, at 866.1 µs,
produces a detonation. Once the detonation is ignited,
it propagates through the funnel of unburned mater-
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Fig. 1. Sequence of frames showing temperature distributions in a complex flow that leads to a detonation. Frames are extracted
from a computation that tracks the evolution of a series of shock–flame interactions in an ethylene–air mixture [9,11]. Each
frame is 4.2 × 3.8 cm. Boundaries: Bottom is a slip wall where a boundary layer develops; top is a symmetry plane; left and
right extend into a much large computational domain (discussed later in text). Note that the color scales (left of images) are
double-valued, with the left scale for unreacted material and the right scale for burned material. Detonation ignition occurs in
spots next to the H on frame 3. S: shock wave, moving from right to left; H: hot spot or ignition center; D: detonation wave
showing transverse wave structure. Frame 1: 437 µs; Frame 2: 485 µs; Frame 3: 496 µs; Frame 4: 503 µs; Frame 5: 507 µs; Frame
6: 515 µs; Frame 7: 524 µs; Frame 8: 533 µs.

Fig. 2. Sequence of frames showing density distribution, extracted from a larger computation of detonation ignition in a sinu-
ous funnel of unburned material surrounded by a turbulent acetylene–air flame [8]. Each frame is 2 × 1 cm. Top and bottom
boundaries are slip walls, left and right extend into a much larger computational domain. Blue regions are burned (marked B),
pink regions are unreacted material (marked U). The explosion of a hot spot (near the H) occurs near the center of the funnel in
frame 2. This leads to a shock (S) and a detonation (D). Frame 1: 765 µs; Frame 2: 770 µs; Frame 3: 775 µs; Frame 4: 780 µs.

ial and consumes any unreacted material left in the
chamber.

There are notable similarities and differences
among the calculations shown in Figs. 1–3. In all
cases, the detonation developed from a hot spot ig-
niting in unreacted material. Sometimes the hot spots
did not become detonations, but resulted in decou-
pled shocks and flames. One interesting point is
that it was not the flame that underwent transition
to a detonation, but the detonation arose in unre-
acted material in the vicinity of the flame. Is this
DDT? The remainder of this paper includes more
detailed descriptions of these phenomena and an at-
tempt to understand what DDT is and when it oc-
curs.

3. Background

This section is not intended as a complete re-
view of our current understanding of DDT. Instead,

it presents the background theoretical and experi-
mental information needed to understand the results
discussed in the rest of the paper. For historical back-
ground, it is interesting to read the early descrip-
tions of experiments on DDT given by Brinkley and
Lewis [21], who based their interpretation on the
turbulent flame theory proposed by Karlovitz [22].
Later experimental work by Oppenheim and co-
workers [23–25] went a long way toward observing
DDT in shock-tube experiments. Useful summaries
of mechanisms of DDT have been given by Lewis
and von Elbe [26] and Kuo [27]. Excellent, more re-
cent reviews have been written on DDT by Lee [28],
Shepherd and Lee [29], and Lee and Moen [30].

3.1. Experimental studies of DDT

As described in the Introduction, there are sev-
eral ways DDT has been studied experimentally. One
is by igniting a flame using a spark at one end of a
long channel containing an energetic gas. For exam-
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Fig. 3. DDT inside a small funnel of unburned material surrounded by a flame [3], as shown by density, energy-release rate,
and pressure at selected times. Frames 0.5 × 0.1 cm extracted from a much larger computation. Top of domain is a symmetry
plane; bottom, left, and right extend into a much large computational domain. Flow is generally moving from right to left. In
each frame, unreacted material is on the top and burned material on the bottom. Physical time is shown in µs on the left side.
S: shock fronts; F: flame; D: detonation; HS: hot spot.

ple, Urtiew and Oppenheim [23] carried out a series
of experiments in long, enclosed channels containing
hydrogen and oxygen. They ignited the mixtures at
one end of the tube, creating an initially laminar flame
that accelerated, became turbulent, and produced a
detonation. When DDT occurred, it appeared to be
a sudden explosion in the vicinity of this flame. Two
basic scenarios of DDT were observed: sometimes it
happened inside the region containing the turbulent
flame, and sometimes it occurred in the preheated,
compressed material between the leading shock wave
and the flame. A substantial body of experimental
work has since shown that the presence of obstacles
along the walls of the channels results in much faster
flame acceleration and transition to a detonation than
if no obstacles were present (see, for example, [29–
34]).

A second type of experiments, based on the work
of Markstein [35], used a shock–flame interaction
to create the turbulent flame more quickly [36–39].
A flame was ignited by sparks at a distance from a
reflecting wall, and then a shock was released at the
opposite end of the tube. The flame interacted first
with the incident shock and later with the shock re-
flected from the end wall. Shock–flame interactions

distorted the flame, making it turbulent and increas-
ing the energy-release rate in the system. These ex-
periments showed a number of specific DDT-related
phenomena and well-defined trends on which simu-
lations could be focused. For example, whether and
where DDT occurred in the system depended on the
Mach number of the incident shock. For the lowest
Mach numbers, the reflected shock was amplified by
the turbulent flame, but there was no DDT. For inter-
mediate Mach numbers, DDT occurred between the
flame brush and the reflected shock. For the highest
Mach numbers DDT occurred inside the flame brush.
Whenever DDT occurred, the transition was through
a very rapid explosion whose details could not be de-
termined from the experiment.

Experiments in which DDT arises after a shock–
flame interaction and the creation of a turbulent flame
are particularly well suited for numerical modeling
because the flow develops relatively quickly. Mark-
stein’s experiments showed that the first and major
effect of the interaction of a curved flame and a shock
is a large funnel of unburned material that extends
into the burned region [35]. The funnel forms as a re-
sult of the Richtmyer–Meshkov (RM) instability [40,
41], which develops as a shock impulsively acceler-
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ates a perturbed contact discontinuity. In this case, the
contact discontinuity is a flame surface. The RM in-
teraction distorts the flame surface on smaller scales
when incident or reflected shocks cross the perturbed
flame surface from any direction. This provides an
important mechanism for turbulence generation and
drastically accelerates the development of a turbulent
flame that may eventually create conditions for deto-
nation initiation.

Finally, experiments attempting to observe uncon-
fined DDT [42–44] showed that a transition to deto-
nation induced by turbulent flames in systems with-
out walls or obstacles is rather difficult. This can
be partially attributed to the lack of shock-reflecting
surfaces. It can also be partially due to geometrical
effects of expansion: shocks proceeding from a de-
flagration might be weakened, or turbulence might
be damped too much by the expansion, and so they
become unable to precondition the gas for DDT. Wag-
ner [42] reports experiments in which deflagrations
were forced to DDT by passing through screens of
specified mesh sizes. The screens created turbulence
of the required scale and intensity. These experiments
suggest that an unconfined deflagration could make
the transition to detonation under the right conditions.

A related problem that was studied experimentally
is initiation of detonations by turbulent jets [43,45–
48]. In these experiments, a jet of hot combustion
products was injected into an unburned, cold mixture.
The turbulence created by the interaction of this jet
and the background gas created a nonuniform, pre-
conditioned region in which detonation could occur.
These experiments provide important information on
the critical size of the region capable of triggering
DDT when the effects of reflected shocks and inter-
actions with walls are minimal.

The most extreme case of unconfined DDT is an
initially laminar flame inside a very large volume
of a reactive mixture with no preexisting turbulence
or shocks. In the absence of effective mechanisms
for turbulence generation, such as shock–flame in-
teractions and wakes, laminar flames become turbu-
lent through other, relatively slow mechanisms, such
as Darrieus–Landau and thermal-diffusive instabili-
ties. In the presence of gravity, the buoyancy-driven
Rayleigh–Taylor (RT) instability might become a
dominant mechanism for turbulence generation. The
developing turbulence, however, might be damped by
expansion. The size of unconfined systems in which
DDT could be observed is expected to be relatively
large. It has been suggested, for example, that DDT
might occur in very large vapor clouds [30,49].

Analysis of experimental data shows that turbu-
lence plays an important role in DDT. Several appar-
ently different mechanisms for DDT have been de-
scribed, each including the effects of turbulence and

formation of shocks. On large scales, turbulence de-
forms the flame front and increases its surface area.
On small scales, it can broaden the flame front and
cause mixing. The result is an extended turbulent
“flame brush” in (or near) which a series of explo-
sions occurs. One of these explosions finally leads to
a detonation. Other routes to detonation may include
an explosion in the boundary layer, or an explosion in
the region between the leading shock and flame brush.

This summary of observational evidence does not
address the intrinsic mechanism by which a detona-
tion appears. It does, however, give us a general pic-
ture of when and where DDT might occur and the
importance of fluid instabilities in creating the tur-
bulent background in which DDT is more likely to
appear. At this point in this discussion, the relation be-
tween the physical mechanisms responsible for DDT
in these experiments is not entirely clear, and the
events leading to DDT seem to vary with the particu-
lar scenario in which it is observed.

3.2. Theoretical and numerical studies

The basis for interpreting the simulations de-
scribed in this paper was formed by many previous
theoretical and numerical studies of DDT that focused
on different parts of the problem. Hot spots that could
lead to DDT were analyzed by Merzhanov [50] and
Borisov [51]. A hydrodynamic model of a hot spot
acting as an expanding piston was studied by Zajac
and Oppenheim [52]. Meyer and Oppenheim [53]
suggested that the variation of the induction time
among many hot spots must be small in order for a
detonation to appear.

The question of how exactly a hot spot can give
rise to a detonation remained open until Zeldovich et
al. [54] proposed the idea of the ignition of a deto-
nation in a gradient of reactivity. A similar concept
of shock-wave amplification by coherent energy re-
lease (SWACER) was introduced by Lee et al. [55].
The basic idea is that a spontaneous reaction wave
can propagate through a reactive material if there is
a spatial gradient in chemical induction time τc. The
wave appears when the material spontaneously ignites
at the location of the minimum τc and spreads by
spontaneous ignition at neighboring locations where
τc is slightly longer. The resulting spontaneous wave
is analogous to a phase wave and propagates in the di-
rection x with the velocity Dsp = (∂τc/∂x)−1, which
cannot be lower than the laminar flame speed, but
is not limited from above and can even exceed the
speed of light. (See [56–59] for discussion of Dsp
and different regimes of reaction front propagation.)
When Dsp falls in the interval roughly limited by
the speed of sound and the Chapman–Jouguet detona-
tion velocity DCJ, the spontaneous reaction wave and
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the compression wave generated by the exothermic
reaction can couple and evolve into a self-sustained
detonation wave. The SWACER mechanism suggests
that this evolution occurs through the amplification
of shock waves propagating through the gradient of
reactivity with a velocity close to Dsp. The gradient
concept proposed by Zeldovich et al. is more general
and also allows the detonation to form when a sponta-
neous wave decelerates from higher velocities to DCJ
(see [58] for more details). Now there is substantial
experimental and theoretical evidence that a detona-
tion can develop in a reactivity gradient [30,32,54,55,
57,58,60–62]. Nevertheless, the relation of this mech-
anism to detonation ignition in a turbulent flame brush
was not at all certain when we began this project.

Numerical investigations of the RM instability
were first reported by Youngs [63]. In these calcula-
tions, a shock interacted with a curved density dis-
continuity. Much of the subsequent work investigated
how the RM instability affects the laser–pellet inter-
action found in inertial confinement fusion and how
to suppress or enhance it (see, for example, [64]).
A detailed numerical study of RM instability in two
and three dimensions, including a comparison with
the nonlinear theory, has been performed by Li and
Zhang [65]. A general review on RM instability was
recently published by Brouilette [66]. A number of
experiments (e.g., [67,68]) and simulations (e.g., [69–
71]) considered the related problems of shock–bubble
or shock–droplet interactions.

The first attempts to model the effects of a flame–
shock interaction were by Picone et al. [72]. The
flame was modeled as a hot bubble and the flame
surface as a nonreacting discontinuity between hot
burned material and cold background material. This
work assumed that the energy release was negligi-
ble on the timescales of the shock–flame interaction
and focused on the vorticity generated by the flame–
shock interaction itself. A similar computation with
a full chemical reaction mechanism compared the ef-
fects of mixing with and without chemical reactions
[73]. Again, emphasis was on the vortex structure and
how this was affected by energy release. The vortic-
ity field generated by a single planar pressure wave
moving through a cylindrical laminar flame was also
examined in [74]. The shock–flame interaction cre-
ates vortices, and there has been significant work in
flame–vortex–acoustic interactions (for a review, see
[75]; for more recent work, see, for example, [76]).

4. Physical and chemical models

The DDT simulations that produced Figs. 1–3
and most of the others discussed later in this paper
solved the multidimensional, time-dependent, com-

pressible reactive Navier–Stokes equations, which
include models for compressible fluid convection,
chemical reactions and energy release, molecular dif-
fusion, thermal conduction, and viscosity,

(1)
∂ρ

∂t
+ ∇ · (ρU) = 0,

(2)
∂(ρU)

∂t
+ ∇ · (ρUU) + ∇P + ∇ · τ̂ = 0,

∂E

∂t
+ ∇ ·

(
(E + P)U

)
+ ∇ · (U · τ̂ )

(3)+ ∇ · (K∇T ) + ρqẇ = 0,

(4)
∂(ρY )

∂t
+ ∇ · (ρYU) + ∇ · (ρD∇Y ) − ρẇ = 0,

where ρ is the mass density, U is the velocity, E is
the energy density, P is the pressure, Y is the mass
fraction of a reactant, ẇ = dY/dt is the reaction rate,
q is the total chemical energy release, K is the ther-
mal conduction coefficient, D is the mass diffusion
coefficient, and

(5)τ̂ = ρν

(
2
3
(∇ · U)I − (∇U) − (∇U)†

)

is the viscous stress tensor which includes terms aris-
ing in compressible Navier–Stokes equations with
zero bulk viscosity. Here ν is the kinematic shear vis-
cosity, I is a unit matrix, and superscript † indicates
matrix transposition. The equation of state is that of
an ideal gas,

(6)P = ρRT

M
, ε = P

(γ − 1)
,

where ε = E − ρU2/2 is the internal energy density,
γ is the adiabatic index, R is the universal gas con-
stant, and M is the molecular weight.

Because we are doing multidimensional combus-
tion simulations over length scales of meters and deal
with reaction scales on the order of millimeters and
less, we need chemical and thermophysical models
that reproduce the major features of the system and
yet are practical computationally. In this study, we
used a one-step reaction model described by the first-
order Arrhenius kinetics,

(7)
dY

dt
≡ ẇ = −AρYe−Q/RT ,

where A is the preexponential factor and Q is the acti-
vation energy. The reaction rate ẇ is proportional to ρ

to account for the binary nature of chemical reactions
taking place in typical combustion systems.

We assume that kinematic viscosity, diffusion, and
heat conduction have a similar temperature depen-
dence,

(8)

ν = ν0
T n

ρ
, D = D0

T n

ρ
,

K

ρCp
= κ0

T n

ρ
,
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Table 2
Material, chemical, and reaction-wave parameters for acetylene–air

Quantity Value Definition

Input
T0 293 K Initial temperature
P0 1.33 × 104 J/m3 Initial pressure
ρ0 1.58 × 10−1 kg/m3 Initial density
Y0 1 Initial composition
γ 1.25 Adiabatic index
Ms 29 Molecular weight
A 1 × 109 m3/kg/s Preexponential factor
Q 29.3RT0 Activation energy
q 35.0RT0/M Chemical energy release
ν0 = µ0 = D0 1.3 × 10−6 (g/s cm K0.7) Transport constants

Output
Tb 2340 K Adiabatic flame temperature
ρb 1.98 × 10−2 kg/m3 Adiabatic flame density
Sl &1.44 m/s Laminar flame speed
xl &0.25 mm Laminar flame thickness
Ts 1500 K Postshock detonation temperature
ρs 1.15 kg/m3 Postshock detonation density
DCJ 1870 m/s Chapman–Jouguet detonation velocity
xd &0.5 mm One-dimensional detonation thickness

where ν0, D0, and κ0 are constants, Cp = γR/

M(γ −1) is the specific heat at constant pressure, and
n = 0.7 emulates a typical temperature dependence
of these coefficients in reactive hydrocarbon systems.
The nondimensional Lewis, Prandtl, and Schmidt
numbers, independent of thermodynamic conditions,
can be expressed as

Le = K

ρCpD
= κ0

D0
, Pr = ρCpν

K
= ν0

κ0
,

(9)Sc = ν

D
= ν0

D0
.

Given Eqs. (1)–(9), we require input values for
the chemical and thermophysical parameters for a
particular energetic gas that are close to those ex-
perimentally defined and, when used in test com-
putations, produce ignition, flame, and detonation
properties that are reasonably in line with those
measured or computed from more detailed models.
Finding such a consistent set of input parameters re-
quires iterations and testing, and is a topic worthy
of further study in itself. For example, given that
the input variables are background conditions (tem-
perature, pressure, and density), chemical energy re-
lease, preexponential factor, activation energy, and
diffusive transport coefficients, the model should be
able to reproduce induction delays, a one-dimensional
flame with the correct flame thickness, laminar flame
velocity, and adiabatic flame temperature, a one-
dimensional detonation with the correct thickness,
CJ velocity, and postshock temperature and reason-
able two-dimensional detonation cell sizes. Sets of

these parameters were derived for the stoichiometric,
low-pressure acetylene–air (Table 2) and ethylene–air
(Table 3) mixtures used in the first experiments we
modeled.

4.1. Models for acetylene–air and ethylene–air

There are neither direct experimental data on in-
duction delays nor reliable detailed chemical reac-
tion models for the acetylene–air mixture used in the
shock-tube experiments, although there are relevant
data for closely related systems. The model parame-
ters were selected to be “reasonably” physical and,
when used in computations, reproduced the laminar
flame speed Sl, laminar flame thickness xl, detonation
wave speed DCJ, and detonation wave thickness in
acetylene–air in the pressure range from 0.1 to 1 atm
for a system initially at room temperature.

The value of the energy release q was selected to
give the correct value of DCJ. The value of the acti-
vation energy Q in Eq. (7) was based on experiments
by Glass et al. [77], who determined Q for C2H2 +
O2 + Kr(Ne) at temperatures of 1200–2200 K and
found that it was somewhat insensitive to the amount
of diluent. The experimentally determined chemical
induction time of C2H2 + O2 + Kr(Ne) is assumed
to be a reasonable estimate of that for C2H2 + O2 +
N2 (Wing Tsang, personal communication).

The transport coefficients, comparable to these of
air under the same conditions, and the preexponen-
tial factor A were selected to reproduce xl (Geraint
Thomas, personal communication) and to make the
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Table 3
Material, chemical, and reaction-wave parameters for ethylene–air

Quantity Value Definition

Input
T0 293 K Initial temperature
P0 1.33 × 104 J/m3 Initial pressure
ρ0 1.58 × 10−1 kg/m3 Initial density
Y0 1 Initial composition
γ 1.15 Adiabatic index
Ms 29 Molecular weight
A 3.2 × 1011 m3/kg s Preexponential factor
Q 30.74RT0 Activation energy
q 61.03RT0/M Chemical energy release
ν0 = µ0 = D0 7.0 × 10−6(g/s cm K0.7) Transport constants

Output
Tb 2625 K Adiabatic flame temperature
ρb 1.77 × 10−2 kg/m3 Adiabatic flame density
Sl &1.28 m/s Laminar flame speed
xl &0.96 mm Laminar flame thickness
Ts 1081 K Postshock temperature
ρs 1.66 kg/m3 Postshock density
DCJ 1870 m/s CJ detonation velocity
xd &1.46 cm One-dimensional detonation thickness

one-dimensional detonation wave thickness xd con-
sistent with the detonation wave spacing data [79].
We assumed that xd is roughly 1/20–1/50 of the det-
onation cell size, and Le = Sc = Pr = 1. This phys-
ical model gives the correct pressure dependence of
xl and Sl [78] and the detonation cell size [79]. In-
duction times are comparable to those in the experi-
ments [77].

The adiabatic index was assumed to be constant,
γ = 1.25, and independent of composition. The value
chosen is consistent with the low values predicted by
the Gordon–McBride code [80] for acetylene–air in
the range of temperatures and pressures of interest. In
a model with constant γ , it is not generally possible
to fit DCJ and the adiabatic flame temperature Tad in-
dependently. We found that Tad in the model is close
to that computed by the Gordon–McBride code, al-
though it is slightly higher (by approximately 200 K).
We decided to fit DCJ exactly and let Tad be overesti-
mated. This does not affect the computed flame speed
and thickness, and thus, the rate of energy release by
the flame is correctly described.

The input for the ethylene–air model was con-
structed in a similar way and is summarized in Ta-
ble 3. In this case, the value of γ = 1.15 is also
consistent with the values predicted by the Gordon–
McBride code for ethylene–air. The value of Q, the
activation energy, is based on experiments by Glass et
al. [77] and was used by Strehlow and Engel [79] in
their detonation studies.

5. Numerical models and issues

Solving reactive Navier–Stokes equations requires
making a series of decisions, such as selecting nu-
merical algorithms and the complexity of the sub-
models representing various physical and chemical
processes [81]. The accuracy of the solution is also
bounded by available computational resources and,
as discussed in the Introduction, the length of our
lives. The 1996 timing estimates described in the In-
troduction were based on using simplified representa-
tions of the chemical reactions and diffusive transport
processes discussed in the previous section and a stan-
dard high-order algorithm to solve Eqs. (1)–(9) on
a static, uniform grid. We considered a shock tube
about 1 m long containing a low-pressure acetylene–
air mixture, defined in Table 2, and assumed that
computations should resolve the laminar flame thick-
ness, xl.

The 1996 timing estimates proved to be, in turn,
both daunting and provocative. They did inspire the
invention and development of a series of numerical
tools and algorithms, including methods for integrat-
ing sets of nonlinear stiff ordinary differential equa-
tions (ODEs), methods for adaptive mesh refinement
(AMR), and techniques for parallelizing programs on
a variety of computer architectures. Many of these
methods and techniques are described in [81]. Those
that were critical for studies of the DDT problem are
discussed here and in [1–20].
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5.1. Adaptive mesh refinement: The fully threaded
tree

The general solution method for Eqs. (1)–(9) usu-
ally proceeds by dividing physical space into com-
putational cells, discretizing these partial differential
equations in space and time, and then solving the dis-
cretized set of algebraic equations. The problems in
which we are interested involve some system-sized
and some nearly microscopic spatial regions of in-
tense activity and other regions where very little ap-
pears to be happening. As the solution of the problem
evolves, these regions are continually changing: they
move, grow, and shrink, and new ones appear and
disappear. To handle important changes in the flow
or reactivity and to resolve the very disparate space
scales involved in DDT, we needed a reliable, respon-
sive method for locally refining and coarsening the
computational mesh.

Such a method was developed by Khokhlov [82].
This method uses an adaptive grid with the data
structure based on the fully threaded tree (FTT).
In computer memory, computational cells are orga-
nized onto an oct-tree structure (in three dimensions,
each cell can be divided into eight cells). The en-
tire computational domain is represented by the root
cell of the tree. The root has smaller cells, its chil-
dren, which may have their own children, etc. The
tree grows dynamically when the cells are refined,
and it shrinks when the cells are coarsened. Any cell
can be refined or coarsened independently, and this
gives maximal flexibility to the adapting algorithm.
In physical space, square or cubic cells of different
levels are organized in a structured Cartesian mesh,
where neighboring cell sizes can be the same or differ
by a factor of 2.

Each FTT cell contains information about the
physical state in the cell and a number of pointers
to the cell’s children, parents, and neighbors. The
threading pointers provide the grid connectivity in-
formation that eliminates the need for a tree search
and allows parallel operations on the FTT, including
mesh modifications. A parallel FTT suitable for the
DDT calculations is now implemented as a library of
subroutine calls, and it is operational on distributed-
and shared-memory parallel computers.

5.2. Solutions of Navier–Stokes equations

The fluid-dynamics equations were solved us-
ing an explicit, second-order, Godunov-type numer-
ical scheme implemented on the FTT-based adaptive
mesh [82]. Because of restrictions in the way the
operative version of the FTT was parallelized, we
used a relatively low-order method to solve the fluid-
dynamic equations. This means that the algorithm is
more diffusive than algorithms we commonly use,

but we hoped to compensate for this with the locally
high resolution allowed by the FTT. Current algorith-
mic advances include extending the fluid solver to
a higher-order flux-corrected transport method [83].
This should give us higher accuracy and better con-
trol of subgrid dissipative effects for turbulent flows,
as well as allowing a more general implementation of
the FTT.

5.3. Numerical resolution

The only way to test if a complicated numerical
simulation is a good solution of the equations is by
performing resolution tests [81]. This means varying
sizes of computational cells and time steps to the point
where the solutions no longer change. We then say
that the solution is “converged.” This is a different
question from whether we are solving the correct set
of equations, whether these equations represent the
physical system we want them to, or whether we are
actually translating the equations into the best forms
for numerical solution. Nonetheless, convergence is a
critical test of the validity of the computation.

There are several aspects of and issues related
to resolution tests that have to be noted. First, it is
possible for different properties of a flow to become
resolved at different computational cell sizes. Sec-
ond, different amounts of resolution might be accept-
able for different problems or different aspects of the
same problem. And finally, convergence itself could
be affected by the specific numerical algorithms used.
These sorts of issues are usually treated in standard
text books on computational fluid dynamics. They are
more difficult in reactive flow simulations and in other
types of simulations that contain many disparate time
scales. In a problem such as DDT, it is easy to imag-
ine never finding the hot spot and still seeing major
features of the solution resolved, or finding different
hot spots at different resolutions. Resolution tests will
show if the one found is really a property of the set of
equations.

Because of the novelty of some of the results pre-
sented below, resolution tests were the only way to
convince ourselves that phenomena observed in the
calculations were correct solutions of the equations.
As such, they are referred to often in this paper. At
the present time, rigorous resolution tests are usually
too expensive to perform for three-dimensional simu-
lations. In these cases, we can only use what we have
learned from the two dimensions and “do the best we
can.”

6. Interactions of shocks, flames, and boundary
layers

Table 1 summarizes major sets of simulations per-
formed at NRL to study DDT arising from a turbu-
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Fig. 4. (a) Schematic of initial conditions for two-dimensional planar shock–flame interaction computation in acetylene–air at
293 K and 100 Torr [1]. Incident shock strength Ms = 1.5, flame thickness xl = 0.25 mm, perturbation wavelength λ = 0.25 cm,
perturbation amplitude a = 0.125 cm. (Details of the initial set up and the time-dependent left and right boundary conditions
are given in [1].) (b) Nonreactive Euler computations. Density distributions shown at 9.45 and 31.4 µs; vorticity distribution
shown at 31.4 µs. (c) Nonreactive Navier–Stokes computation of shock–flame interaction. Density distributions shown at 9.45
and 34.4 µs; vorticity distribution shown at 34.4 µs. Each frame in (b) and (c) is 0.91 cm long and 0.25 cm high.

lent flame created by multiple shock–flame interac-
tions. These computations solved Eqs. (1)–(9), used
the same or very similar numerical algorithms, and
modeled laboratory-scale experiments. The exception
is the last set of computations that modeled Type Ia
supernova explosions involving thermonuclear turbu-
lent flames dominated by Rayleigh–Taylor instabili-
ties.

6.1. A shock–flame interaction

Set 1 in Table 1 isolated two aspects of the DDT
problem: a flame propagation in a channel and the
interaction of a single shock with a curved flame or
density discontinuity [1]. The calculations in [1] did
not directly address the DDT problem, but were used
to benchmark the code and give insights into the non-
linear evolution of fluid and combustion instabilities.
A schematic of the computational domain is shown
in Fig. 4a. A shock was placed near the left bound-
ary, and conditions to the left of the shock were set
as a uniform flow with postshock parameters deter-
mined from the Rankine–Hugoniot conditions for a
shock with Mach number Ms. The left boundary pro-
vides a constant inflow of gas until rarefactions and

sound waves from the shock–flame interaction reach
that boundary. Then the inflow is modified by outgo-
ing waves. Ahead of the shock, the velocity of the gas
is initially set to zero. The initial discontinuity was
not planar, but characterized by a wavelength (usu-
ally controlled by changing the height of the channel)
and wave amplitude. The initial conditions in the low-
density region to the right of the discontinuity are
those that we would expect behind an acetylene–air
flame. To increase the time for which we can follow
the flame evolution, the computations were performed
in a coordinate system moving with some constant
velocity relative to the laboratory system. This was
done by subtracting a constant relative velocity every-
where from the initial conditions at the beginning of
the simulations. (Further description of the computa-
tional setup is given in [1].)

The major effect of a planar shock interacting
with a curved density discontinuity is to invert the
surface, driving the part of the initially concave sur-
face inwards behind the shock. The result is that a
“funnel” or “spike” of heavy material extends into
the region of light material. This funnel is topped
off with a mushroom-shaped cap. Two large vortices
develop near the cap, and soon secondary instabili-



16 E.S. Oran, V.N. Gamezo / Combustion and Flame 148 (2007) 4–47

Fig. 5. (a) Density (left column) and (b) energy-release rate (right column) for a typical computation of a shock–flame interac-
tion [1]. Each frame is 1.25 cm long and 0.25 cm high. Times (in µs) are given in the center between the density and energy
release. Note that the frames after 29 µs are shifted to the right by the same amount in order to show the extent of the interaction.

ties form along the perturbed discontinuity. Figs. 4b
and 4c compare two-dimensional planar nonreactive
Navier–Stokes and Euler simulations of a Ms = 1.5
shock interacting with a density discontinuity. In both
the Navier–Stokes and Euler cases, the main features
grow at essentially the same rate. In the Navier–
Stokes case, however, the growth of secondary insta-
bilities along the funnel is suppressed.

The interaction of the same strength Ms = 1.5
shock and a curved flame is summarized in the time
sequence of frames shown in Fig. 5. Again, the
perturbed surface becomes inverted and the funnel
grows, in a way similar to that shown for the nonre-
active cases. Now, however, the small-scale features
due to the secondary instabilities are absent because
they burn out. Both the funnel and the mushroom
become thinner as the burning proceeds. Eventu-
ally, the mushroom cap separates from the funnel
and disappears, leaving just a spike. At later times
that are not shown here, the vorticity decays and
the spike evolves into the typical Landau–Darrieus
shaped flame. Figs. 4 and 5 are results from selected
two-dimensional calculations, which were part of an
extensive series of two- and three-dimensional Euler

and Navier–Stokes, reactive and nonreactive compu-
tations in which the wavelength and amplitude of
the perturbation were varied and the results tabu-
lated and compared [1]. For future discussion of the
DDT, it is important to note that the increase in the
energy-generation rate due to a single shock–flame
interaction is about a factor of 20 or 30, and oc-
curs over a very short time period. In itself, a single
shock–flame interaction did not lead to a detona-
tion.

6.2. Multiple shock–flame interactions and DDT

Set 2 in Table 1 was based on experiments in
which simultaneous, vertically aligned sparks ignited
flames in a channel filled with an acetylene–air mix-
ture [2–5,7]. Fig. 6 is a schematic that shows how the
computational domain is embedded in the experiment
and indicates the boundary conditions. We modeled a
(32 × 1)-cm section of tube using reflecting bound-
ary conditions on the right, a zero-gradient inflow–
outflow boundary on the left, and symmetry (mirror)
conditions on the upper and lower boundaries. The
computational domain contains half of a cylindrically
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Fig. 6. Schematic of the experiment and computational setup for the multiple-spark shock–flame interaction in acetylene–air [2].

expanding flame produced by one of the sparks far
from channel walls. A driven shock is initially placed
2 cm from the left boundary. The velocity of the gas
is set to zero everywhere ahead of the shock. Between
the left boundary and the shock, there is a uniform
flow with the postshock parameters determined from
the Rankine–Hugoniot conditions for a shock with a
given Mach number, Ms. The left boundary condition
provides a constant inflow of gas through this bound-
ary until the rarefaction and sound waves from the
eventual shock–flame interaction reach the boundary.
Then the inflow is modified by outgoing waves. The
initial flame has a radius of 1.5 cm and is centered
13 cm from the endwall. It is set up as a disconti-
nuity separating the background region and a region
with adiabatic flame conditions. After molecular dif-
fusion and heat conduction spread the discontinuity,
chemical reactions begin and a self-consistent flame
develops.

Fig. 7 is the time sequence of density fields com-
puted for incident-shock strength Ms = 1.5. The ini-
tial frame, step 0, shows the shock on the far left and
the unperturbed flame approximately in the middle of
the domain. As time passes, this incident shock I ap-
proaches the flame, and the shock–flame interaction
begins around step 400. When I interacts with the
left side of the flame, the result is a rarefaction wave
that moves back upstream, and a transmitted shock
that moves through the flame. When this transmit-
ted incident shock interacts with the right side of the
flame, it produces a weak reflected shock R1 that also
moves upstream, first through the material burned by
the flame, and then through the initially shocked, un-
burned material. The rarefaction wave and R1 can be
seen in frames 600 through 1700. The incident shock
transmitted through the flame moves downstream to-
ward the end wall, as seen in frames 600 and 800, and
reflects from the wall by step 900. This produces a
strong reflected shock R2.

The interactions of I and R1 with the flame trig-
ger a Richtmyer–Meshkov (RM) instability, which
creates a large funnel of unburned material that pen-
etrates the burned region. At frame 1000, R2 begins

to interact with the distorted flame. This generates
a new sequence of reflected and transmitted shocks
and rarefactions which further distort the flame. The
shock R2 passes through the flame by step 1200, and
continues to move upstream. It finally merges with
R1 between steps 1700 and 1800. When R2 passes
through the left side of the flame at step 1200, it
generates another reflected shock that moves to the
right. This shock passes through the flame, reaches
the end of the tube, and reflects from the endwall be-
tween steps 1300 and 1400, producing the R3. The
shock R3 passes through the flame again, further dis-
torting the flame, and finally emerging from the left
side of the flame at step 1600. This third emerging
shock R3 propagates in material that was shocked
three times previously (incident shock plus two re-
flected shocks). It eventually merges with the com-
bined reflected shock (R1–R2) between steps 1900
and 2000.

Between steps 2200 and 2260, two sudden explo-
sions occur almost simultaneously in the material be-
hind the merged reflected shock, R1–R2–R3. These
explosions coalesce to form a detonation that spreads
in all directions. As it moves to the right, it enters the
flame between steps 2400 and 2500 and decays into
a shock. Now let us look at selected details of the in-
teraction more closely. These and other features are
examined in much more detail in [2].

6.2.1. Creation of the turbulent flame
Fig. 8 shows the energy-release rate as a func-

tion of time for the two-dimensional system and for
an equivalent one-dimensional system. Three differ-
ent numerical resolutions showed essentially the same
result for the time history of the global energy-release
rate in the two-dimensional system [2]. The energy-
release rate is significantly higher than in the one-
dimensional system because of the instabilities that
increase the flame surface area in two dimensions. We
now follow the development of these instabilities us-
ing Figs. 7 and 8.

As the flame grew with no shock interactions, its
surface became slightly perturbed as it expanded.
These initial perturbations were barely visible at
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Fig. 7. Time sequence of density fields showing the overall evolution of a Mach 1.5 incident shock interacting with a low-pressure
acetylene–air flame, corresponding to the initial and boundary conditions in Fig. 6. The computational domain for each frame is
32 cm by 1 cm. (The vertical scale is stretched by a factor of 1.28.) Time steps shown on the left side and physical times shown
on the right side. Note that time differences between frames are not equally spaced, but are clustered near the DDT event starting
at step 2200. Incident shock, I; reflected shocks, R1, R2, R3.

step 200. As the incident shock I interacted with
the left side of the flame, an RM instability on the
largest-scale was triggered by the overall curvature
of the flame, and RM instabilities on the small scales
were triggered by the small-scale perturbations of the
flame surface. The small-scale RM structures quickly
burned out and disappeared as the flame grew. The
large-scale RM instability, however, resulted in a fun-
nel of unburned material that penetrated the flame.

When the shock emerged from the right side of the
flame, it triggered an inverse RM funnel.

Since the shock interaction with the curved flame
generates a shear flow, the small-scale perturba-
tions triggered the Kelvin–Helmholtz (KH) instability
along the surface of the flame. The small-scale KH
instabilities also eventually burned out as the flame
grew. The effects of all of these interactions was to
increase the surface area of the flame. The energy re-
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Fig. 8. Energy-release rate as a function of time for the
Ms = 1.5 incident shock interacting with an acetylene–air
flame, as shown in Figs. 6 and 7 [2]. The two-dimensional
computations were performed with three different resolu-
tions (solid line and dots superimposed). The letters indicate
the onset of flame interaction with R3 (W) and DDT (D).
One-dimensional results were obtained for initial conditions
representative of the centerline of the two-dimensional prob-
lem.

lease in the system increased as a result of the increase
in both the surface area of the flame and density of the
background material.

By step 900, the surface area of the flame had
increased substantially and the RM funnels had pen-
etrated deeply into the flame region. The reflected
shock R2 began to interact with the flame at step
1000. This created another funnel that had penetrated
deeply into the flame by step 1300. R2 moved much
faster in the burned material than in material in the
funnels, which created a sequence of small oblique
shocks, shear flows, and instabilities at the surface of
the funnels. As a result, the funnels were compressed,
broke up, and were quickly incinerated. This caused a
burst of energy release in the system and generated in-
tense pressure waves and shocks that moved through
the entire system.

The shock R3 is another reflected shock that
passed through the flame and finally emerged. The
same overall process was repeated. R3 triggered an-
other funnel, there were more instabilities and more
fluctuations generated, and there was another rapid
increase in energy release. Steps 1300 through 1600
show the disintegration of the funnel as R3 propagates
along it. The funnel is essentially burned out by step
1700.

Thus, there was a sequence of shocks and rarefac-
tions, including oblique and transverse waves, mov-
ing back and forth through the flame. This system
of multiple shocks and rarefactions continually dis-
torted the flame, increased the surface area, and thus
maintained a high energy-release rate in the system. If

these waves ceased to exist, the perturbations would
have stopped, and the energy-release rate would de-
crease.

Fig. 8 shows that the energy-release rate begins
to increase at 0.35 ms, initially due to the interac-
tions with the incident shock and R2. Then it in-
creases again at 0.7 ms as the flame interacts with R3
(marked W). The figure shows that the total energy
release is about twenty times larger than in a compa-
rable one-dimensional case, and it is maintained for
a long time due to repeated shock–flame interactions.
Finally, a detonation occurs (marked D) at approxi-
mately 1.25 ms. The one-dimensional problem also
shows increases in energy release due to the shock–
flame interactions. This increase is related to the com-
pression of the material only.

6.2.2. Transition to detonation
The region behind R3 was very noisy, as is shown

by the level of density fluctuations behind R3 be-
tween steps 1800 and 2200. DDT occurred between
steps 2200 and 2260, just after several hot spots—
regions of lower density and increased rate of energy
generation—developed behind R3. A detailed analy-
sis of these hot spots and their subsequent explosion
[2,4–6] showed that this hot-spot ignition process is
essentially the Zeldovich gradient mechanism. There
is a gradient of reactivity (or chemical induction time
τc) in the unreacted material, the material sponta-
neously ignites at the location of the minimum τc, and
the reaction propagates in the direction of the gradient
in τc. The reaction spreads as a spontaneous wave that
can become a detonation wave or produce a flame and
a decoupled shock, depending on the gradient profile.
These computations were checked by performing ex-
tensive numerical-resolution tests, as described in [2].

6.3. Effects of boundary layers on shock–flame
interactions and DDT

Real systems have boundaries and boundary lay-
ers that, in some circumstances, can have major, even
controlling effects on the flow. Here we show that
boundary layers can have a significant influence on
shock–flame interactions and the subsequent transi-
tion to a detonation. To better explain the rather com-
plicated phenomena that we observe in reactive sys-
tems in the presence of boundary layers, we first con-
sider an inert system.

6.3.1. Reflected shocks and boundary layers
As a shock propagates down a channel, it leaves

behind a boundary layer that grows in time. When
this shock reflects from an end wall, it interacts with
the boundary layer it created and forms a bifurcated
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(a)

(b)

Fig. 9. (a) Schematic of the interaction between a re-
flected shock and a boundary layer in an inert fluid [9,11].
(b) Sequence of temperature distributions from computa-
tions showing the development of an inert bifurcated struc-
ture behind the reflected shock in an ethylene–air mixture for
Ms = 1.9. Frames show a part of the computational domain,
22.8 cm by 3.8 cm, adjacent to the end wall (right boundary).
The lower boundary is a no-slip wall, the upper boundary is
a symmetry plane. Time (µs) is shown in the upper left cor-
ner.

shock structure. Interactions of shocks and bound-
ary layers, resulting in shock bifurcations, have been
studied experimentally (see, for example, [84–87]),
theoretically (see [84,88,89]), and computationally
[87,90–92]. A schematic of the a bifurcated shock
complex is shown in Fig. 9a. The structure consists
of the main reflected shock, an oblique leading shock
(the bifurcated foot), a tail shock, a recirculation re-
gion (often called the “separated bubble”), and a wall
jet at the end wall. As the material in the boundary
layer created by the incident shock enters the reflected
shock, part of it is deflected upward and flows past the
recirculation bubble, and part enters the bubble. The

important parameters of the process are Ms and γ .
Higher values Ms and lower values of γ result in
larger shock bifurcations. Thus we expect the effect
of bifurcations at walls to be important for hydrocar-
bon gases with relatively low values of γ .

Fig. 9b shows the development of the reflected
shock in an ethylene–air mixture, as computed with
the ethylene–air model defined in Table 3. When the
incident shock with Ms = 1.9 reached the end wall,
the maximum boundary-layer thickness was 0.1 cm
and the temperature at the bottom wall was about 24 K
higher than in the bulk flow. As the shock reflected
from the end wall, a bifurcated-shock complex de-
velops. As the complex moved through the system, it
left behind a number of vortices, weaker shocks, slip
lines, and a relatively cold wall jet (318–589 µs). The
bifurcated structure grew and quickly became tens of
times larger than the original boundary layer created
by the incident shock. When the foot reached the sym-
metry line of the shock tube, two feet collided and
formed a regular reflection (832 µs). In this case, the
incident shock was weak to cause any noticeable en-
ergy release by the time the reflected shock leaves the
computational domain.

6.3.2. Effects of boundary layers on shock–flame
interactions

The computations of shock–flame interactions in
the presence of boundary layers (Set 5 in Table 1)
were also based on a series of experiments by Thomas
et al. [39], but here a single spark was used to ignite
a flame near the end wall of a shock tube filled with
a low-pressure ethylene–air mixture. A schematic of
the computational domain (based on the experiments)
is given in Fig. 10. For two-dimensional calculations,
one-half of the system was simulated, although some
simulations of the full two-dimensional system were
done to test the effects of the otherwise imposed sym-
metry.

First consider the sequence in Fig. 11a, which is
taken from a simulation with free-slip boundaries that
suppressed the formation of a boundary layer. The
first frame at 0 µs shows the initial conditions, a pla-
nar incident shock I moving from the left to the right,
and the flame F. The sequence of frames, with time
increasing from top to bottom, shows the incident
shock I moving through and distorting the flame, re-
flecting from the back wall, and then the reflected
shock R2 passing through and further distorting the
flame. Hot spots form in unreacted material, and even-
tually two of the hot spots undergo transitions to det-
onations at 593 and 608 µs. The evolving structure
of this flow has many similarities to the acetylene–air
simulations discussed above.

The sequence in Fig. 11b shows the development
of the flow for the same mixture and value of Ms,
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Fig. 10. Schematic diagram showing the computational domain and the initial and boundary conditions for the two-dimensional
single-spark ethylene computations [9].

but now for the case with a no-slip wall that allows
a boundary layer to form. The boundary layer be-
hind the incident shock is about 0.1 cm thick and
is not visible in these frames. From the beginning
of the simulation to about 225 µs, the flow develop-
ment is practically the same as it was for the case
with free-slip walls. Boundary-layer effects do be-
come apparent at 171 µs when R1 begins to form a
weak bifurcated structure B1, but B1 does not affect
the flame until a later time. Another bifurcated struc-
ture B2 (not shown) begins to grow immediately after
the incident shock reflects from the back wall, but it
is quickly destroyed by a strong oblique shock com-
ing out of the flame. Multiple reflections of oblique
shocks and rarefaction waves inside the thin layer of
unreacted material between the flame surface and the
bottom wall prevent the formation of new bifurcated
structures until about 340 µs.

The flame remains essentially unaffected by
boundary-layer phenomena until 363 µs. By that time,
R2 has passed through the flame, and a new strong bi-
furcated structure B3 begins to develop. Details of
this development can be seen in Fig. 12, which is an
enlargement of the regions around the bifurcation. In
addition to the density, Fig. 12 shows the temperature
gradient and pressure. When a bifurcated foot forms
and grows, a recirculation region forms and grows be-
hind it. Near the bottom wall, the flow in the recircu-
lation region is moving towards the shock. The flame,
which almost touches the bottom wall and moves with
the flow behind the shock, penetrates the recirculation
region. The flame approaches the shock first as a thin
jet along the wall, and then quickly spreads inside the
recirculation zone. The energy released by the flame
in the recirculation region accelerates the growth of
the bifurcated foot until the top of the foot reaches
the symmetry plane (top boundary of the computa-
tional domain) and a forms a Mach reflection at the
top boundary by 424 µs (Fig. 11b).

6.3.3. The reactive shock bifurcation and the DDT
The result of the complex interactions described

above is the reactive shock bifurcation enlarged in

Fig. 13. This structure involves an oblique shock and a
flame (marked in Fig. 13a with a “1” and “2,” respec-
tively). The slope of the oblique shock is increased
with respect to the inert case shown in Fig. 9b, and
this causes a Mach reflection (“3”) at the top boundary
instead of a regular reflection observed for the inert
case. At this scale, it appears that the shock touches
the flame at the bottom boundary. An enlargement of
this regions (now shown here) indicates that the shock
almost touches the flame. The flame surface coincides
with the boundary of the recirculation region.

The velocity of the material inside the tip of the
flame is approximately the same as the velocity of the
bifurcated shock and is practically independent of the
laminar flame speed or energy release; the burned gas
just moves with the flow. Away from the tip, the veloc-
ity of the unburned material behind the oblique shock
is different from the velocity of the burned gas in the
recirculation region. Thus a slip line forms along the
flame surface. Vortices generated by the KH instabil-
ity along the slip line grow with distance from the
bottom wall and increase the surface area of the flame.
The upper part of the flame interacts with the flow of
unreacted material behind the Mach stem. This flow
disrupts the flame surface and prevents the flame from
reaching the symmetry plane. As a result, a relatively
thick funnel of unreacted material with a very convo-
luted surface forms near the top boundary and grows
as the shock propagates along the tube (see Fig. 11b,
424 and 444 µs).

The structure of the reactive shock bifurcation is
not quite steady-state. The surface area of the flame
increases as the funnel grows, thus increasing the
energy-release rate in the system. The energy re-
lease gradually increases the strength of the bifurcated
shock and the Mach stem. Eventually, the tempera-
ture behind the Mach stem becomes high enough to
ignite the mixture (Fig. 14). Ignition produces several
hot spots, spontaneous waves, and residual flames that
grow quickly, interact with vortices, and eventually
trigger a detonation (D1 in Fig. 11b). The detona-
tion wave propagates in all directions, consuming the
high-density unreacted material in the funnel and be-
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Fig. 11. Sequence of density fields showing the overall flow development for Ms = 1.9 (a) without boundary layers and (b) with
boundary layers [9,11]. Time (µs) is given on the left side of each frame. The letters indicate the incident shock I, the flame F,
reflected shocks R1 and R2, funnels of unreacted material J1 and J2, detonations D1 and D2, and bifurcated structures B1, B2,
and B3.

hind the oblique shock. When the detonation enters
the relatively low-density, unreacted material com-
pressed only by the incident shock, it becomes unsta-
ble and forms transverse-wave structures. (Transverse
waves are barely visible in Fig. 1 that was extracted
from a higher-resolution computation performed for
the same system.)

6.4. Three-dimensional reactive shock bifurcations

We were able to perform a limited number of
three-dimensional simulations to determine how and
if the results obtained in two-dimensional simulations
carry over to three dimensions. There were several
reasons to question two-dimensional results, includ-
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Fig. 12. Sequence of (a) density, (b) temperature gradient, and (c) pressure fields near the bottom wall showing the formation of
the reactive bifurcated structure indicated as B3 in Fig. 11b [9,11]. Time (µs) is given on the upper left side of each frame.

Fig. 13. (a) Density, (b) temperature gradient, (c) pressure, and (d) temperature fields showing the reactive shock bifurcation at
444 µs (B3 in Fig. 11b). The numbers indicate the bifurcated foot (1), the flame (2), and the Mach stem (3). The flame surface is
indicated in the pressure frame by the superimposed white Y = 0.5 contour.

ing the basic differences in the behavior of turbulence
and the added complexity of shocks and shock bifur-
cations in three dimensions. Here we briefly describe
three-dimensional simulations of shock–flame inter-
actions in a channel containing an ethylene–air mix-
ture [10].

The three-dimensional computational setup shown
in Fig. 15 is similar to the two-dimensional setup
shown in Fig. 10. Symmetry boundary conditions are
used to simulate one quarter of the system, and no-
slip boundary conditions are applied along all walls.
Fig. 16a shows the flow development through the time
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Fig. 14. Sequence of (a) density, (b) temperature, and (c) pressure fields, enlarged from the calculations shown in Fig. 11b, show
DDT behind a Mach stem [9,11]. The flames are shown as white areas in the temperature frames. Flame surfaces (white Y = 0.5
contour) are shown in the pressure frames. Time (µs) is given on the upper right side of each frame. The detonation is indicated
as D1 in Fig. 11b. M indicates the Mach stem.

Fig. 15. Schematic diagram describing the initial and boundary conditions for the three-dimensional computation [10]. Gray box
shows the computational domain.

sequence of images of the flame and shock surfaces.
The incident planar shock moves along the x-axis and
interacts with the flame. As in the two-dimensional
calculations described above (Fig. 11b), the interac-
tion is dominated by the Richtmyer–Meshkov insta-
bility, triggered by the flame curvature. The instability
generates a large three-dimensional vortex that dis-
torts the flame and creates a funnel of unreacted ma-
terial in central parts of the shock tube near symmetry
planes. On smaller scales, the RM instability creates
small ripples on the flame surface. The interaction
also distorts the initially planar shock that propagates
through burned and unburned materials at different

speeds. Oblique parts of the distorted shock reflect
from side walls and interact again with the flame, cre-
ating more distortions.

As the flame continues to move with the flow, the
incident shock reaches the end wall at 255 µs and
reflects. The stronger reflected shock R moves back
through the already perturbed flame and creates more
distortions at different scales. The flame quickly de-
velops a very convoluted surface and becomes tur-
bulent. The energy release accelerates due to the in-
creased surface area of the flame and the increased
temperature and density of unburned material behind
the reflected shock.
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(a)

Fig. 16. Time sequence of (a) computed three-dimensional surfaces of flame (blue side faces unburned mixture; purple side
faces burned gas) and shock (gray semitransparent), and (b) corresponding computational schlieren images calculated for x–y

and x–z planes [10]. Time in µs is shown in the upper right corner of each frame. No-slip walls are at y = 0 and z = 0; opposite
boundaries are symmetry planes. Each frame shows a 10.6-cm-long part of the computational domain adjacent to the end wall on
the left (x = 30.4 cm) for 217–386 µs, and shifted 1.5–3 cm from the end wall for other times. The letters indicate the incident
shock I (see 9, 60, and 217 µs), the flame surface F (see 9 and 434 µs), the reflected shock R (see 265 and 301 µs), the bifurcated
shocks B1 and B2 (see 344 and 434 µs), the recirculation areas C1 and C2 (see 386 µs), the shock–flame attachment line A (see
420 µs), Mach stems M1 and M2 (see 386 and 420 µs), and detonations D1 (see 420 and 424 µs) and D2 (see 434 µs).
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(b)

Fig. 16. (continued)

When the reflected shock crosses the flame and
enters the unburned material upstream, it begins to
interact with boundary layers that developed near the
no-slip walls. These interactions result in shock bifur-
cations B1 and B2 that appear in Fig. 16a as oblique

shocks propagating along the walls, y = 0 and z = 0.
Shock bifurcations also create strong recirculation re-
gions C1 and C2 near the walls. The recirculation flow
entrains the flame that spreads through the recircula-
tion region, approaches the bifurcated shock, and then
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attaches to it near the wall. The attachments first oc-
curs near symmetry planes, where the initial flame
surface was closest to no-slip walls. Then the attach-
ment line approaches the corner y = z = 0 between
these walls. The attachment line is rather irregular be-
cause the flame and the boundary layer behind the
bifurcated shock are turbulent. Above the attachment
line, the flame surface F coincides with a slip surface
that forms behind the bifurcated shock. The KH insta-
bility that develops along this surface generates more
turbulence.

The reactive bifurcated shocks propagate with
a speed of about one-half DCJ and interact with
each other along the line that begins in the corner
y = z = 0. The interaction between oblique shocks
B1 and B2 produces an oblique Mach stem M1 that
generates additional vorticity and locally increases
the temperature of shock-compressed material. The
oblique shocks are relatively weak, and therefore the
oblique Mach stem is not strong enough to ignite the
material.

DDT producing detonation D2 occurs when the bi-
furcated shock B1 attached to the wall z = 0 forms
another Mach stem M2 near the symmetry plane z =
1.9, and this central Mach stem interacts with the
oblique Mach stem M1 creating a hot spot. Another
detonation D1 appeared earlier in the funnel, near the
end wall, but it did not affect the formation of D2 be-
hind two interacting Mach stems.

Computational schlieren images, Fig. 16b, were
generated using the data shown in Fig. 16a and the
simplified model for light propagation described in
[10]. The light propagating along the z-axis produces
an image in the x–y plane, and the light propagat-
ing along the y-axis produced images in the x–z

plane. These images are shown in Fig. 16b on the
corresponding walls of the same three-dimensional
box that shows computational domain boundaries in
Fig. 16a. The steepest density gradients that produce
shadows in these images are in the reaction zone of
the flame and inside shocks. White areas correspond
to the parts of the computational domain where all
the material is still unburned or burned completely.
The flame and strong shocks are visible on these im-
ages, but we cannot see the full three-dimensional
structure of the reactive bifurcated shocks in the two-
dimensional images. For example, when the bifurca-
tion forms on the wall z = 0, the x–y schlierens show
a turbulent flame moving just behind a curved shock.
The x–y images do not show that the shock is oblique
and the flame is attached to it only near the wall.
These details can be seen only from the y-direction
that corresponds to x–z images.

These computations show that the three-dimen-
sional reactive shock bifurcations that developed on
the channel walls have essentially the same features

and behavior as the two-dimensional structures de-
scribed earlier. This includes entrainment of a the
flame by a recirculation zone behind a bifurcated
shock, development of the KH instability on the re-
active slip surface behind the bifurcated shock, fast
growth of the bifurcated structure, propagation of the
reactive bifurcated structure at about half DCJ, and
the formation of a Mach stem when the bifurcated
structure grows to the size of the channel.

The main difference between two- and three-di-
mensional results is related to the presence of the
second no-slip wall in a rectangular channel. Two re-
active bifurcated shocks forming on adjacent walls
interact with each other and produce an oblique Mach
stem between two oblique shocks. The oblique Mach
stem then interacts with the central Mach stem, and
this interaction forms a hot spot that leads to a det-
onation initiation. Other differences appear due to
an additional degree of freedom for the flame and
shock dynamics in three dimensions. For example, the
nonplanar bifurcated shocks are perturbed by trans-
verse waves in the third dimension, the flame spreads
nonuniformly across the recirculation zone in the
third dimension, and there is an irregular, dynamically
changing line of attachment of the a flame to the bi-
furcated shock near the wall. The third dimension also
makes it possible for vortical structures to break down
and transfer turbulent energy to the smaller scales,
and results in an increased growth rate for the RM
instability. This affects the turbulent flame develop-
ment, but has a little influence on the structure and
dynamics of shock bifurcations. The nature of the tur-
bulence that dominates this types of flows with shocks
and flames is discussed further in Section 10 in the
section on nonequilibrium turbulence.

7. The strange wave and related phenomena

Shock–flame experiments reported by Scarinci et
al. [37] showed the development of a reflected shock
wave, as we saw in Fig. 7, for example, in which the
flow directly behind the shock appeared turbulent. For
a significant time, this wave traveled at an essentially
constant speed of about half the CJ detonation ve-
locity, and the turbulent region remained attached to
the shock. The state of the material, the nature of the
turbulence behind this wave, and the mechanism by
which this wave is supported were not known. There
had been some debate as to the nature and structure of
this wave, whether or not the material behind the front
was burned, thus producing a “supersonic flame,” or
what state the wave could be in if it were not burned.
We called this wave a “strange wave” and determin-
ing what it was became a quest.
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7.1. The origin of the strange wave

The earliest studies we did of a single interaction
of a shock and a curved flame (for example, in Fig. 5)
showed that this interaction alone has a relatively
mild effect on the increase in the burning rate [1].
The effect was stronger for multiple shock–flame in-
teractions (Fig. 7), which continually distorted the
flame and increased its surface area, and so increased
the energy-release rate. The increased heat release
amplified the shocks and eventually led to the for-
mation of a final reflected shock. This final shock
had some characteristics in common with the strange
wave. Thus we first tried to find an interpretation for
this strange wave based on the computations shown in
Fig. 7.

The speed and the strength of the reflected wave
R3 in Fig. 7 were similar to those of the strange wave
observed experimentally. The final reflected shock
that emerged from the flame brush, R3, traveled at ap-
proximately 900 m/s relative to the material ahead
of the shock. This speed is approximately half of
the Chapman–Jouguet velocity DCJ. The pressure be-
hind the wave was about 10 times the initial pressure,
which corresponded to the pressure of constant vol-
ume burning of the original material. Before the tran-
sition to a detonation, R3 propagated for a substan-
tial length of time (about 0.3 ms) without decaying
or growing in strength. Computations with a weaker
incident shock, Ms = 1.4, also generated a reflected
shock wave with similar characteristics. Again, the
velocity was about half DCJ and the postshock pres-
sure was comparable to that of a constant volume
explosion. In this case, the shock wave lasted longer
and there was no transition to a detonation.

In both the Ms = 1.4 and 1.5 simulations, there
were high levels of density and pressure perturbations
behind this shock. These perturbations were gener-
ated by the turbulent combustion and shock reflec-
tions in the flame brush, and they propagated through
the unburned shocked material. Thus we suggested
that the strange wave might be one of the reflected
shocks that emerge from the flame. Behind this shock,
the material was highly perturbed, and there were sig-
nificant fluctuations in its properties. Extension to a
real system could mean that the material is turbulent
enough to account for the strange wave [2].

Then in a more recent paper, Thomas et al. [39]
described measurements indicating that the fluid be-
hind the strange wave was not only turbulent, but had
burned. This fact was not consistent with the results
shown in Fig. 7. The mystery was not resolved until
further simulations, such as those shown in Fig. 11,
were done to examine the effects of boundary lay-
ers [9]. We then learned that the leading edge of the
strange wave may be closely followed by the tip of

flame attached to a vortex moving in a complicated
boundary layer behind the reflected shock.

The strange wave was observed in experiments
using schlieren photography, which produces two-
dimensional images by looking through the bound-
ary layer and across the channel. Assuming the en-
tire wall of the detonation tube is covered with a
boundary layer that causes the bifurcation of the re-
flected shock and produces the reactive bifurcated
structure, the schlieren image will show a turbulent
flame following, and seemingly attached to, the lead-
ing shock. Thus we now believe that the structure of
the strange wave is that of a reactive shock bifurca-
tion. This explanation is consistent with the facts that
there are significant chemical reactions in the exper-
imentally observed strange wave and that the strange
wave is not a detonation. Numerical schlieren im-
ages computed from three-dimensional simulations,
shown in Fig. 16b, are also consistent with experi-
mental schlieren images [37,39].

As a final point, we note that not all of the exper-
iments discussed by Thomas et al. [39] show strange
waves. They were not seen when the initial flame was
relatively small and far from the walls. This difference
between initially large and small flames is consistent
with our results, which show that, for a flame to inter-
act with the recirculation region, and for the reactive
shock bifurcation to form, the flame has to be close
enough to the wall to be entrained by the vortices at
the boundary.

7.2. Wakes

Another series of simulations of shock–flame in-
teractions were performed for flows with embedded
obstacles. These were motivated by the presence of
the spark igniter itself, which protruded into the flow,
and by observations of flows around pieces of di-
aphragms that were left on the channel walls from
previous experiments [39]. The simulations were
done for the ethylene–air mixture and for various
sizes of embedded obstacles [11,15]. Note that the
simulations described below were intentionally per-
formed without boundary layers and with an obstacle
placed in the middle of the channel in order to iso-
late the wake effect. The computational setup was the
same as shown in Fig. 10, except for the obstacle that
was located between the initial shocks and the flame.
Flow development corresponding to Ms = 1.8 and a
0.475-cm square obstacle are shown by the sequence
of density frames in Fig. 17.

The top left frame of Fig. 17 shows the inci-
dent shock I and the flame F shortly after the initial
shock–flame interaction. At the beginning, the flow
development is similar to the case without obstacles
and boundary layers, as in the early times shown in
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Fig. 17. Time sequence of density fields showing shock–flame interactions in the presence of an obstacle (shown as a white
square) for Ms = 1.8 [11,15]. Upper, lower, and right boundaries are free-slip walls. Time (µs) is given on the upper left side of
each frame. The letters indicate the incident shock I (see 33 and 152 µs), the original flame F (see 33 µs), the reflected shock R2
(see 291 and 348 µs), the bifurcated wedge B (see 468 µs), the new flames F1 and F2 (see 542 µs), and the detonations D1 and
D2 (see 551 µs).

Fig. 11a. The obstacle has a relatively small effect
initially as it diffracts the incident shock before its in-
teraction with the flame. The major effect, however,
occurs when the reflected shock R2 exits the flame
(348 µs), interacts with the wake, and forms a bifur-
cated wedge B (468 µs). This process is shown in
detail in Fig. 18. The wedge grows and forms Mach
reflections at the side walls, thus increasing the post-
shock temperature in the vicinity of the walls. The
recirculation flow develops behind the wedge and be-
gins to interact with the flame. The part of the flame
that enters the recirculation region becomes entrained
by the flow and quickly spreads inside this region. The
vortices, which originate in the wake and pass through
the bifurcated shock, also participate in the recircula-
tion flow and interact with the flame. As the flame
approaches the bifurcated wedge, it spreads sideways
to the walls with the flow deflected by the oblique
shocks. The energy released by the flame increases
the strength of all the shocks including the Mach
stems at the walls.

Eventually, the temperature of the shock-com-
pressed material surrounding the flame increases to
the point where the mixture ignites, almost simultane-
ously, at two different locations. These ignition points
appear behind the Mach stem at the bottom wall, and
between the flame and the symmetry line at the top.
The resulting new flames are seen at 541 and 542 µs

in Fig. 18. Detonations D1 and D2 appear at both lo-
cations shortly after ignition. In comparison, the case
with the same incident shock strength (Ms = 1.8),
but without obstacles and boundary layers (figure not
shown here), did not produce DDT within the length
of the channel.

The numerical results show that the presence of a
wake in the flow can have a significant influence on
flame acceleration behind the reflected shocks. Sim-
ilar flame acceleration was observed in shock-tube
experiments [39] when wakes were created either by
a thick ignition rod or by a fragment of the diaphragm
that remained on the wall of the window section af-
ter a previous experiment. The wake effect described
here is significant when the obstacle is large enough
to create a long wake that allows the bifurcated struc-
ture to develop and to entrain the flame. In calcu-
lations with a small obstacle (0.12 × 0.12 cm), the
wake was not sufficiently long to affect the flame. The
fact that the effect was not observed for thin ignition
rods agrees qualitatively with the numerical results
for small obstacles. In experiments, where the ob-
stacles were located at the walls of the shock tube,
a combination of wake effects and boundary-layer ef-
fects occurred.

The mechanism by which a flame accelerates be-
hind a shock that is propagating through a wake is
similar to the boundary-layer effect. Either a wake or



30 E.S. Oran, V.N. Gamezo / Combustion and Flame 148 (2007) 4–47

Fig. 18. Formation of the reactive bifurcated structure from a wake and subsequent DDT [11,15]. These frames are produced
from the calculation shown in Fig. 17. Two temperature scales show the temperature in the unreacted material and the burned
gas. Time (µs) is given on the upper left side of each frame. The letters indicate the new flames F1 and F2 (see 541 and 542 µs),
and the detonations D1 and D2 (see 544 µs).

a boundary layer contains a velocity gradient that re-
sults in bifurcation of a shock moving through this
gradient. The wake-induced inert bifurcated structure,
enlarged in Fig. 19, has almost the same features as
the bifurcated structure induced by a boundary layer,
as shown in Fig. 9. Either bifurcation creates a recir-
culation flow that entrains the flame, thus accelerating
it. As the flame approaches the shock, the bifurcated
foot or wedge grows, reflects from a side wall, and

forms a Mach stem that can create conditions for ig-
nition and DDT. Further details are given in [11,15].

8. The role and structure of hot spots

In all of the simulations presented in this paper,
the detonations that developed always arose from hot
spots (or ignition centers) in unreacted material. Now
we focus on one typical hot spot and show that the
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Fig. 19. Temperature field in the vicinity of the bifurcated
reflected shock propagating from the right to the left through
a wake in an inert ethylene–air mixture for Ms = 1.8 [11,15].
Legend: 1, reflected shock; 2, bifurcated foot; 3, tail shock;
4, slip line; 5, recirculation region; A, triple point. (Compare
to Fig. 9a.)

conditions in this hot spot are consistent with the Zel-
dovich gradient mechanism for propagation of spon-
taneous reaction waves that could undergo transition
to a detonation.

Consider Fig. 7, which shows density as a func-
tion of time for the simulation of a shock–flame in-
teraction in an acetylene–air mixture with symmet-
ric boundary conditions, and therefore no complica-
tions from boundary effects [2]. The region where hot
spots develop into a detonation is seen at step 2260
(1.26 ms) and is located between the turbulent flame
and the reflected shock. Details of this transition are
shown in Fig. 20. The energy-release rate in Fig. 20a,
and the density in Figs. 20b and 20c, allow us to track
the development of reaction fronts and shocks.

The distribution of the induction time, τc, as
computed from the Frank–Kamenetskii approxima-
tion [93], is shown in Fig. 21a for the same time
(1.2512 ms) as the first frame in Fig. 20. Given the
chemical model we are using (Eq. (7)), the induction
time is

(10)τc =
(

CvT

AqρY

)(
RT

Q

)
exp

(
Q

RT

)
,

[6], where Cv = R/M(γ − 1) is the specific heat at
constant volume. (The accuracy of this approximation
is discussed in [2].) There are several hot spots and a
gradient of τc at each hot spot. The explosion begins
in the location of minimum induction time in the up-
per hot spot (1.2512 ms), and it propagates as a spon-
taneous wave with a speed Dsp = |∇τc|−1. Fig. 21b
shows the predicted Dsp computed from τc. The val-
ues of Dsp are highest where ∇τc is lowest. In the hot

spots, Dsp > DCJ. The contour Dsp = DCJ shown in
Fig. 21b indicates the boundaries of the spontaneous
flame region. The value of DCJ = 1.97 km/s was cal-
culated for the background material, which has been
shocked, compressed to &1.64 atm, and heated to
&780 K. Because the gradient is different in differ-
ent directions, the shape of the spontaneous region is
not circular.

Fig. 20 shows that the shock wave first appears at
1.2522 ms on the right side of the hot spot, where
the gradient of τc is the steepest (Fig. 21). The wave
on the left is smooth, which is typical of spontaneous
waves discussed extensively in the literature (for ex-
ample, [30,32,60–62]). At 1.2527 ms, the sponta-
neous waves have already undergone transition to det-
onation and there are two shocks propagating in oppo-
site directions. Closer inspection of the results shows
that shock waves emerge on the predicted Dsp = DCJ
boundary, shown in Fig. 21. The second hot spot ig-
nites later and proceeds through the same sequence of
events.

These results are consistent with the gradient
mechanism for ignition, according to which there is
no shock present at the initial stage of spontaneous
wave propagation. The velocity of the spontaneous
wave is initially greater than DCJ and decreases as
the reaction spreads. When the velocity has decreased
to about DCJ, a shock wave emerges and the sponta-
neous wave undergoes a smooth transition to a deto-
nation. This transition does not occur simultaneously
in all directions; each direction is essentially indepen-
dent of the other because Dsp > DCJ > cs, where cs
is the local sound speed.

The description given of the ignition event shown
in Figs. 20 and 21 was limited because the data was
extracted from a large complex simulation. We can
take this analysis further by isolating the conditions
in the initial gradient in reactivity and considering an
isolated asymmetric hot spot. (This analysis was de-
veloped with A.M. Khokhlov and reported in more
detail in [6].)

Suppose that there is a nonuniform distribution
of temperature, T = T (r), where r is a position in-
side a hot spot. It is not difficult to imagine how a
nonuniform distribution could be created in a highly
compressible flow with pressure fluctuations, shocks,
shears, turbulence, etc. In such complex, dynamic
flows, we can expect gradients with almost any spatial
shape. Furthermore, as we have seen in some cases,
the gradient can be altered by interactions with weak
shocks and pressure waves while the spontaneous
waves are developing. Thus the proper description
of the temperature distribution is really T = T (r, t).
We consider, however, an idealized case, T = T (r),
that leads to the spatial distribution of induction time
τc = τc(r). The explosion of a hot spot begins at the
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Fig. 20. Enlargement of the region of hot-spot ignition for multispark acetylene–air calculation at Ms = 1.5 [2,4,5]. (a) En-
ergy-release rate. (b) Density. Frames shown are 32 computational time steps apart, x = 5.3–7.7 cm, y = 0.0–1.0 cm. (c) Density
as a function of x for y = 0.73 cm through the igniting hot spot.

(a) (b)

Fig. 21. Enlargement of the region of hot-spot ignition for multispark acetylene–air calculation at Ms = 1.5 [2,4,5]. Distribution
of (a) chemical induction time τc and (b) the predicted spontaneous wave velocity Dsp for 1.2512 ms in Fig. 20.

point of minimum τc and then spreads at varying local
spontaneous velocity,

(11)Dsp = − ∇τc

|∇τc|2
,

in the direction of the gradient of the induction time.
This is true when Dsp is the fastest speed of the prop-
agation of the reaction. For the deflagration and det-
onation modes of burning, the propagation speed is

limited from above by DCJ. On the other hand, the
speed of the spontaneous wave can only be limited
from below by the laminar flame speed, or, if det-
onations are present, by DCJ. For example, Dsp is
infinite for a uniform distribution of τc that corre-
sponds to instantaneous burning at constant volume.
More detailed discussion of Eq. (11) can be found in
[94, p. 294].
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Consider the case for which Dsp is finite but
greater than DCJ. To be specific, consider a two-
dimensional elliptical temperature distribution,

(12)T = max
((

1 −
√

x2 + (y/a)2

L

)
Tmax, Tmin

)
,

where L is the characteristic scale of the temperature
gradient. For a = 1, the distribution becomes cylindri-
cally symmetric. The temperature decreases outward
until it reaches Tmin and then stays constant. From
Eqs. (11) and (12), we can obtain a temperature gra-
dient with the components

(13)∇T = Tmax√
x2 + (y/a)2L

(
x,

y

a2

)

and the absolute value of the spontaneous velocity

Dsp =
(

∂τc

∂T

)−1 1
|∇T |

(14)=
(

∂τc

∂T

)−1(
Tmax

L

)√
x2 + (y/a2)2

x2 + (y/a)2 .

The temperature distribution described by Eq. (12)
for Tmax = 800 K, Tmin = 600 K, L = 1 cm, and
a = 3/2 is shown in Fig. 22a. This structure, based on
the predetonation condition in Fig. 7, is taken as the
initial conditions for a simulation of the evolution of
an isolated hot spot. The chemical model and numer-
ical algorithms are the same that produced the results
shown in Fig. 7. Fig. 22b uses the density distribution
at selected times during the explosion to illustrate the
evolution of the system. The superimposed contour
Dsp = DCJ is elongated in the y-direction. Inside this
contour, a spontaneous wave propagating with a speed
Dsp > DCJ is possible. We call this the “spontaneous
region.” The reaction in this region will spread from
the point of minimum τc with the speed predefined by
Eq. (14).

At 2.776 ms from the beginning of the simulation,
the spontaneous wave is inside the spontaneous re-
gion. There is no shock wave present, and the distrib-
ution of density is continuous. The shape of the spon-
taneous wave is elongated toward the y-direction, and
the overpressure is higher in the x-direction where
Dsp is lower. At 3.156 ms, the spontaneous wave has
almost reached the boundary of the spontaneous re-
gion in the x-direction. In both frames, the shape of
the spontaneous wave is elliptical with the aspect ratio
&1:3.

By 3.216 ms, the spontaneous wave has partly
exited the spontaneous region. A weak shock wave
has been formed and is present within the part of
the reaction wave located outside the spontaneous re-
gion. There is no shock present in the part of the
wave that is inside. The next two frames, 3.395 and

3.792 ms, show the further evolution of the reaction
wave with the shock wave developing outside the
spontaneous region and growing in strength continu-
ously. The boundary separating the parts of the wave
with and without the shock follows the contour of
constant Dsp = DCJ. In the last frame, the wave ex-
ited the spontaneous region completely and developed
a shock discontinuity in all locations.

Fig. 23 shows the density and pressure profiles at
different times along three lines, all with the origin
at x = y = 0, and then going along the x-axis, the
y-axis, and the 45◦ diagonal direction. Along the x-
direction, (Fig. 22a) profile 2 shows the smooth struc-
ture of the spontaneous wave without a shock. The
material is being continuously compressed while it
burns and reaches maximum compression when the
fuel is burnt completely. Then the material begins to
expand and decelerate. The shock emerges between
the times corresponding to profiles 3 and 4. Profile 4
shows the structure of the wave that is intermediate
between the spontaneous wave and a detonation. The
material is first compressed continuously, and only
then passes through the shock. Profile 6 shows the de-
veloped detonation wave.

The same process takes place in the diagonal and
y-directions, but with different timings. The latest
profile, 6, corresponds to the time in between the
fourth and fifth frames in Fig. 22b. At this time, the
wave in the y-direction (Fig. 23c) has not exited yet
from the spontaneous region and has not yet devel-
oped a shock discontinuity. The wave in the diagonal
direction shows that a shock has formed. The over-
all picture of the explosion of the hot spot obtained in
the numerical simulation is fully consistent with the
theoretical analysis presented [6].

The same mechanism for triggering a detonation
was found in all of the DDT simulations we per-
formed. The detonation always developed through the
gradient mechanism from a hot spot that appeared
somewhere in the vicinity of the turbulent flame. This
mechanism was suggested by theoretical analyses and
confirmed by the numerical simulations. The sponta-
neous reaction waves that we observed are supersonic
reaction waves in which burning material is com-
pressed and accelerated in the direction of the wave
propagation. The spontaneous waves that lead to det-
onations initially propagate with the velocity Dsp >

DCJ. When Dsp approaches DCJ, a shock front de-
velops inside the reaction zone. After that, the internal
structure of a spontaneous wave transforms smoothly
to that of a detonation through the series of interme-
diate regimes with increasing strength of the shock,
which eventually moves ahead of the reaction zone.

Many past analyses [30,32,54,55,57,58,60–62]
have shown that there are also critical conditions for
the gradient of τc and the size of the hot spot. If
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(a)

(b)

Fig. 22. Initial conditions and evolution of a hot spot [6]. (a) Initial temperature and density distributions in an initially isobaric
hot spot described by Eq. (12) with Tmax = 800 K, Tmin = 600 K, L = 1 cm, and a = 3/2. The contour Dsp = DCJ shows the
boundary of the spontaneous region. (b) Density distribution at different times during the explosion of hot spot described by (a).
Contour Dsp = DCJ shows the boundary of the spontaneous region.

the distribution of τc does not meet these conditions,
the detonation does not develop, and the spontaneous
wave degenerates into a shock and a residual flame.
We routinely observe these failed DDT phenomena
in simulations. For example, there are two hot spots
in Fig. 3 discussed earlier in this paper. The sponta-
neous wave velocity computed for the hot spot on the
right side is below 0.5DCJ everywhere [3]. This hot
spot produced a shock and a flame behind it because

the spontaneous wave was too weak to become a det-
onation. The shock it created, however, affected the
second hot spot, which met the critical conditions for
successful transition to detonation.

9. Formation of reactivity gradients

According to Dorofeev [32] and Thomas (personal
communication), the deflagration-to-detonation tran-
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Fig. 23. Density profiles (left) and pressure profiles (right) along three different lines passing through the center of the hot spot
at various times during the hot spot explosion [6]. (a) Along the X-axis; (b) along the diagonal; and (c) along the Y -axis. Times
are (1) 0 µs; (2) 2.776 µs; (3) 3.016 µs; (4) 3.213 µs; (5) 3.395 µs; (6) 3.587 µs since the beginning of the simulation.

sition has two separate stages: (1) the creation of con-
ditions for the onset of detonation, and (2) the actual
formation of the detonation wave itself. The mech-
anism for the detonation wave formation, given the
appropriate background conditions, seems to be uni-
versal and involves reactivity gradients. The creation
of the background conditions, however, can occur in
many ways.

Gradients of reactivity or induction time are usu-
ally related to temperature and concentration gradi-
ents. These can be created by a variety of different
processes that could involve heat conduction, mass
diffusion, viscous friction, adiabatic compression,
and electromagnetic radiation. For example, consider
an idealized one-dimensional test problem in which
there is a temperature gradient in the vicinity of a hot
wall. If the wall temperature is constant, the mater-
ial will eventually ignite at some distance from the
wall, and a spontaneous reaction wave will propa-
gate toward and away from the wall. Another one-
dimensional example is the material compressed by a
planar shock. In this case, the induction-time gradient
appears because the material behind the shock is com-
pressed at different times depending on the distance
from the shock. The induction time first expires far
from the shock, then a little closer to the shock, then
even closer, etc., so the spontaneous reaction wave
propagates toward the shock. This wave can undergo
transition to a detonation before it reaches the original
shock, or produce a flame and a decoupled shock.

A detailed study of mechanisms of detonation for-
mation due to a temperature gradient, including an

asymptotic analysis and numerical simulations, is pre-
sented by Kapila et al. [58]. Bartenev and Gelfand
[95] also consider the mechanisms of spontaneous
initiation of detonations and give an overview of ex-
perimental methods for creating induction-time gradi-
ents. In the calculations described in previous sections
of this paper, the hot spots, which were themselves
gradients in reactivity, resulted from effects of shock–
flame interactions on the background unburned mate-
rial. Now we discuss some other scenarios leading to
gradients in reactivity and spontaneous waves.

9.1. Shock-induced ignition

The two limits of shock-induced ignition of homo-
geneous exothermic mixtures are often called strong
and weak (or mild) ignition [96–98]. Strong igni-
tion results in a detonation that either is directly ini-
tiated by a strong shock or originates from a pla-
nar spontaneous wave that forms behind a strong
shock. Idealized one-dimensional ignition scenarios
rarely occur in real systems. Even for a homogeneous
mixture compressed by a planar shock, a smooth,
one-dimensional gradient of induction time can be
perturbed by multidimensional local fluctuations of
density, temperature, and concentration. As a result,
the induction time will first expire in one or more
hot spots, energy release will begin, and spontaneous
waves will propagate from these points.

The role of fluctuations and the multidimensional
nature of ignition become more obvious for weaker
shocks that produce gentler gradients of induction

Thomas Epalle


Thomas Epalle


Thomas Epalle


Thomas Epalle




36 E.S. Oran, V.N. Gamezo / Combustion and Flame 148 (2007) 4–47

Fig. 24. (a) Sequence of temperature fields showing the evolution of the reflected shock interacting with a boundary layer in a
stoichiometric ethylene–air mixture for Ms = 2.5 and d/2 = 3.8 cm [8,13,14]. Time (µs) is given on the upper left side in each
frame. Length scale is in centimeters. (b) Temperature fields shortly after ignition for d/2 = 3.8 cm and four different values
of Ms [8,13,14]. Time (µs) is given on the left side of each frame. Length scale is in centimeters. White areas contain burned
material with temperature about 3000 K; D indicates detonation.

time in shock-compressed material. In this case, small
changes in induction time due to local fluctuations can
significantly affect the locations of initial thermal ex-
plosions. The resulting weak ignition is characterized
by the appearance of a number of small flames fol-
lowed by a transition to a detonation. Shock-induced
ignition is further complicated by walls and bound-
ary layers [8,13,14] that are always present and are a
major cause of the nonuniform flow observed in ex-
periments with reflected shocks.

Consider the computational setup shown in
Fig. 10, but now with no flames present: there is a
channel filled with a stoichiometric ethylene–air mix-
ture defined in Table 3 and a shock with Mach number
Ms entering the channel from the left. Again, we
model the lower half of a channel using the symme-
try conditions at the upper boundary and no-slip wall
conditions at the bottom and right walls. A series of
simulations was performed for this system for a range
of Ms and channel widths. For Ms = 2.5, the incident
shock is too weak to induce any significant energy
release before it reaches the end wall. The reflected
shock, however, is strong enough to start the energy
release, which quickly increases the temperature near
the end wall, as shown in Fig. 24a for d/2 = 3.8 cm.
The temperature distribution is not quite uniform be-
cause of the shock bifurcation and the relatively cold
wall jet that removes the hot material from the region
around the lower corner near the end wall. Since most
of the channel width is unaffected by the wall jet,
there is a series of thermal explosions occurring al-
most simultaneously along the end wall surface. The

resulting shock wave is strong enough to trigger a det-
onation D that subsequently overtakes the reflected
shock. This is a typical case of strong ignition just
slightly disrupted by boundary-layer effects.

For weaker shocks, the temperature behind the re-
flected shock is lower, and the chemical induction
time increases. This allows the bifurcated structure to
grow before ignition occurs. The wall jet has more
time to transport cold material towards the end wall,
and this further disrupts ignition. Temperature fields
shortly after ignition for Ms = 2.5, 2.4, 2.3, and 2.2
are shown in Fig. 24b. The surface area at the end wall
where the explosion occurs decreases systematically
with Ms. For the lowest value, Ms = 2.2, the wall
jet has enough time to remove all of the hot material
from the surface of the end wall, and an explosion oc-
curs away from the wall. These results are consistent
with experimental observations [98] of autoignition
of hydrocarbon–oxygen mixtures diluted with argon
behind bifurcated reflected shocks.

For similar flows in narrower channels, the effects
of boundary layers become more important. Fig. 25
shows a sequence of temperature fields for Ms = 2.4
and d/2 = 0.95 cm. Here the wall jet removes hot
material from the entire surface of the end wall and
thus prevents the mixture from igniting at the reflect-
ing wall. There is, however, another route to ignition.
The bifurcated foot grows quickly, reaches the center
of the channel (top symmetry plane of the computa-
tional domain), and creates several secondary shocks.
Reflections of these shocks and their interactions with
vortices intensify mixing in the shock-compressed
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Fig. 25. Sequence of temperature fields showing the evolu-
tion of the reflected shock interacting with a boundary layer
in a stoichiometric ethylene–air mixture for Ms = 2.4 and
d/2 = 0.95 cm [8,13,14]. White areas in the last four frames
contain burned material with temperature about 3000 K. The
letters indicate flames (F1, F2, F3) and detonations (D1, D2).
Time (µs) is given on the left side of each frame.

material and create hot spots. Most of these hot spots
disappear because of interactions with vortices and
rarefaction waves. One of the hot spots survives long
enough to produce a flame F1. The flame develops
and interacts with vortical structures, and generates
weak compression waves that heat the surrounding
material. This process creates more hot spots. Two
hot spots produced flames F2 and F3, and two others
eventually lead to detonations D1 and D2. This se-
quence of ignition events occurring behind a reflected
shock, away from the reflecting wall, is a typical case
of weak ignition.

9.2. Laminar flames

For some reactive systems, an induction-time gra-
dient necessary for DDT can be created by a laminar
flame. Consider the case in which two flame surfaces
approach each other. This may occur when the flame
surface is distorted because of flame instabilities or
flame–flow interactions, or there are two different, un-
connected flames. When the thickness of the layer
of unreacted (or partially reacted) material between
the flames becomes comparable to the flame thick-
ness, the temperature of the layer increases due to

the heat transfer from the reaction zone. If the flame
surfaces are not exactly parallel to each other, the
temperature increase is not uniform and produces a
temperature gradient along the layer. Eventually, the
reaction starts at some point in the layer. As a result,
the flames merge at this point and a spontaneous wave
begins to propagate along the unreacted layer away
from the merging point. The temperature gradient in
the layer and the spontaneous wave velocity depend
on the angle between the flame surfaces. The sponta-
neous wave can become a detonation if the gradient
profile is appropriate.

We have observed this DDT process in numeri-
cal simulations for a model system with a very high
thermal conductivity that resulted in very fast, thick
flames [8]. Fig. 26 shows a simulation of a laminar
flame approaching the bottom boundary. There is a
symmetry plane at the bottom, so that there is, in ef-
fect, another flame below the computational domain.
As the flames collide, a spontaneous wave appears at
139 µs near the collision point, propagates through
the reactivity gradient in unreacted material between
flames, and generates a shock. The central part of this
shock propagates with the spontaneous wave along
the unreacted layer. Other parts of this shock interact
with the reacting material in the flame thus acceler-
ating the energy release, and spread into the burned
material behind the flame surface. Because shocks
propagate faster in the hot burned material surround-
ing the unreacted layer, they are able to overcome the
central part of the shock and modify the temperature
gradient in the unreacted layer ahead of the sponta-
neous wave. These multidimensional effects help to
synchronize the shock compression and the energy
release and thus contribute to the development of a
detonation wave that appears at 215 µs. Similar phe-
nomena resulting from Darrieus–Landau instabilities
were observed in simulations [99] that modeled sys-
tems with a very high laminar flame speeds. It is still
unclear if this mechanism can be realized in practical
combustible systems.

9.3. Turbulent flames and unconfined DDT

An induction-time gradient can also be created by
mixing hot burning products and fuel [43]. This de-
scribes one scenario that fits into the last category of
experiments used to study DDT, as mentioned in the
Introduction and described in Section 3. This situation
could occur when high-intensity turbulence locally
extinguishes the flame [61].

In early work, we presented a substantially theo-
retical argument for the possible occurrence of un-
confined DDT based on the effects of background
turbulence on an existing flame [61]. The fundamental
mechanism considered was this: background turbu-
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Fig. 26. Spontaneous wave and detonation emerging in a
model system that contains only a laminar flame [8]. Flame
surface 1 (top frame) separates premixed unreacted mate-
rial 2 (green) from burned products 3. Temperature gradi-
ent forms in the unreacted layer 4 near the bottom bound-
ary (symmetry plane) when the flame surface approaches it.
Spontaneous wave 5 propagates through this gradient and
forms detonation wave 6. Time (µs) is given on the right side
of each frame. The reactive system parameters correspond to
the stoichiometric ethylene–air mixture described in Table 3,
except for the thermal conductivity, which was increased by
a factor of 100. Top, bottom, and right boundaries are sym-
metry planes; left boundary is open.

lence extinguishes the turbulent flame and mixes hot
products with cold reactants. This mixed region forms
an induction time gradient that could undergo a tran-
sition. Then an analysis of the level of turbulence re-
quired to extinguish the flame gives an estimate of the
background turbulence required for unconfined DDT.
There are two key elements to this theory:

1. The size of the hot spot, characterized by a gradi-
ent in a region of length Ld that can trigger DDT
in a mixture of hot burning products and fuel.
A series of one-dimensional simulations of det-
onations developing inside a mixed region [61]

lead to the estimate Ld ∼ 103xd, where xd is the
thickness of the one-dimensional reaction zone
of the CJ detonation, or Ld & 36lc, where lc is
the detonation cell size, or Ld ∼ 104xl, where xl
is the laminar flame thickness. This estimate of
the critical size of the mixed region is roughly in
agreement with the results of hot jet initiation ex-
periments and implies that large-scale mixing is
required to precondition the region.

2. The intensity of turbulent motions required for
the region of size Ld to undergo DDT.
For the turbulence to be able to extinguish the
flame inside the region of size Ld, the Gibson
scale λG [100] inside this region should be com-
parable to or less than the thickness of the lami-
nar flame xl.

For Kolmogorov turbulence, the Gibson scale can
be computed as

(15)λG &
(

Sl
UL

)3
L,

where Sl is the laminar flame speed, L is the driving
scale of the turbulence, and UL is the turbulent veloc-
ity on this scale. If λG = xl, then

(16)UL = KSl

(
L

xl

)1/3
,

where K is a coefficient introduced to describe the
ability of the flame to survive stretching and folding
caused by turbulence on the scales of order xl. Once
the condition of Eq. (16) is reached for a large enough
region (L ! Ld), detonation can develop through
the gradient mechanism. This requires the speed of
the turbulent flame brush to be ∼102 times faster
than the laminar flame speed [61]. The high turbulent
velocity required in the background material means
that unconfined DDT is extremely difficult to achieve
by turbulence generated by the flame itself or by
the Rayleigh–Taylor instability. This helps to explain
why DDT in unconfined flames is so hard to observe.

This theory was also used to explore possibili-
ties for DDT in thermonuclear supernovae [101]. It
can also be extended to confined DDT in the cases
when the explosion leading to detonation takes place
in the middle of a turbulent flame brush. Flame-ex-
tinguishing phenomena considered by this theory are
difficult to reproduce in numerical simulations due to
the wide range of spatial scales involved and the in-
trinsically 3D nature of turbulent flames. Successful
numerical simulations of unconfined DDT are still to
be done.
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10. Open questions and future research

The simulations described here have brought up a
number of issues and questions that need further in-
vestigation. For example, what is the nature of the
turbulence in highly compressible, dynamic reactive
flows? How sensitive are the simulations to small
changes in parameters? How do better chemical mod-
els change the results? How do better or even different
numerical algorithms affect the answers? How does
the size of the system affect the likelihood of DDT?
Can there really be a truly unconfined detonation? Be-
low we summarize what we know about some of these
interesting, open questions.

10.1. Nonequilibrium turbulence

The observed trends in when and where DDT oc-
curs in the simulations agreed reasonably well with
results of shock-tube experiments. For example, as
Ms increased, hot spots appeared more often and
closer to the flame front. When the flame was ignited
and remained far from the wall, so that it could not
interact directly with the bifurcated structure, no su-
personic flame formed. When the flame was closer to
the wall as the shock passed, a strange wave formed
after shock reflection. All of this is understandable
and encouraging. There was, however, an additional
nagging concern because we did not expect the values
of Ms for the occurrence of DDT in two-dimensional
systems to be so close to those in the experiments. We
also did not expect the values of more global prop-
erties, such as the time to formation of the first hot
spot, to be so similar in two- and three-dimensional
calculations. One explanation for this could be the un-
usual type of turbulence generated in this system by
repeated shock–flame interactions. Here we examine
this is slightly more detail.

The origin of the turbulence in the initially lam-
inar flame was not the relatively slow, natural flame
instabilities usually studied for laminar flames, but
Richtmyer–Meshkov instabilities induced by repeated
shock–flame interactions. These start on the largest
scale with the first interaction of the laminar flame
with a shock. The first interaction has a relatively
mild effect on the increase in the burning rate [1],
but it sets the stage for the effects of subsequent in-
teractions. After this, the already convoluted flame
is shocked repeatedly. Because of this frequent, con-
tinual shocking, vorticity is generated on a range of
scales simultaneously, from the scale of the system
to the smallest scale of the flame thickness, in both
the two-dimensional and three-dimensional calcula-
tions. This is independent of and can be much more
effective in populating different scales than the energy
cascade. Another source of turbulence on small scales

is the Kelvin–Helmholtz instability on these scales,
but it also appears to be less important than the RM
instabilities for the flows under consideration.

The behavior of the RM instability in two and
three dimensions has been studied by many authors in
a number of different scientific communities. (There
is a recent review by Brouillette [66].) The results
most relevant to our arguments here are the theoret-
ical analyses and numerical simulations of the RM
instability for the Euler problem by Li and Zhang
[65]. These authors compared the two- and three-
dimensional growth rates as a function of time for re-
flected shocks and rarefactions. The results related to
both the linear and nonlinear phases of the interaction.
First, as long as the initial amplitude and wavelength
of the perturbation are the same, the growth rate of the
instability in two and three dimensions are essentially
the same in the linear regime. Then, in the nonlinear
regime, the three-dimensional growth rates are about
20–25% larger and faster, respectively, than for 2D.
This is consistent with the type of growth in surface
area and energy release computed for the two- and
three-dimensional flames [1].

Thus the fact that computations in two dimensions
show agreement in trends and behavior with those in
three dimensions and with experiments appears to be
consistent with the RM instability being the major
mechanism for generating the turbulent flame. This
is because, as argued above, at least the qualitative
behavior of a system dominated by RM should be
similar in two and three dimensions. Flow dominated
by repeated shock–flame interactions occurring on all
scales cannot be expected to have the isotropic, homo-
geneous, equilibrium spectrum characteristic of the
type of turbulence that has been the topic of intense
study in the past 30 years. In fact, this kind of flow
perhaps cannot even be technically called turbulence.
We refer to it as nonequilibrium turbulence, or non-
Kolmogorov turbulence. The properties of this non-
equilibrium turbulence and how it decays to the more
standard equilibrium state are topics that require con-
siderably more work and are ripe for direct numerical
simulation and theoretical analyses.

10.2. Sensitivity and models for large-eddy
simulations

There are important, unanswered questions about
the sensitivity of the solution to changes in basic
material properties and configurations. For example:
How do the results change if the Lewis number is
changed? If there is a change in the position or shape
of the flame? If there are multiple obstacles or mul-
tiple, separate flames in the domain? If the material
parameters are changed? If the background tempera-
ture and pressure are changed?
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Any of these questions could be a separate re-
search project that would involve many individual
computations to determine and understand trends. As
we have learned, the results are not always intuitive.
As system properties are changed, previously unim-
portant effects or even different physical phenomena
may develop and change the trends. For example, the
development of the strong Mach stem in the bifur-
cated shock system (Figs. 11b and 14) created higher
temperatures and pressures in unreacted gas, and this
meant that hot spots were more likely to develop.
A wider channel might not show the same events or
timings of events. Another example was seen in the
shock-tube autoignition simulations (Figs. 24 and 25).
The way in which hot spots form and DDT occurs
changes as the shock intensity changes. For a strong
shock, a relatively uniform gradient in reaction time
forms as the shock reflects from the wall and heats
and compresses the reactive material. For a weaker
shock, the reaction is slower, the material that was
heated the longest is diluted with material from the
wall jet that is part of the shock bifurcation, and hot
spots may simply occur later and in different turbu-
lent regions of the material. These two mechanisms
of creating reactivity gradients are quite different.

It has been suggested that the information about
how hot spots arise in unreacted material could be the
basis for subgrid models for large-eddy simulation in
which DDT might occur. The idea would be to re-
solve events in the large-scale flow and use them to
indicate when and how to ignite random detonations.
This approach to forming a stochastic subgrid model
to predict DDT might work, but only after we under-
stand the overall sensitivity of hot-spot formation to
system parameters.

10.3. Model and method improvements

Developing the numerical model for the simula-
tions required evaluating trade-offs and making com-
promises between speed (which would allow us to
even contemplate the computations) and accuracy
(which would allow them to show anything of in-
terest on DDT). The bottom line was always to use
the most efficient numerical methods and the least
complicated physical submodels possible to describe
the fluid dynamics and combustion processes. There
are, then, a number of questions we should address
now: Do we need high-order algorithms? What addi-
tional or more complex representations of the phys-
ical processes must be incorporated? When is there
enough resolution, and where do we need it? What
are useful tests?

Consider first the issue of the simplicity of the
physical submodels. The chemical model in equations
solved (Eqs. (1)–(9)) is extremely simple compared to

what we are capable of solving for a smaller compu-
tational domain. The results produced seemed reason-
able for the ethylene and acetylene experiments, but
a more complex chemistry may be needed for other
reactive systems. We do not know the effects on the
solution of using more detailed chemical models or
including other processes, such as radiative losses.

There are also issues with the current AMR and its
implementation. Using a low-order fluid-dynamics al-
gorithm means living with more global diffusion and
a less resolved fluctuation spectrum. But this allowed
an efficient parallelization of the algorithm, and there-
fore we could attempt to compensate with resolution.
The problem of accuracy in the fluid algorithm is cur-
rently being addressed through the development of a
higher-order method, flux-corrected transport, on the
FTT [83]. This work has answered some of the fun-
damental questions of accuracy and monotonicity in
terms of wave transmission when neighboring com-
putational cell interfaces vary in size by a factor of 2.
There are now efforts to parallelize this so it will be
available for large-scale DDT simulations.

10.4. A continuing quandary: unconfined DDT in
Type Ia supernovae?

The laboratory DDT scenarios described in this
paper relied heavily on shocks, shock reflections, and
the presence of walls or obstacles, all of which de-
crease the critical length scale required for DDT to
form in a specified material. Actual hazardous situa-
tions in chemical plants and storage facilities always
involve some confinement. It is harder to see how
DDT could occur when there is minimal or no con-
finement. One example of a situation in which DDT
could occur with minimal confinement is in a large
vapor-cloud explosion in open space. Even in this
case, however, shocks could reflect from airborne par-
ticles or debris, large obstacles, or eventually from the
ground.

The most extreme case where DDT may occur is
in a Type Ia supernova (SNIa), which is completely
unconfined (see [20] for a review). White dwarf (WD)
stars, which are believed to be the progenitors of
SNIa, are composed of a mixture of fully stripped 12C
and 16O ions, in about equal proportions, immersed in
a degenerate electron gas. Although this material has
properties that are far from the normal gases of lab-
oratory experiments or terrestrial explosions, it has
many characteristics that make its behavior similar
to gas-phase combustion in terrestrial systems. These
similarities allow us to define thermonuclear flames
and detonations and to treat the supernova explosion
as a combustion process. Currently, one of the major
unanswered questions about the physics of thermonu-
clear supernova explosions is related to the topic of
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this paper: Does DDT occur in SNIa, and if so, how
does it happen?

The mass of a stable WD is always less than
the Chandrasekhar limit, &1.4M), where M) is the
mass of the Sun. Above this limit, there cannot be hy-
drostatic equilibrium of degenerate matter with equal
numbers of protons and neutrons [102,103]. Though
an isolated WD is stable and almost inert, more than
50% of all stars are part of multiple star systems. The
dynamics of multiple-star interactions could involve
additional mass transfer from one star to another,
and thus increase the WD mass until it approached
1.4M). This would make the WD unstable, so that
it would ignite and explode. The explosion destroys
the star in about 2 s, releasing about 1.5 × 1051 ergs.2

The energy is produced by the network of thermonu-
clear reactions that begins with 12C and 16O nu-
clei and ends in 56Ni and other iron-group elements.
Intermediate-mass elements, such as Ne, Mg, Si, S,
and Ca, are also created.

The input physics for the model for the SNIa
explosion is an equation of state of a compressible
degenerate gas, a nuclear reaction network, electron
thermal conduction, essentially no molecular diffu-
sion (infinite Lewis number), and strong, spatially
varying gravitational forces. The explosion could start
at the center of the star as a weak ignition process, in
which natural fluctuations in the compressible reac-
tive mixture create a small region of high temperature
and accelerated reaction. A priori, the results could
be a flame or a detonation: the material, in principle,
supports both.

Studies of thermonuclear explosions in WDs have
followed a route similar to those in combustion sci-
ence: As computational resources have increased,
problems solved have progressed from one-, to two-,
and now to three-dimensional solutions, with increas-
ing complexity in representing contributing physi-
cal processes. One-dimensional detonation models
of SNIa [104,105] do not reproduce the observed
spectra. Both one-dimensional deflagration models
[106–108] and delayed-detonation models [109–111]
claimed the best fit to observational data. Both types
of models, however, contain a number of uncertain
parameters, such as the turbulent flame speed and
the time for detonation initiation. Two-dimensional
SNIa flame simulations show the importance of the
gravity-induced Rayleigh–Taylor instability in mak-
ing the flame turbulent and give some indication of
how the large structures formed early in the evolu-
tion of the flame can mix core and outlying material
in the star. Two-dimensional detonation simulations

2 In astrophysics, the units used are cgs and energy is ex-
pressed in ergs.

[112,113] show the importance of multidimensional
detonation cell structures and large unburned pock-
ets that may change the distribution of species in the
ejecta.

Three-dimensional models for WD explosions
must deal with a series of severe computational prob-
lems related to the range of physical scales of the
flow and the complexity of the reaction mechanism.
As discussed in [20], the range of space scales spans
12 orders of magnitude, from the size of the star to
the thickness of a thermonuclear laminar flame. This
is a case where adaptive mesh refinement helps, but
does not completely solve the problem. A full nuclear
reaction mechanism (e.g., [114–117]) that extends
from carbon and oxygen through to nickel is both
extremely large and very stiff to integrate.

Three-dimensional simulations of WD explosions
have become possible only recently [17–19,118–120]
with advances in computational technology. For ex-
ample, Fig. 27 shows a sequence of frames from a
three-dimensional computation of a deflagration in
a WD [17]. Here the flame was propagated using a
flame-tracking model that moved the flame front lo-
cally according to background conditions and a sub-
grid model for the turbulent flame speed. The subgrid
model was based on the assumption that the turbulent
flame development was dominated by the Rayleigh–
Taylor instability [17,101,121]. The initial condition
is a spherical flame ignited in the center of the WD.
This flame initially propagates outward with laminar
flame speed Sl ∼ 107 cm/s. As it moves away from
the center, the effects of gravity increase and so does
the rate of development of the RT instability. Due
to this instability, small perturbations on the flame
surface grow and form plumes that have characteris-
tic mushroom shapes. The turbulent flame speed St
increases with gravity and eventually dominates Sl.
The flame plumes continue to grow, due partially to
the flame propagation and partially to gravitational
forces that cause the hot, burned, low-density mate-
rial inside the plumes to rise toward the WD surface.
Gravity also pulls the cold, high-density, unburned
material down between the plumes toward the cen-
ter. Shear flows along the flame surface are Kelvin–
Helmholtz (KH) unstable and quickly develop vor-
tices, which continue to distort the flame surface
and create smaller-scale turbulent motions. The turbu-
lence in SNIa is driven by RT instabilities, in the same
way that the turbulence in the laboratory experiments
was driven by the RM instabilities. The nature and
nonequilibrium properties of this turbulence is also a
topic of future research.

When the original flame plumes grow large
enough, secondary RT instabilities eventually develop
on the surface of the first mushrooms, and these, in
turn, can develop instabilities on their surfaces. This
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Fig. 27. Development of thermonuclear deflagration in a carbon–oxygen white dwarf star [17]. The gray surface shows the
turbulent thermonuclear flame. The color scale shows the radial velocity of unburned material. Distances are scaled by the
computational domain size xmax = 5.35×108 cm. The last frame shows the star surface shortly after it reached the computational
domain boundary.

process continues to smaller and smaller scales, re-
sulting in the extremely complicated turbulent flame
surface shown in Fig. 27. As the turbulent flame de-
velops, the energy released drives pressure waves
outward, causing the WD to expand. The calcula-
tion shows that the final value of the energy released,
&0.6 × 1051 ergs, is too low compared to observa-
tions, and the resulting composition and distribution
of elements do not agree with spectral data. A key
feature of the simulations is the highly convoluted
turbulent flame surface, which allows extensive in-
terpenetration of burned and unburned materials and
leaves unburned carbon and oxygen and intermediate-
mass elements in central parts of the WD.

The presence of unburned carbon and oxygen and
intermediate-mass elements in central parts of the ex-
ploded WD is not consistent with observations, which
indicates that deflagrations alone do not explain the
SNIa explosion. This inconsistency can be resolved
if we assume that, at some point, the system un-
dergoes a transition to a detonation. DDT, however,
involves hot spots arising at relatively small scales
that are not resolved in this simulation. We can study
the effects that DDT would produce on the large, re-

solved scales by assuming a time and a location for
the detonation initiation. Fig. 28 shows results from
two calculations in which we artificially inserted a
hot spot to start a detonation. The deflagration was
ignited at the center of the WD, and then a detonation
was initiated at either 1.51 or 1.62 s after the begin-
ning of the deflagration. The detonation transforms all
carbon and oxygen in central parts of the WD into
iron-group elements and produces intermediate-mass
elements (rather than unburned carbon and oxygen)
in outer layers. This drastically changes the distribu-
tion of nuclei compared to that produced by the pure
deflagration. The total energy released by this explo-
sion is (1.3–1.6) × 1051 ergs, which is in agreement
with the typical range (1–1.5) × 1051 ergs obtained
from SNIa observations. Of these two calculations,
the earlier detonation ignition produces the more ho-
mogeneous results at the end of the calculation, and
this is thought to be in better agreement with the sym-
metry of the observations.

Thus we now have a possible scenario for SNIa,
involving DDT, that has at least passed the first tests.
We have not yet shown it is correct, which could only
be done if we could prove that the conditions leading
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Fig. 28. Development of a turbulent thermonuclear flame (colored surface) and a detonation (gray surface) in a carbon–oxygen
white dwarf star [18,19]. Numbers show time in seconds after ignition. Central column shows the deflagration stage. Left and
right columns correspond to two delayed detonation cases with the detonation starting at 1.62 and 1.51 s, respectively. Flames at
0.30, 0.61, 0.90, and 1.20 s are plotted at the same scale. Further flame growth is shown by the color scale, which changes with
distance from the flame surface to the WD center, xmax = 5.35 × 108 cm.

to DDT do occur in the RT funnels. That is the subject
of future work.

11. Observations and conclusions

Interactions of shocks and flames are important
in creating the conditions under which DDT can oc-
cur. Flames generate shocks, especially in confined
spaces and in the presence of obstacles, and enhance
the strength of shocks passing through a turbulent

flame brush. In turn, shock interactions with flames
create and drive the turbulence in flames far more dy-
namically than standard combustion instabilities. En-
hanced turbulence means a higher energy-release rate
and more fluctuations in background material, which
promote hot-spot formation.

Detonations appear when local conditions in unre-
acted material allow a spontaneous wave to form, and
this wave evolves into a shock that is strong enough
to become a detonation that can propagate outside the
gradient. In a static situation, that is, for isolated hot-
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spot ignition, these conditions are determined by the
gradient in reactivity inside the hot spot. If the hot
spot is too small, or the gradient is too gentle or too
steep, a spontaneous wave may still form, but it will
not lead to a detonation.

In complex, dynamic flows, hot spots could form
with almost any geometrical shape. For example,
imagine a long thin irregularly shaped hot spot. In
this case, the detonation emerges first in the direction
where the gradient is most favorable, and later in other
directions. Hot spots can, however, arise in very dy-
namic situations where the temperature gradients in-
side hot spots are disturbed by shocks or rarefactions
passing through them during the ignition process. In
that case, the static model still gives some indication
of the conditions required for a detonation to develop.
There has been significant prior work on the gradient
mechanism for creating spontaneous waves leading to
detonations, and all of that is directly relevant to the
small hot spots we observe undergoing transition to
a detonation. For some of these hot spots, the tem-
perature distribution does not allow a detonation to
develop, and the spontaneous wave produces a decou-
pled shock and a flame. This decoupled shock can fur-
ther affect nearby developing hot spots and eventually
help to create a reactivity gradient that will produce a
detonation.

In confined DDT problems, the Richtmyer–Mesh-
kov instability resulting from repeated shock–flame
interactions is a primary mechanism for generating
turbulence in the flame brush that eventually leads
to DDT. This mechanism populates all scales, from
the flame thickness to the system size, and produces
nonequilibrium turbulent spectra. In the early stages,
spectra generated by RM instabilities are very simi-
lar in two and three dimensions, a similarity we do
not see in equilibrium turbulence described by a Kol-
mogorov model. In the later stages, as shocks die out,
this nonequilibrium turbulence should decay to stan-
dard Kolmogorov cascade. This is an important topic
for further investigation.

The simulations of laboratory experiments de-
scribed in this paper focused on the first two steps of
DDT: (1) how hot spots are formed in an environment
affected by a turbulent flame and (2) how a hot spot
can support a spontaneous reaction wave, and if such
a wave can undergo a successful transition to detona-
tion. But from a practical point of view, there is a third
stage (3): Even if a detonation wave forms from a hot
spot, larger-scale conditions may not allow it to sur-
vive. On the largest scale, there could be geometrical
features of the enclosure that suppress the detona-
tion. In our current simulations of DDT in obstructed
channels filled with a hydrogen–air mixture [16], we
observe detonations that emerge from hot spots, but
are unable to spread past obstacles. There has also

been extensive work that has given estimates of and
provided criteria for determining if a detonation will
survive as it passes to larger and smaller channels and
diffracts around corners and obstacles. These criteria
assume that there is a self-sustained detonation with
a developed cell structure and use the detonation cell
size as a natural scale.

As discussed in Sections 3 and 9, shock–flame in-
teractions are only one way to create the gradients
of reactivity from which spontaneous waves develop.
They can also be created by a variety of physical
processes involving compression or different forms
of transport of mass, momentum, or energy. Several
have been described, including weak and strong igni-
tion induced by shock reflection, flame–flame inter-
actions, and turbulent mixing of reactants and prod-
ucts. Weak and strong ignition and turbulent mixing
have been the subject of extensive experimental work
and some theoretical analysis and simulation. It is not
yet clear whether flame–flame interactions can lead to
DDT in any realistic situations.

An important issue for DDT simulations is de-
termining how to deal with large disparities in spa-
tial and temporal scales. As described above, spatial
scales vary by from 6 to 12 orders of magnitude, and
chemical reaction mechanisms should be much more
detailed than the single-step mechanism we used. We
expect computers to catch up with this problem even-
tually, but how do we solve practical safety prob-
lems for which we need the answers now? How do
we continue to make progress in the Type Ia super-
nova problem? One way is to approach the problem
from both ends. In the case of the SNIa, we can sim-
ulate the largest scales and attempt to describe the
unresolved small scales with subgrid models. We can
also study small-scale events separately using high-
resolution simulations of a small fragment of the star
and use these results to explore the types of condi-
tions that can arise. The same approach extends to
DDT problems in practical scenarios, such as hydro-
gen fuel stations, where there is a danger of ignition
and DDT.

Adaptive mesh refinement based on the fully
threaded tree that was used in all simulations de-
scribed here accelerated calculations significantly and
so was of major importance in defeating the 1000-
year prediction discussed in the Introduction. One
problem that arises when using AMR is related to
the selection of criteria for increasing or decreasing
resolution and the possibility of not resolving or even
filtering or diffusing important information. In early
two- and three-dimensional simulations of shock–
flame interactions in channels with no-slip walls,
shock bifurcations at the walls were not particularly
evident because boundary layers were inadequately
resolved. When tangential-velocity gradients were
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used as criteria for increasing resolution, boundary
layers were resolved and we were able to see shock bi-
furcation phenomena. An interesting and potentially
important question concerns using coarse gridding in
flow regions where there is not much activity (such
as cold, unreacting flow, which provides little infor-
mation about the solution), but through which infor-
mation must be transmitted. Coarse grids could result
in filtering important information. A systematic study
should be done to determine whether this issue is im-
portant for turbulent reactive flows.

The study of DDT described in this paper is an
example of cross-disciplinary research. What was
learned from studying laboratory DDT experiments
has had direct impact on interpreting astrophysical
phenomena [122], and what was learned from at-
tempting to model Type Ia supernovae [20] has had
direct impact on our understanding and now predic-
tion of practical DDT scenarios. The numerical meth-
ods developed during this study have had, and will
continue to have, direct impact on terrestrial and as-
trophysical combustion modeling and other areas of
research and engineering applications.

Finally, this work resulted from a serendipitously
fruitful collaboration between traditional combustion
sciences, astrophysics, and computer science. It was
aided by an explosion in readily available compu-
tational resources. Fewer, but still significant results
could have been obtained with a stagnant computing
power, but nothing of what was done would have been
possible without the collaborations and the infrastruc-
ture that allowed the collaboration. From a scientific
sociological point of view, it is probably important to
understand how this happened, but that topic is far be-
yond the scope of this paper.
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