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Introduction

* We implemented a demonstration of a simple IoI' network

e Using open-source software (GNU Radio) and USRP boards from
Ettus Research / National Instrument

® In a wireless ALOHA-based protocol, IoI devices are able to improve
their network access efficiency by using embedded decentralized low-
cost machine learning algorithms

(so simple implementation that it can be run on IoI device side)
® The Multi-Armed Bandit model fits well for this problem

® Our demonstration shows that using the simple UCB algorithm can
lead to great empirical improvement in terms of successful

transmission rate for the IoI devices

Joint work by R. Bonnefoi, L. Besson and C. Moy.
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1. Motivations

e A IoT (the Internet of Things) is the most promizing new paradigm

and business opportunity of modern wireless telecommunications,
e ~ More and more IoT devices are using unlicensed bands

¢ —> networks will be more and more occupied 3¢

But...
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1. Motivations

¢ —> networks will be more and more occupied 3¢

But...

® Heterogeneous spectrum occupancy in most IoI' networks standards

e Simple but efficient learning algorithm can give great improvements

in terms of successful communication rates

® Jol can improve their battery lifetime and mitigate spectrum

overload thanks to learning!

e ——> more devices can cohabit in IoI networks in unlicensed bands !
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2. System Model

Wireless network

® In unlicensed bands (e.g. ISM bands: 433 or 868 MHz, 2.4 or 5 GHz)

e K = 4 (or more) orthogonal channels

One gateway, many IoI devices

® One gateway, handling different devices
e Using a ALOHA protocol (without retransmission)

e Devices send data for 1s in one channel, wait for an acknowledgement

for 1s in same channel, use Ack as feedback: success / failure
e Each device: communicate from time to time (e.g., every 10 s)

o (Goal: max successful communications < max nb of received Ack
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2. System Model
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Hypotheses

1. We focus on one gateway, K > 2 channels

2. Different IoT devices using the same standard are able to run a low-
cost learning algorithm on their embedded CPU

3. The spectrum occupancy generated by the rest of
the environment is assumed to be stationary

4. And non uniform traffic:
some channels are more occupied than others.
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3. Multi-Armed Bandits (M AB)

3.1. Model

3.2. Algorithms
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3.1. Multi-Armed Bandits Model

e K > 2resources (e.g., channels), called arms

e Eachtimeslott =1,...,T, you must choose one arm, denoted
At) e{l,...,K}

* You receive some reward 7(t) ~ vk when playing k = A(t)

T T

* Goal: maximize your sum reward » _ 7(t), or expected ) | E|r(t)]
t=1 t=1

® Hypothesis: rewards are stochastic, of mean ft.

Example: Bernoulli distributions.

Why is it famous?

Simple but good model for exploration/exploitation dilemma.
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3.2. Multi-Armed Bandits Algorithms

Often "index based"

o Keep index I},(t) € R foreacharmk =1,..., K

e Always play A(t) = arg max I (t)

o [;(t) should represent our belief of the quality of arm k at time ¢
(3¥ unefficient) Example: "Follow the Leader"

e Xi(t) := ) 7(s)1(A(s) = k) sum reward from arm k

s<t

e Ni(t) := > 1(A(s) = k) number of samples of arm k
s<t

e Anduse I;,(t) = fu;,(t) := ﬁ:gg
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Upper Confidence Bounds algorithm (UCB)

e Instead of I1(t) = fix(t) = ﬁ: Eg , - add an exploration term

o 00w, - K0, [olot

Parameter & = trade-off exploration vs exploitation

® Small & < focus more on exploitation,
® Large & <= focus more on exploration,

e Typically &« = 1 works fine empirically and theoretically.
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4. GNU Radio Implementation

4.1. Physical layer and protocol
4.2. Equipment
4.3. Implementation

4.4. User interface
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4.1. Physical layer and protocol

Very simple ALOHA-based protocol, K = 4 channels

An uplink message ' is made of...

® a preamble (for phase synchronization)

e an ID of the IoT device, made of QPSK symbols 1 15 € C
e then arbitrary data, made of QPSK symbols 1 15 € C

A downlink (Ack) message ~ is then...

® same preamble

® the same ID

(so a device knows if the Ack was sent for itself or not)
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4.2. Equipment

> 3 USRP
boards

Interfering traffic generator

Generates the interfering traffic
created by neighboring networks
that share the same unlicensed
band.

Receives and decodes the
packets sent by the dynamic
device.

If the packet is successfully
decoded, it transmits an ACK in
the channel used for the uplink
communication.

1: gateway

Octoclock
Octoclock that eases the
synchronization between USRPs

2: traffic =

generator

3: IoI' dynamic

by ==
“0 o Wg

devices

Sends uplink packets to the
gateway.

Can choose a channel for each
transmission.

(as much as we want)
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4.3. %X Implementation

¢ Using GNU Radio and GNU Radio Companion
® Each USRP board is controlled by one flowchart
® Blocks are implemented in C++

* MAB algorithms are simple to code

(examples...)
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Flowchart of the random traffic generator

UHD: USRP Sink

Generator_V5 FFT Device Address: add....10.105

Number of channels: 10 FFT Size: 10 Sync: unknown PPS

Active channels: 2, 4, 6, & Forward/Reverse: Reverse Vector to Stream Multiply Const MbO0: Clock Source: External

Occupancy rate {%): 5.1 5 H ) MbO: Time Source: External
Window: window.rectangular... Num ltems: 10 Constant: 100m

Preambule length: 0 Shift: Yes Samp Rate (Sps): 32k

Data length: 32k ’ ChO: Center Freq (Hz): 433.5M
Num. Threads: 1

Digital Gain: 1 Ch: Gain Value: 13

TSB tag name:
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Flowchart of the IoI gateway

UHD: USRP Source

Device Address: add....10.104 FFT

MbO: Clock Source: External FFT Size: 10 N“m:::'::fh:'::;‘;:

MbO: Time Source: External Multiply Const Stream to Vector Forward/Reverse: Forward H Window Length: 3 2k.

Samp Rate (Sps): 32k Constant: 5 Num Items: 10 Window: window.rectangular... Threshalds: [De.mnl:.u:l thresho Null Sink
Cho: Center Freq (Hz): 433.5M Shift: Yes Moving ?: T.rue - Vec Length: 10
ChO: Gain Value: 0 Num. Threads: 1

ChO: Antenna: RX2

UHD: USRP Sink

Device Address: add....10.104 FFT

Mb0: Clock Source: External FFT Size: 10 send_ack V1 ic Check _ack V2

Mb0: Time Source: External ; Number of channels: 10 Number of channels: 10
Multiply Const Vector to S5t .

Samp Rate (5ps): 32k cﬁ":m:n‘t’_ . ns N::_. It'em_ 15“"" _4—. :;m:’_‘r:f"f“f&:‘:"eﬁr ] Active channeis: 2.4.6.5 ] Packet lengtn: 32« .

ChO: Center Freq (Hz): 433.5M ) ) Shift: ‘re.s ' nguiar... Delay before ack: 32k Accepted error: 100m

Cho: Gain Value: 13 Hum.Threads- 1 Acknowledgement length: 32k Block error: 10m

ChO: Antenna: TX/RX
TSB tag name:
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Flowchart of the IoT dynamic device

UHD: USRP Sink

FFT Device Address: add....10.103

Check_ack V2 generator SU_V2 FET Size: 10 Mb0: Clock Source: External

Mumber of channels: 10 Number of channels: 10 p Mb0: Time Source: External
B Vector to 5t Multiply Const
ol it ngtn e [l Ackve chann 1.5 0 [ areerd e o e Yot S ] Bt S0 [ samo e
Accepted error: 100m Preamble length: 0 Shift: ‘re-:s ’ nguiar... ) ) ChO: Center Freq (Hz): 433.5M
Block error: 10m Data length: 32k Hum-Thr\ealls- 1 Ch: Gain Value: 12
) ) ChO: Antenna: TX/RX

TSB tag name:

Null Sink
Vec Length: 10

UHD: USRP Source

Renormalize ack v1_cc FFT Device Address: add... 10,103
Demodulator V3 — — =
Numberr::ch:nnelz_- 10 Number of channels: 10 FFT Size: 10 Mb0: Clock Source: External
Window Length: 3 2k. H Active channels: 2, 4, 6, 8 H Forward/Reverse: Forward Stream to Vector Multiply Const Mb0: Time Source: External
Thresholds: [De.l'nﬁd thresho Preambule length: 100 Window: window.rectangular.. Num Items: 10 Constant: 100m Samp Rate (Sps): 32k
Moving 2: T;ue - Data length: 32k Shift: Yes Cho: Center Freqg (Hz): 433.5M
ng = Threshold on norm: 4m Num. Threads: 1 Cho: Gain Value: 0
Ch: Antenna: RX2

Null Sink
Vec Length: 10
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4.4. User interface of our demonstration

— See video of the demo: YouTu.be/HospLNQhcMk

IoT Traffic Generator
Random occupation in active channels
Demo for ICT 2018
By Lilian Besson and Remi Bonnefoi

CentraleSupélec
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IoT Gateway

listen to our objects and reply with Acks
Demo for ICT 2018

By Lilian Besson and Remi Bonnefoi:
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5. Example of simulation and results

On an example of a small IoT network:

e with K = 4 channels,

® and non uniform "background" traffic (other networks),

with a repartition of 15%, 10%, 2%, 1%

1. == the uniform access strategy obtains
a successful communication rate of about 40%.

2. About 400 communication slots are enough for the learning IoT
devices to reach a successful communication rate close to 80%,
with UCB algorithm or another one (Thompson Sampling).

Note: similar gains of performance were obtained in other scenarios.
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Illustration

Comparison of mean successful communication rate
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Time steps t=1... 2000. 10 repetitions. Objects use 4 channels.
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6. Conclusion

Take home message

Dynamically reconfigurable IoT devices can learn on
their own to favor certain channels, if the environment

traffic is not uniform between the /X channels, and
greatly improve their succesful communication rates!

« 2 Please ask questions !
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6. Conclusion

“—> See our paper: HAL.Inria.fr/hal-02006825
—> See video of the demo: YouTu.be/HospLNQhcMk

> See the code of our demo:

Under GPL open-source license, for GNU Radio:
bitbucket.org/scee_ietr/malin-multi-arm-bandit-learning-for-iot-

networks-with-grc

TRankns Leor Linteming ¢
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