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Abstract

This report presents the research I did between April and August 2016, in theoretical function analysis and operator theory, at the BIG team at EPFL.

We focus mainly on two aspects: convolution operators in any dimension; and steerable homogeneous convolutions in two dimensions (for images), and their possible applications. A lot of our results are valid regardless of the dimensions, so we stay in a general setting as long as we can, and then we restrict to operators on 2D images for the study of steerable operators.

We start by recalling the common notations used in signal processing and functional analysis, and then by recalling the main properties of a fundamental tool for this domain, the Fourier transform $\mathcal{F}$. We expose the main goals of our research, in order to motivate this theoretical study of convolution operators also from a practical point of view.

We chose to follow a very didactic approach, and so we almost redefine “from scratch” the theory of functional operators, along with proofs of its most important results. Our operators can have structural and geometric properties, namely linearity or continuity, and translation-, scaling-, rotation-invariance, unity – all these properties being already well-known – or steerability. We study extensively the links between all these properties, and we present many characterizations. To the best of our knowledge, this document is the first attempt to summarize all these results, and some of our latest characterizations seemed to be new results.

After a very broad section on operators, we focus on steerable convolutions $G$, mainly in 2D, as they appear to be the natural framework for image analysis tasks. Our main results consist in characterizations of steerable convolutions, first written as a sum of modulated and iterated real Riesz transforms. Then adding the $\gamma$-scale-invariance gives a nicer form, as a composition of a fractional Laplacian $(-\Delta)^{\gamma/2}$, some directional derivatives $D_{\alpha_i}$ and a “nice” part $G_{\text{nice}}$; and another form as a composition of elementary blocks that all have the same form $G_{\lambda,\alpha}$. This last form is very appealing for implementation, as it is enough to program the elementary block, and to compose it to obtain every 2D steerable $\gamma$-SI convolution, and it has a strong theoretical interpretation: a $G$ N-SI and steerable of order $n_G$ gets decomposed as a product of $N$ elementary blocks, all 1-SI steerable of order 1 or 2. And a simple universality theorem on $G_{\lambda,\alpha}$ reinforces this result: the elementary blocks are exactly the 1-SI steerable convolutions of order 1 or 2.

We conclude by explaining how to implement our operators and their inverse, and by presenting the results of some experiments on 2D stochastic processes, in order to illustrate the effects of our elementary blocks as well as more complicated operators. We highlight some properties on the examples, like the trade-off between the directionality of $D_{\alpha_i}$ and the isotropy of $(-\Delta)^{\gamma/2}$. Our operators could also be used to develop new splines (for new sampling schemes), and new Green’s functions (for new denoising and data recovery algorithms), but we did not have the time to fully study these aspects.

We also study unitary operators extensively, but it is only included in an appendix.
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