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#### Abstract

Let $\mathscr{\mathscr { V }}$ be the Jacobi matrix associated with polynomial $T(z)$ of degree $N \geqq 2$. The spectrum of $\mathscr{J}$ is the Julia set associated with $T(z)$ which in many cases is a Cantor set. Let $\mathscr{J}^{(1)}$ denote the result of omitting the first row and column of $J$. Then it is shown that the spectrum of $\mathscr{f}^{(1)}$ may be purely discrete.

It is also shown that for $T(z)=\alpha^{N} C_{N}(z / \alpha)$ for $\alpha>\sqrt{3 / 2}$, where $C_{N}$ is a Chebychev polynomial the coefficients of $\mathscr{F}$ and $\mathscr{f}^{(1)}$ are limit periodic extending the work of Bellissard, Bessis, and Moussa (Phys. Rev. Lett. 49, 701-704 (1982)).


## I. Introduction

Let $\mathbb{C}$ be the complex plane and let $T: \mathbb{C} \rightarrow \mathbb{C}$ be a polynomial; $T(z)=z^{N}+$ $k_{1} z^{N-1}+\cdots+k_{N}$, where $N \geqq 2$ and $k_{1} \in \mathbb{C}$. Define the iterates of $T$ by $T^{0}(z)=z$ and $T^{n}(z)=T^{\circ} T^{n-1}(z)$ for $n \in \mathbb{N}=\{1,2,3, \ldots\}$. Let $J$ be the Julia set for $T$, $[1,2,3]: J$ can be defined as the closure of the set of repulsive cycles of $T$. When $J$ is a subset of the real line $\mathbb{R}$, which is the case in this paper, then $J$ is either a generalized Cantor set with Lebesgue measure zero or it is an interval. Let $\mu$ be the balanced $T$-invariant probability measure [4] on $J$. (If $\left\{T_{i}^{-1}(z)\right\}_{i=1}^{N}$ is a complete assignment of branches of the inverse of $T$, then $\mu\left(T_{i}^{-1}(E)\right)=\mu(E) / N$ whenever $E$ is a Borel subset of $\mathbb{C}$. Equivalently, for all $f \in L_{1}(\mu, \mathbb{C})$, we have

$$
\begin{equation*}
\left.\int f(z) d \mu(z)=\frac{1}{N} \int \sum_{i=1}^{N} f\left(T_{i}^{-1}(z)\right) d \mu(z) .\right) \tag{I.1}
\end{equation*}
$$

Let $\left\{P_{n}(z)\right\}_{n=0}^{\infty}$ be the monic polynomials orthogonal with respect to $\mu$; that is $P_{n}(z)$ is of degree $n$, with unit leading coefficient, and

$$
\begin{equation*}
\int_{J} P_{l}(z) \overline{P_{m}(z)} d \mu(z)=0 \tag{I.2}
\end{equation*}
$$

when $l \neq m$. The bar means the complex conjugate. The relationship between the

[^0]orthogonal polynomials and the iterates of $T$ is now well-understood $[4,5,6]$ and can be summarized as follows:
\[

$$
\begin{gather*}
P_{1}(z)=z+k_{1} / N  \tag{I.3}\\
P_{I N}(z)=P_{l}(T(z)), \quad l \in \mathbb{N}_{0}=\{0,1,2, \ldots,\} \tag{I.4}
\end{gather*}
$$
\]

Formally one can associate with $\mu$ a semi-infinite tridiagonal matrix operator $\mathscr{J}$

$$
\mathscr{J}=\left[\begin{array}{ccc}
b(0) & c(1) & 0  \tag{I.5}\\
c(1) & b(1) & c(2) \\
0 & c(2) & b(2) \\
.
\end{array}\right]
$$

where we define, when $J \subset \mathbb{R}$,

$$
\begin{equation*}
b(l)=\frac{\left\langle x P_{l}^{2}\right\rangle}{\left\langle P_{l}^{2}\right\rangle}, \quad\left(l \in \mathbb{N}_{0}\right) ; \quad a(m)=c(m)^{2}=\frac{\left\langle P_{m}^{2}\right\rangle}{\left\langle P_{m-1}^{2}\right\rangle}, \quad(m \in \mathbb{N}) ; \tag{I.6}
\end{equation*}
$$

with

$$
\langle f\rangle=\int_{J} f(x) d \mu(x)
$$

We define $a(n)=0$ and $b(n-1)=0$ whenever $n \leqq 0$. When $J \notin \mathbb{R}$, the coefficients of $\mathscr{I}$ are defined by analytic continuation in parameter space, starting from a polynomial transformation $T$ whose Julia set is real.

When $J \subset \mathbb{R}$ it is known from general principles that $\mathscr{J} \in \mathscr{B}\left(l_{2}^{+}\right)$(bounded linear operators on $l_{2}^{+}$, where

$$
\psi \in l_{2}^{+} \Leftrightarrow \sum_{n=0}^{\infty}|\psi(n)|^{2}<(\infty),
$$

and that $\mathscr{J}$ is self-adjoint with spectrum $J$ and spectral density $\mu$ [7].
One would like to know how the spectrum changes if $\mathscr{J}$ changes. To this end we consider $\mathscr{J}^{(1)}$ which is derived from $\mathscr{J}$ by omitting the first row and column. We find that the spectrum changes dramatically from a singular continuous spectrum to a spectrum which may be purely discrete.

Another thing one would like to answer is how the properties of $J$ are reflected in the properties of $\mathscr{J}$. It is known $[5,8]$ that there are special recurrence relations among the coefficients in $\mathscr{F}$; in an interesting recent paper, Bellissard et al. [9] have demonstrated that when $T$ is a quadratic polynomial these relations imply that the coefficients in $\mathscr{F}$ form a limit periodic sequence, under appropriate conditions. We believe that this almost periodic behavior is generic, and in support of this we report almost periodicity results in connection with the family $T(z)=\alpha^{N} C_{N}(z / \alpha)$, where $\alpha \geqq 1$ and $C_{N}$ is the monic Chebychev polynomial of degree $N \geqq 2$, orthogonal on $[-2,2]$. We comment briefly on the families $T(z)=$ $\alpha^{4} C_{4}(z / \alpha)+\beta$ and $T(z)=\alpha^{3} C_{3}(z / \alpha)+\beta, \alpha, \beta \in \mathbb{R}$.

Recently, the general problem of determining the spectrum of doubly-infinite Jacobi matrices has received a great deal of attention [10-16] because of its connection with certain quantum mechanical problems. In these problems one begins with the coefficients in the matrix and tries to deduce the nature of the spectrum. Here we are in fact considering the inverse problem: given the spectrum
(the Julia set) deduce the properties of the coefficients. The examples considered in this paper are of special interest because much is known about the spectral measure $\mu$ and the asymptotics of the wave function [17-19].

We proceed as follows: in Sect. II we demonstrate the fact that under certain conditions the spectrum of $\mathscr{J}^{(1)}$ is purely discrete. Then in Sect. III we derive results concerning the almost periodic nature of the coefficients in the Jacobi matrix associated with the polynomial transformations discussed above. Finally (Sect. IV) we discuss some physical consequences of these results.

## II. The Spectrum of $\mathscr{J}^{(1)}$

Let $\mathbb{C}$ be the complex plane and $\hat{C}=\mathbb{C} \cup\{\infty\}$. Let $T(z)=z^{N}+k_{1} z^{N-1}+\cdots$, $N \geqq 2$, and $\mu$ be the balanced measure associated with $T$, then the Stieltjes transform, $G(z)$, of $\mu$,

$$
\begin{equation*}
G(z)=\int \frac{d u}{z-x} \tag{II.1}
\end{equation*}
$$

is an analytic function of $z$ for $z \notin J$. Furthermore from (I.1) it follows that $G(z)$ obeys the following functional relation,

$$
\begin{equation*}
G(z)=\frac{T^{\prime}(z)}{N} G(T z) . \tag{II.2}
\end{equation*}
$$

We now assume that $J \subset I=[b, a]$, where $I$ is the smallest real interval containing $J$. Then $\mathscr{F}$ as given in (I.5) is self-adjoint with $\mu$ as its spectral measure. Let $\mathscr{J}^{(1)}$ be derived from $J$ by omitting the first row and column and let $\mu^{(1)}$ be the spectral measure associated with $\mathscr{J}^{(1)}$.

Theorem 1. Let $G^{(1)}(z)$ be the Stieltjes transform associated with the spectral measure $\mu^{(1)}$, then $G^{(1)}(z)$ is a meromorphic function in $\hat{C} / J$ with the representation

$$
\begin{equation*}
G^{(1)}(z)=\sum_{i=0}^{\infty} R\left(T^{i}(z)\right) \prod_{j=0}^{i} 1 / Q\left(T^{j}(z)\right) . \tag{II.3}
\end{equation*}
$$

Here

$$
\begin{equation*}
Q(z)=\frac{T^{\prime}(z)}{N} \quad \text { and } \quad R(z)=\frac{(z-b(0)) Q(z)-(T z-b(0))}{a(1)} \tag{II.4}
\end{equation*}
$$

Proof. Since the Julia set $J$ is bounded, $\mathscr{J}$ and a fortiori $\mathscr{J}^{(1)}$ are bounded operators. Consequently, $G^{(1)}(z)$ is analytic outside some interval $\hat{I}$ containing $\mathscr{F}$ and $z G^{(1)}(z)=O(1)$. Comparing the continued fraction expansion of $G^{(1)}(z)$ with that of $G(z)$ and using (II.2) it follows that

$$
\begin{equation*}
G^{(1)}(z)=\frac{1}{Q(z)} G^{(1)}(T z)+\frac{R(z)}{Q(z)} . \tag{III.5}
\end{equation*}
$$

Iterating the above equation one finds that for $z$ large enough

$$
\begin{equation*}
\left.G^{(1)}(z)=\sum_{i=0}^{n} R\left(T^{i} z\right) \prod_{j=0}^{i} 1 / Q\left(T^{j}(z)\right)+\prod_{j=0}^{n} 1 / Q\left(T^{j}(z)\right)\right) G\left(T^{n+1}(z)\right) \tag{II.6}
\end{equation*}
$$

Since $T(z), Q(z)$, and $R(z)$ are monic polynomials of degree $N, N-1$, and $N-2$ respectively, there exists a $k>4$ such that for $|z|>k$, $\frac{1}{2}|z|^{N}<|T z|<2|z|^{N}$, $\begin{array}{rrr}\frac{1}{2}|z|^{N-1}<|Q(z)|<2|z|^{N-1}, \quad \text { and } \quad \frac{1}{2}|z|^{N-2}<|R(z)|<2|z|^{N-2} . & \text { Consequently } \\ 2^{-\left(N^{i}-1 / N-1\right)}|z|^{N^{i}}<\left|T^{i}(z)\right|<2^{N^{i}-1 / N-1}|z|^{N^{i}}, & \text { (II.7) } \\ & \left|R\left(T^{i}(z)\right)\right|<2^{\left(N^{i}-1 / N-1\right)(N-2)+1}|z|^{N^{1+1}-2 N^{i}}, & \text { (II.8) }\end{array}$
and

$$
\begin{equation*}
\prod_{j=0}^{i}\left|Q\left(T^{j}(z)\right)\right|>2^{-\left(N^{i+1}-1 / N-1\right)}|z|^{N^{i+1}-1}>2^{2 N^{i+2}-3 N^{i+1}-2 N+3 / N-1} \tag{II.9}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\left|\frac{R\left(T^{i}(z)\right)}{\prod_{j=0}^{i} Q\left(T^{2}(z)\right)}\right|<2^{2 N^{i}}|z|^{-2 N^{i}+1} \tag{II.10}
\end{equation*}
$$

Thus for $|z|>k$ one can pass to the limit $n \rightarrow \infty$ in (II.6) giving (II.3). Now using (II.3) as an analytic representation of $G^{(1)}(z)$, one finds, since $\left|T^{m}(z)\right|>k$ for $m$ large enough and $z \notin J$, that $G^{(1)}(z)$ is analytic for $z \notin J$ except at the zeros of $Q\left(T^{i}(z)\right), i=0,1,2, \ldots$, that do not lie in $J$. Since $G^{(1)}(z)$ is a Stieltjes function all its isolated singularities are simple poles and the theorem now follows because each zero of $Q\left(T^{i}(z)\right)$ that is not in $J$ is not an accumulation point of other zeros of $Q\left(T^{j} z\right), j=0,1,2, \ldots$, and is therefore isolated.

Remark. 1. Denoting $P_{n}, P_{n}^{(1)}$ and $P_{n}^{(2)}$ as the monic orthogonal polynomials of degree $n$ associated with $\mathscr{J}, \mathscr{J}^{(1)}$ and $\mathscr{J}^{(2)}$ (omit first two rows and columns of $\mathscr{J}$ ) respectively one finds that

$$
\begin{equation*}
P_{N^{n}}=T^{n}(z)-b(0), \quad P_{N^{n-1}}^{(1)}=\prod_{i=1}^{n-1} Q\left(T^{n} z\right) \quad \text { and } \quad P_{N-2}^{(2)}=R(z) . \tag{II.11}
\end{equation*}
$$

Labelling the zeros of $Q(z)$ by $z_{1}, z_{2}, \ldots, z_{N-1}$, it follows that the zeros of $Q\left(T^{j}(z)\right)$ are $z_{k, m}^{(j)}=T_{k}^{-j}\left(z_{m}\right)$ with $m=1,2, \ldots, N-1$ and $k=1,2, \ldots, N^{j}$. Here $\left\{T_{k}^{-j}, k=1,2, \ldots, N^{j}\right\}$ denotes a complete assignment of branches of $T^{-j}$. Supposing that $z_{k, m}^{(j)} \notin J$ one finds that the residue of $G^{(1)}(z)$ at that point is

$$
\begin{equation*}
\Gamma_{k, m}^{(j)}=\sum_{i=j}^{\infty} \frac{R\left(T^{l}\left(z_{k, m}^{(j)}\right)\right)}{Q^{\prime}\left(T^{j} z_{k, m}^{(j)}\right) \prod_{\substack{i=0 \\ i \neq j}}^{l} Q\left(T^{i} z_{k, m}^{(j)}\right)} . \tag{II.12}
\end{equation*}
$$

Using the fact that $z_{k, m}^{(j)}$ is one of the $j^{t h}$ inverse iterates of $z_{m}$, and using (II.4) and (II.11) yields

$$
\begin{equation*}
\Gamma_{k, m}^{(j)}=\frac{-P_{N}\left(z_{m}\right) \Gamma_{m}}{a(1) P_{N}^{(1)}{ }^{(1-1}\left(z_{k, m}^{(0)}\right)} \tag{II.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{m}=1-a(1) \sum_{i=1}^{\infty} \frac{R\left(T^{l} z_{m}\right)}{P_{N}\left(z_{m}\right)} \prod_{s=1}^{l} 1 / Q\left(T^{s} z_{m}\right) . \tag{II.14}
\end{equation*}
$$

Lemma 1. Let $I$ be the smallest real interval containing $J$ and suppose $I=[-a, a]$. Let $z_{m}$ be such that $Q\left(z_{m}\right)=0$ and $z_{m} \notin J$, then

$$
\begin{equation*}
\left|\prod_{i=2}^{l-1} Q\left(T^{i} a_{m}\right)\right| \geqq\left|Q\left(T^{2} z_{m}\right)\right|^{1-2}, \quad l=3,4, \ldots \tag{II.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{R\left(T^{i} z_{m}\right)}{Q\left(T^{i} z_{m}\right)}\right| \leqq\left|\frac{R\left(T^{2} z_{m}\right)}{Q\left(T^{2} z_{m}\right)}\right|, \quad l=2,3, \ldots \tag{II.16}
\end{equation*}
$$

Proof. Since $I$ is the smallest interval containing the Julia set, one has that $T z$ is expanding for $|z|>a$. Furthermore for $z$ real $\notin I, T^{l} z, l \geqq 1$ is of fixed sign. Since the zeros of $Q(z)$ lie at the finite maxima and minima of $T z$, the assumptions that $J$ is real and that $z_{m} \notin J$ imply that $\left|T z_{m}\right|>a$. The fact that the zeros of $Q(z)$ interlace those of $T(z)$ imply that $Q(z)$ is monotonically increasing for $z \geqq a$ and $|Q(z)|$ is monotonically decreasing for $z \leqq-a$. Consequently $\left|Q\left(T^{l} z_{m}\right)\right| \geqq$ $\left|Q\left(T^{2} z_{m}\right)\right|$, for $l \geqq 2$ which yields (II.15). (II.16) follows from the above arguments and the fact that $R(z) / Q(z)$ is an $[N-2 / N-1]$ Pade approximant (see (II.11)) with positive residues, and with all its zeros and poles strictly inside $I$.

Lemma 2. Let $I, J$ and $z_{m}$ be as in Lemma 1 . If $T z_{m}>0$ then

$$
\begin{gather*}
\left|Q\left(T^{2} z_{m}\right)\right|>\left|Q\left(T z_{m}\right)\right|,  \tag{II.17}\\
\left|\frac{R\left(T^{2} z_{m}\right)}{Q\left(T^{2} z_{m}\right)}\right|<\left|\frac{R\left(T z_{m}\right)}{Q\left(T z_{m}\right)}\right|<\left|\frac{R(a)}{Q(z)}\right|, \tag{II.18}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|P_{N}\left(z_{m}\right)\right|=\left|T z_{m}-b(0)\right| \geqq|a-b(0)| . \tag{II.19}
\end{equation*}
$$

If $T z_{m}<0$, and $T a=a$ and $T(-a)=-a$, then (II.17) remains unchanged, and (II.18) and (II.19) remain valid with $a \rightarrow-a$.

Proof. Inequalities (II.17) and (II.18) follow from the same argument given in Lemma 1 and the fact that $T^{2} z_{m}$ has the same sign as $T z_{m}$. Equation (II.19) follows from the expanding nature of $T$ on $I^{c}$ and the fact that $-a<b(0)=\int_{J} x d u<a$.

Theorem 2. Let $J$ be real and $z_{m} \notin J$, then $\Gamma_{m}>0$.
Proof. Let $I$ be the smallest real interval containing $J$. It is without loss of generality that $I=[-a, a]$. If this is not the case, by using a mobius transform of the form $L z=z+c, c$ real we can symmetrize $J$ without changing either the monic character of $T$, or the nature of the fixed points of $T$, or the fact that $z_{m} \notin J$. Since $I$ is the smallest interval containing $J$, one has that $T a=a$ and either $T(-a)=a$ or $T(-a)=-a$ depending upon whether the degree of $T$ is even or odd. The proof now breaks up into two cases; Case $1, T z_{m}>0$ or $T z_{m}<0$ and $T(-a)=-a$, and Case $2, T z_{m}<0$ and $T(-a)=a$. To prove Case 1 we note that a consequence of (II.15) and (II.16) of Lemma 1 and, (II.17) and (II.18) of Lemma 2 in (II.14) is

$$
\begin{equation*}
\Gamma_{m}>1-\left|a(1) \frac{R( \pm a)}{P_{N}( \pm a) Q( \pm a)}\right| \sum_{i=0}^{\infty} \frac{1}{\left|Q\left(T z_{m}\right)\right|^{i}} \tag{II.20}
\end{equation*}
$$

Here one chooses $a$ if $T z_{m}>0$ and $-a$ if $T z_{m}<0$. From the expanding nature of the $T$ on $I^{c}$, the monotonicity properties of $Q$ on $I^{c}$, and (II.4) one finds that

$$
\left|Q\left(T z_{m}\right)\right|>|Q(T \pm a)|=\left|1+\frac{R( \pm a) a(1)}{( \pm a-b(0))}\right|>1 .
$$

The last inequality follows from the fact that $R( \pm a)=( \pm a-b(0) / a(1))$. Since $R( \pm a) / \pm a-b(0)$ and $Q( \pm a)$ are positive it is a consequence of the above equation and (II.4) that

$$
\Gamma_{m}>1-\frac{1-1 / Q( \pm a)}{1-1 / Q\left(T z_{m}\right)}>0,
$$

where again $a$ is chosen if $T z_{m}>0$ and $-a$ is chosen if $T z_{m}<0$.
To prove Case 2 we note that in this case $Q\left(T^{i} z_{m}\right)>0, i \geqq 2, R\left(T^{i} z_{m}\right)>0, i \geqq 2$, $Q\left(T z_{m}\right)<0$ and $P_{N}\left(z_{m}\right)<0$. Therefore (II.14) becomes using Lemma 1,

$$
\Gamma_{m}>1-\frac{a(1) R\left(T z_{m}\right)}{P_{N}\left(z_{m}\right) Q\left(T z_{m}\right)}-\frac{a(1) R\left(T^{2} z_{m}\right)}{P_{N}\left(z_{m}\right) Q\left(T z_{m}\right)\left(Q\left(T^{2} z_{m}\right)-1\right)} .
$$

Here we have used the fact that $Q\left(T^{2} z_{m}\right)>1$. Now using (II.4) yields

$$
\Gamma_{m}>1-\left(\frac{P_{N}\left(T z_{m}\right) Q\left(T z_{m}\right)-P_{N}\left(T z_{m}\right)}{P_{N}\left(z_{m}\right) Q\left(T z_{m}\right)}\right)-\left(\frac{\left(P\left(T z_{m}\right) Q\left(T^{2} z_{m}\right)-P\left(T^{2} z_{m}\right)\right)}{\left.P_{N}\left(z_{m}\right) Q\left(T z_{m}\right) Q\left(T^{2} z_{m}\right)-1\right)}\right),
$$

which yields

$$
\Gamma_{m}>\frac{P\left(T^{2} z_{m}\right)-P\left(T z_{m}\right)}{P_{N}\left(z_{m}\right) Q\left(T z_{m}\right)\left(Q\left(T^{2} z_{m}\right)-1\right)}>0 .
$$

The above result has the following immediate consequences.
Corollary 1. Let $J$ be real and suppose at least one zero of $Q(z)$ lies outside $J$, then $\mathscr{f}^{(1)}$ has an infinite number of eigenvalues.

Proof. From Theorem 2 we have that $\Gamma_{m}>0$. The result now follows from (II.13) and the fact that the zeros of $P_{N}(z)$ and $P_{N^{+1}+1}^{(1)}(z)$ are simple.

The following corollary is a consequence of Theorem 2 and the fact that

$$
\sum_{j=0}^{\infty} \sum_{k=1}^{N j} \Gamma_{k, m}^{(j)}<1 .
$$

Corollary 2. For every $\varepsilon>0$ there exists $a \gamma$ and $w$ such that

$$
\begin{align*}
& \sum_{j=\gamma}^{\infty} \sum_{k=1}^{N^{j}}\left|\frac{1}{P_{N+1}^{(1)+1}\left(z_{k, m}^{(i)}\right)^{\prime}}\right|<\varepsilon,  \tag{II.21}\\
& \sum_{l=w}^{\infty}\left|\frac{R\left(T^{l} z_{m}\right)}{P_{N}\left(z_{m}\right)} \prod_{s=1}^{l} \frac{1}{Q\left(T^{s} z_{m}\right)}\right|<\varepsilon . \tag{II.22}
\end{align*}
$$

We now show how dramatically the spectrum may change in going from $\mathscr{f}$ to $\mathscr{f}^{(1)}$.
Theorem 3. Let $J$ be real and let all the zeros of $Q(z)$ lie outside $J$, then the spectrum of $\mathscr{f}^{(1)}$ is purely discrete.

Proof. Since $\int_{-\infty}^{\infty} d u^{(1)}=1$ we will prove the result by showing that the sum of all the residues of $G^{(1)}(z)$ is equal to 1 . From (II.11) one sees that the first term in (II.3) is just the $[N-2 / N-1]$ Padé approximant to $G^{(1)}(z)$.

Now consider the sum of the first two terms in (II.3)

$$
\begin{aligned}
\frac{R(T z)}{Q(z) Q(T z)}+\frac{R(z)}{Q(z)} & =\frac{1}{a(1)}\left[\frac{P_{N}(z) Q(T z)-P_{N}(T z)}{Q(z) Q(T z)}+\frac{(z-b(0)) Q(z)-P_{N}(z)}{Q(z)}\right] \\
& =\frac{1}{a(1)^{2}}\left[\frac{(z-b(0)) Q(z) Q(T z)-P_{N}(T z)}{Q(z) Q(T z)}\right] \\
& =\frac{P_{N-2}^{(2)}(z)}{P_{N-1}^{(1)}(z)}
\end{aligned}
$$

which is just the $\left[N^{2}-2 / N^{2}-1\right]$ Pade approximant to $G^{(1)}(z)$. Proceeding by induction it is not hard to see that the sum of the first in terms in (II.3) give the $\left[N^{n}-2 / N^{n}-1\right]$ Pade approximant to $G^{(1)}(z)$. Labelling the residues of $\left[\left(N^{n}-2\right) /\right.$ $\left.N^{n}-1\right]$ by ${ }^{n} \Gamma_{k, m}^{(j)}$, where $j, k$ and $m$ have the same meanings as in (II.12), one finds that

$$
\begin{equation*}
\sum_{j=0}^{n-1} \sum_{k=1}^{N j} \sum_{m=1}^{N-1}{ }^{n} \Gamma_{k, m}^{(j)}=1 \tag{II.23}
\end{equation*}
$$

Subtracting ${ }^{n} \Gamma_{k, m}^{(j)}$ from $\Gamma_{k, m}^{(\hat{)}}$ and using (II.14) yields,
$\Gamma_{k, m}^{(j)}-{ }^{n} \Gamma_{k, m}^{(j)}= \begin{cases}\Gamma_{k, m}^{(j)} & j \geqq n \\ \frac{1}{P_{N^{j}+1}^{(j)}\left(z_{k, m}^{(j)}\right)^{\prime}} \sum_{l=n-j}^{\infty} R\left(T^{i} z_{m}\right) \prod_{s=1}^{l} \frac{1}{Q\left(T^{s} z_{m}\right)}, & j<n .\end{cases}$
Set $M=\max (A, B)$, where $A=\max _{m}\left|P_{N}\left(z_{m}\right) \Gamma_{m}\right|$ and

$$
B=\max _{m} \sum_{i=1}^{\infty}\left|R\left(T^{l} z_{m}\right) \prod_{i=1}^{l} \frac{1}{Q\left(T^{t} z_{m}\right)}\right|,
$$

then Corollary 2 implies that there exists a $\gamma$ such that

$$
\begin{equation*}
\left.M \sum_{m=1}^{N-1} \text { L.H.S. (II. } 21\right)<\varepsilon / 2 \tag{II.25}
\end{equation*}
$$

From the definition of $P_{N}^{(1)_{+1}-1}(z)$, (II.11), we see that

$$
P_{N^{j+1-1}}^{(1)}\left(z_{k, m}^{(j)}\right)^{\prime}=N^{j} Q^{\prime}\left(z_{m}\right) P_{N^{j}-1}\left(z_{k, m}^{j}\right)^{2} .
$$

Setting

$$
M_{1}=\max _{j \leq y, k \leq N^{j}, m}\left|\frac{1}{Q^{\prime}\left(z_{m}\right) P_{N^{j}-1}\left(z_{k, m}^{j}\right)^{2}}\right|,
$$

it is a consequence of Corollary 2 that there exists an $w$ large enough such that

$$
\begin{equation*}
M_{1} \gamma \sum_{m=1}^{N-1} \text { L.H.S. (II.22) }<\varepsilon / 2 . \tag{II.26}
\end{equation*}
$$

Now choosing $n$ large enough in (II.24) so that $n-\gamma>w$, we have from the above arguments that

$$
\begin{aligned}
& \mid \sum_{m=1}^{N-1} \sum_{j=0}^{\infty} \sum_{k=0}^{N j}\left(\Gamma_{k, m}^{(j)}-\Gamma_{k, m}^{(j)} \mid\right. \\
& =\left|\sum_{m=1}^{N-1} \sum_{j=0}^{\infty} \sum_{k=1}^{N^{j}} \Gamma_{k, m}^{(j)}-1\right| \\
& <M \sum_{m=1}^{N-1} \sum_{j=\gamma}^{\infty} \sum_{k=1}^{N^{j}}\left|\frac{1}{P_{N}^{(j)}+1-1\left(z_{k, m}^{(j)}\right.}\right| \\
& \quad+M_{1} \sum_{m=1}^{N-1} \sum_{j=0}^{y} \sum_{k=1}^{N j} \frac{1}{N^{j}} \sum_{l=n-j}^{\infty}\left|R\left(T^{l} z_{m}\right) \prod_{s=1}^{l} \frac{1}{Q\left(T^{i} z_{m}\right)}\right|<\varepsilon,
\end{aligned}
$$

thus yielding the result.

## III. Limit Periodic Behavior

In Sect. II we make frequent reference to the following result, which is proved in [17] (Theorem 3 there).

Orthogonality Theorem. If $f \in L^{1}(J, \mu)$, then

$$
\int_{J} P_{l}(z) f\left(T^{m}(z)\right) d \mu(z)=0, \quad l, m \in \mathbb{N}_{0}
$$

whenever $N^{n}$ does not divide $l$.
We also make use of [4, Theorem 2].
Reduction Theorem. If $f \in L^{1}(J, \mu)$, then

$$
\int z^{j} f(T(z)) d \mu(z)=\frac{s_{j}}{N} \int f(z) d \mu(z), \quad j=1,2, \ldots, N-1
$$

where the $s_{j}$ 's are given recursively by

$$
s_{m}=-m k_{m}-\sum_{i=1}^{m-1} k_{l} s_{m-i}, \quad m=1,2,3, \ldots
$$

Throughout we suppose that $J \subset \mathbb{R}$ and that $T(z)$ is a polynomial of degree $N \geqq 2$. Then it is well known that the monic orthogonal polynomials associated with $\mu$ satisfy the recurrence formula

$$
\begin{equation*}
P_{n+1}(x)+b(n) P_{n}(x)+a(n) P_{n-1}(x)=x P_{n}(x), \quad n \in \mathbb{N}_{0}, \quad P_{-1}(x)=0, \quad P_{0}(x)=1 \tag{III.1}
\end{equation*}
$$

where the $a(n)$ 's and $b(n)$ 's are defined in (I.5) and (I.6). We will always understand that $b(n-1)=a(n)=0$ and $P_{n-1}(x)=0$ whenever $n \leqq 0$. Also throughout we use the notation $\mathbb{N}=\{1,2,3, \ldots\}$ and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$; and the value of a summation where the lower index exceeds the upper index is zero. $T(z)$ has definite parity when $T(z) \equiv T(-z)$ or $T(z) \equiv-T(-z)$.
Lemma 3. Let $T(z)=z^{N}+k_{2} z^{N-2}+\cdots+k_{N}$ be of definite parity, then the
following relations hold for all $n \in N_{0}$ :

$$
\begin{gather*}
a(n N) a(n N-1) \ldots a(n N-N+1)=a(n),  \tag{III.2}\\
a(n N)+a(n N+1)=-2 k_{2} / N,  \tag{III.3}\\
b(n)=0, \tag{III.4}
\end{gather*}
$$

and

$$
\begin{align*}
a(n N+m)= & \frac{\left\langle P_{m+1} P_{n N+m-1} P_{n N}\right\rangle}{\left\langle P_{n N+m-1}^{2}\right\rangle} \\
& +\sum_{l=1}^{m}(a(l)-a(n N+m-l)), \quad m \in N \tag{III.5}
\end{align*}
$$

Proof. Equation (III.2) was derived in [8]. To prove (III.3) we begin with

$$
a(n N+1)=\frac{\left\langle P_{n N+1}^{2}\right\rangle}{\left\langle P_{n N}^{2}\right\rangle}=\frac{\left\langle x^{2} P_{n N}^{2}\right\rangle}{\left\langle P_{n N}^{2}\right\rangle}-a(n N), \text { for } n \in \mathbb{N}_{0}
$$

where (III.1) has been twice. The result now follows upon employing the Reduction Theorem.

Equation (III.4) follows from the fact that if $T(z)$ is of definite parity then $J$ is symmetric with respect to the origin and $\mu$ is invariant under change of sign. Consequently, all of the $P_{n}(x)$ 's have definite parity and (I.6) shows that $b(n)=0$.

To show (III.5) we begin with

$$
a(n N+m)=\frac{\left\langle P_{n N+m}^{2}\right\rangle}{\left\langle P_{n N+m-1}^{2}\right\rangle}, \text { for } n \in \mathbb{N}_{0}, \quad m \in \mathbb{N}
$$

Using the recurrence formula twice yields

$$
a(n N+m)=\frac{\left\langle x^{2} P_{n N+m-1}^{2}\right\rangle}{\left\langle P_{n N+m-1}^{2}\right\rangle}-a(n N+m-1)
$$

which can be written

$$
a(n N+m)=\frac{\left\langle P_{2} P_{n N+m-1}^{2}\right\rangle}{\left\langle P_{n N+m-1}^{2}\right\rangle}+a(1)-a(n N+m-1) .
$$

Now eliminate one of the $P_{n N+m-1}$ 's using (III.1) and then eliminate $x P_{2}$ using (III.1) to obtain

$$
a(n N+m)=\frac{\left\langle P_{3} P_{n N+m-1} P_{n N+m-2}\right\rangle}{\left\langle P_{n N+m-1}^{2}\right\rangle}+\sum_{j=1}^{2}(a(j)-a(n N+m-j)) .
$$

Continuing this procedure yields (III.5).
Corollary 3. If $T(z)$ is of definite parity then for $n \in \mathbb{N}_{0}$,

$$
\begin{equation*}
a(n N+N-1)=\sum_{j=1}^{N-1}(a(j)-a(n N+N-j-1)) \tag{III.6}
\end{equation*}
$$

That is, $a(0+n N)+a(1+n N)+\cdots+a(n-1+n N)$ is independent of $n \in \mathbb{N}_{0}$.
Proof. This follows from (III.5) and the Orthogonality Theorem.

Lemma 4. Suppose $T(z)$ is of definite parity and that $a(j N+i)=\alpha^{2}$ for $i=2,3, \ldots$, $N-1$ and $j=0,1, \ldots,(n-1)$, for some $n \in \mathbb{N}$, then

$$
\begin{align*}
\left\langle P_{m} P_{j N+k} P_{j N}\right\rangle=0 \quad \text { for } \quad|k| & =0,1, \ldots, N-1 \text { with }|k| \neq m, \\
m & =0,1, \ldots, N,  \tag{*}\\
j & =0,1, \ldots, n .
\end{align*}
$$

Proof. We note that $\left({ }^{*}\right)$ is immediately true in the following cases: whenever $m<|k|$, by orthogonality of the $P_{n}$ 's; whenever $j=0$; whenever $m=N$ and $|k| \neq 0$ by the Orthogonality Theorem; and whenever $m=N$ and $k=0$, by parity (which implies all of the $b$ 's vanish). Thus, let us assume $\left(^{*}\right.$ ) is true whenever $j=0,1, \ldots,(n-1)$; then we will show that it is true when $j=n$. Here we assume $m<N$ since the case $m=N$ has already been taken care of. Choosing $k=-1$, we use the recurrence formula (III.1) to obtain, for $m<N$,

$$
\begin{aligned}
\left\langle P_{m} P_{n N-1} P_{n N}\right\rangle= & \left\langle x P_{m-1} P_{n N-1} P_{n N}\right\rangle-a(m-1)\left\langle P_{m-2} P_{n N-1} P_{n N}\right\rangle \\
= & \left\langle P_{m-1} P_{n N}^{2}\right\rangle+a(n N-1)\left\langle P_{m-1} P_{n N-2} P_{n N}\right\rangle \\
& -a(m-1)\left\langle P_{m-2} P_{n N-1} P_{n N}\right\rangle
\end{aligned}
$$

The first term is equal to zero by the Orthogonality Theorem. If $m=2$ the remaining two terms are equal to zero by orthogonality. If $m$ is greater than 2 then one eliminates $P_{n N-1}$, and then $x P_{m-2}$ in the last equation, with the aid of (III.1), which yields

$$
\begin{aligned}
\left\langle P_{m} P_{n N-1} P_{n N}\right\rangle= & (a(n N-1)-a(m-1))\left\langle P_{m-1} P_{n N-2} P_{n N}\right\rangle \\
& +a(m-1)\left[a(n N-2)\left\langle P_{m-2} P_{n N-3} P_{n N}\right\rangle\right. \\
& \left.-a(m-2)\left\langle P_{m-3} P_{n N-2} P_{n N}\right\rangle\right] .
\end{aligned}
$$

The first term here vanishes by the supposition in the statement of the lemma. The coefficient of $a(m-1)$ is zero when $m<5$ by orthogonality. If $m \geqq 5$ we repeat the procedure until a proof which works for $m<N$ is arrived at.

Next we carry out an induction through negative values of $k$. We use the identity

$$
\begin{aligned}
\left\langle P_{m} P_{n N-l} P_{n N}\right\rangle= & \frac{1}{a(n N-l+1)}\left[\left\langle P_{m+1} P_{n N-l+1} P_{n N}\right\rangle\right. \\
& \left.+a(m)\left\langle P_{m-1} P_{n N-l+1} P_{n N}\right\rangle-\left\langle P_{m} P_{n N-l+2} P_{n N}\right\rangle\right]
\end{aligned}
$$

$\left({ }^{*}\right)$ now follows for $k<0$ by induction and the fact that it is true for $m=N$.
To obtain (*) with $j=n$ when $k \geqq 0$ observe the identity

$$
\begin{aligned}
\left\langle P_{m} P_{n N+k} P_{n N}\right\rangle= & \left\langle x P_{m} P_{n N+k-1} P_{n N}\right\rangle-a(n N+k-1)\left\langle P_{m} P_{n N+k-2} P_{n N}\right\rangle \\
= & \left\langle P_{m+1} P_{n N+k-1} P_{n N}\right\rangle-a(m)\left\langle P_{m-1} P_{n N+k-1} P_{n N}\right\rangle \\
& -a(n N+k-1)\left\langle P_{m} P_{n N+k-2} P_{n N}\right\rangle,
\end{aligned}
$$

which allows us to carry out an induction through positive values of $k$, upon recalling the observations at the beginning of the proof.

We are now in a position to consider the coefficients associated with the scaled Chebychev polynomials.

Theorem 4. If $T(z)=\alpha^{N} C_{N}(z / \alpha)$ with $N \geqq 2$ and $\alpha \neq 0$, where $C_{N}(z)$ is the degree $N$ monic Chebychev polynomial of the first kind, orthogonal on $[-2,2]$, then the following relations hold for all $n \in \mathbb{N}_{0}$,

$$
\begin{align*}
& a(n N) a(n N-1) \ldots a(n N-N+1)=a(n),  \tag{III.7}\\
& \quad a(n N+1)+a(n N)=2 \alpha^{2}  \tag{III.8}\\
& a(n N+1)=\alpha^{2}, \quad \text { for } j=2,3, \ldots, N-1 . \tag{III.9}
\end{align*}
$$

Proof. Equations (III.7) and (III.8) follow at once from Theorem 1. To prove (III.9) begin by noting that $T_{N}(z)$ is the monic Chebychev polynomial of order $N$ on the interval $[-2 \alpha, 2 \alpha]$. As such one has by moment analysis $[17,20]$ that the first $N$ monic orthogonal polynomials $\left\{P_{m}\right\}_{m=0}^{N-1}$ associated with the invariant measure for $T(z)$ on the Julia set are the same as the first $N$ scaled Chebychev polynomials; namely $P_{m}(z)=\alpha^{m} C_{m}(z / \alpha)$ for $m=0,1,2, \ldots, N-1$. Therefore from the standard formulas for Chebychev polynomials [20] one has $a(l)=\alpha^{2}$ for $l=2,3, \ldots, N-1$. The result now follows from induction using Lemma 4 and (III.5)

Remark 2. It is interesting to note that in these cases for large $N$ the Jacobi matrices have a large proportion of constant terms. However, the spectrum for all finite $N$ and $\alpha>1$ is a Cantor set.

Definition 1 [20]. A bounded sequence $\{b(n)\}_{n=-\infty}^{\infty}$ is called limit periodic if it is the uniform limit of bounded periodic sequences; that is, there exist periodic sequences $\left\{b^{(m)}(n)\right\}_{n=-\infty}^{\infty}$ such that

$$
\left.\lim _{m \rightarrow \infty}\left(\sup _{n}\left|b(n)-b^{(m)}(n)\right|\right)\right)=0
$$

(A sequence $\left\{b^{(m)}(n)\right\}_{-\infty}^{\infty}$ is called periodic when and only when there exists a positive integer $L_{m}$ such that

$$
b^{(m)}\left(n+L_{m}\right)=b^{(m)}(n) \quad \text { for all } n=0, \pm 1, \pm 2, \ldots
$$

Theorem 5. Let $T(z)=\alpha^{N} C_{N}(z / \alpha)$ where $N \geqq 2$ and $\alpha>1$. Then

$$
\operatorname{Lim}_{n \rightarrow \infty} a\left(m N^{n}+s\right)=a(s) \quad \text { for all } \quad s \in \mathbb{N}_{0}, \quad m \in \mathbb{N}_{0}
$$

## Moreover

$\left|a\left(m N^{n}+s\right)-a(s)\right| \leqq 2 \alpha^{2} \gamma^{n}$ for all $s \in \mathbb{N}_{0}, n \in \mathbb{N}, m \in \mathbb{N}$, where $\gamma=1 /\left\{\left(2 \alpha^{2}-2\right) \cdot \alpha^{2(N-2)}\right\}$. In particular $\{a(n)\}_{n=-\infty}^{\infty}$ can be redefined for $n<0$ so that it form a limit periodic sequence whenever $\left(2 \alpha^{2}-2\right) \cdot \alpha^{2(N-2)}>1$ (which is always true when $\alpha>\sqrt{(3 / 2)}$ ).

Proof. The arguments used for proving the first assertion are basically the same as those given in [22] and [9], and will only be sketched here. Both results are immediate if $s=k \bmod N, k=2,3, \ldots, N-1$, since all of the corresponding $a$ 's are equal to $\alpha^{2}$. For $s=0 \bmod N$ we observe from Theorem 2 that

$$
a(m N)=\alpha^{-2(N-2)} \cdot \frac{a(m)}{2 \alpha^{2}-a((m-1) N)}
$$

Using this it follows by induction that for $\alpha>1$ we have $0<a(n N)<a(n)$. Therefore

$$
a\left(m N^{n}\right)<\frac{\alpha^{-2(N-2) n} a(m)}{\left(2 \alpha^{2}-1\right)^{n}}<\frac{2 \alpha^{-2((N-2) n-1)}}{\left(2 \alpha^{2}-1\right)^{n}}
$$

for $n \in \mathbb{N}$, where we have used $a(n) \leqq 2 \alpha^{2}$. Thus

$$
\operatorname{Lim}_{n \rightarrow \infty} a\left(m N^{n}\right)=0=a(0)
$$

The rest of the assertions in the first part of the theorem now follow by repeated application of Theorem 4.

To prove the second part of the theorem, we first note that from the above inequality it is true for $s=0$, and $s=k \bmod N$, for $k=2,3, \ldots, N-1$. The case $s=$ $1 \bmod N$ can be reduced to the case $s=0 \bmod N$ using $\left|a\left(m N^{n}+1\right)-a(1)\right|=$ $a\left(m N^{n}\right)$. Therefore we consider

$$
a\left(m N^{n}+N s\right)-a(N s)=\frac{a\left(m N^{n-1}+s\right)-a(s)+a(s)-a(N s) \beta a\left(m N^{n}+N s-N+1\right)}{\beta a\left(m N^{n}+N s-N+1\right)}
$$

where $\beta=\alpha^{2(N-2)}$ and we have used (III. 7). Using (III. 8) this can be rewritten

$$
\begin{aligned}
a\left(m N^{n}+N s\right)-a(N s)= & \frac{a\left(m N^{n-1}+s\right)-a(s)}{\beta\left(2 \alpha^{2}-a\left(m N^{n}+N s-N\right)\right)} \\
& +\frac{a(N s)\left(a(N s-N+1)-a\left(m N^{n}+N s-N+1\right)\right)}{2 \alpha^{2}-a\left(m N^{n}+N s-N\right)}
\end{aligned}
$$

Therefore, assuming $\left|a\left(m N^{n}+j\right)-a(j)\right| \leqq 2 \alpha^{2} \gamma^{n}$ whenever $j<N s$, we have

$$
\begin{aligned}
\left|a\left(m N^{n}+N s\right)-a(N s)\right| \leqq & \frac{2 \alpha^{2} \cdot\left(2 \alpha^{2}-2\right)^{-n+1}}{\beta^{n} \cdot\left(2 \alpha^{2}-1\right)} \\
& +\frac{2 \alpha^{2} \cdot\left(2 \alpha^{2}-2\right)^{-n}}{\beta^{n} \cdot\left(2 \alpha^{2}-1\right)}=2 \alpha^{2} \gamma^{n}
\end{aligned}
$$

as desired, where the fact that $a(N s)<1$ and $|a(i)-a(j)|<2 \alpha^{2}$ for all $i$ and $j$ has been used.

We now prove the limit periodicity assertion. We assume $\gamma<1$ and redefine $a(s)$ for $s<0$ by

$$
a(s)=\operatorname{Lim}_{k \rightarrow \infty} a\left(m N^{k}+s\right)
$$

The limit exists for each $m$ because $a\left(m N^{k}+s\right)$ is a Cauchy sequence in $k$, as the following computation shows. We have for $\tilde{k}>k$ and $m N^{k}+s>0$,

$$
\begin{aligned}
\left|a\left(m N^{\tilde{k}+s}+s\right)-a\left(m N^{k}+s\right)\right| & =\left|a\left(m N^{\tilde{k}}-m N^{k}+m N^{k}+s\right)-a\left(m N^{k}+s\right)\right| \\
& =\left|a\left(\left(m N^{\tilde{k}-k}-1\right) N^{k}+m N^{k}+s\right)-a\left(m N^{k}+s\right)\right| \\
& \leqq 2 \alpha^{2} \gamma^{k} .
\end{aligned}
$$

The limit is independent of $m$ because

$$
\left|a\left(m N^{k}+s\right)-a\left(\tilde{m} N^{k}+s\right)\right|=\left|a\left((m-\tilde{m}) N^{k}+\tilde{m} N^{k}+s\right)-a\left(\tilde{m} N^{k}+s\right)\right| \leqq 2 \alpha^{2} \gamma^{k}
$$

whenever $k$ is sufficiently large. Furthermore, we now have

$$
\left|a\left(m N^{k}+s\right)-a(s)\right|=\operatorname{Lim}_{\tilde{k} \rightarrow \infty}\left|a\left(m N^{k}+m N^{\tilde{k}}+s\right)-a\left(m N^{\bar{k}}+s\right)\right| \leqq 2 \alpha^{2} \gamma^{k}
$$

We have shown that when $\gamma<1$ we can redefine $a(n)$ for $n<0$ so that

$$
\left|a\left(m N^{n}+s\right)-a(s)\right| \leqq 2 \alpha^{2} \gamma^{n} \text { for all } s \in \mathbb{Z}, n \in \mathbb{N}, m \in \mathbb{N}
$$

We now define sequences $\left\{a^{\left(N^{k}\right)}(n)\right\}_{n=-\infty}^{\infty}$ for $k=1,2,3, \ldots$ by $a^{\left(N^{k}\right)}(n)=a\left(n \bmod N^{k}\right)$, from which it follows at once that

$$
\sup _{n}\left|a^{\left(N^{k}\right)}(n)-a(n)\right| \leqq 2 \alpha^{2} \gamma^{k}
$$

and

$$
\operatorname{Lim}_{k \rightarrow \infty} \sup _{n}\left|a^{\left(N^{k}\right)}(n)-a(n)\right|=0
$$

The following result is immediate.
Corollary 4. when $\gamma<1$ the frequency module of $a=\{a(n)\}$ is contained in the set of all numbers for the form $2 \pi(N p+k) / N^{n}$ where $n \geqq 1,0 \leqq p \leqq N^{n-1}, 1 \leqq k \leqq N-1$. That is, we have Fourier representations of the form

$$
a(n)=\Gamma_{0,0,0}+\sum_{n=1}^{\infty} \sum_{p=0}^{N n-1} \sum_{k=1}^{N-1} \Gamma_{n, p, k} \exp \left\{2 \pi i(N p+k) / N^{n}\right\} .
$$

We define

$$
\mathscr{J}^{(n)}=\left(\begin{array}{ccc}
0 & c(n+1) & 0 \\
c(n+1) & 0 & c(n+2) . \\
0 & c(n+2) & 0 \ddots \\
0 & 0 &
\end{array}\right) \text { for } n \in \mathbb{N}_{0}
$$

where we recall $c(n)^{2}=a(n)$ and $c(n)>0$ when $J \subset \mathbb{R}$. Then $\mathscr{J}^{(n)}$, being bounded, can be considered as a self-adjoint operator on $l_{2}^{+}$, and Theorem 5 provides the following result.

Corollary 5. If $\gamma>1$ then $\mathscr{J}^{\left(m N^{p+s)}\right.} \rightarrow \mathscr{J}^{(s)}$ as $p \rightarrow \infty$ for fixed $s \in \mathbb{N}_{0}, m \in \mathbb{N}_{0}$, the convergence taking place in the strong operator topology on $B\left(l_{2}^{+}\right)$. If $\gamma<1$, which is always true when $\alpha>\sqrt{(3 / 2)}$, then the convergence is in the norm topology on $B\left(l_{2}^{+}\right)$. (The topologies here are defined by Reed and Simon [23].)
Remark 3. If $\alpha=1$, then $a(1)=2$ and $a(n)=1$ for $n \geqq 2$, whence the above result holds for $s \in \mathbb{N}$ but not for $s=0$.

Remark 4. Using the $a(n)$ 's redefined for negative $n$ as in Theorem 5, and correspondingly defining $\bar{c}=\{c(n)\}_{n=-\infty}^{\infty}$ and $\bar{c}_{m}=\{c(n+m)\}_{n=-\infty}^{\infty}$ for $m \in \mathbb{Z}$, define a transformation $T_{n}$ by $T_{n} \bar{c}_{m}=\bar{c}_{m}=\bar{c}_{m+n}$. Extending $\mathscr{J}^{(n)}$ to a doubly infinite matrix $\mathscr{J}\left(\bar{c}_{n}\right) \in B\left(l_{2}\right)$, we see that $T_{n}$ has a realization in $B\left(l_{2}\right)[13]$ of the form $T_{n} \mathscr{J}\left(\bar{c}_{m}\right)=$ $\mathscr{J}\left(T_{n} \bar{c}_{m}\right)=S^{-n} \mathscr{J}\left(\bar{c}_{m}\right) S^{n}$, where $S$ is the unitary matrix which obeys $(S \psi)(n)=\psi(n-1)$,
and $S^{n}=S \cdot S^{n-1}$. Theorem 3 says that for $\gamma<1, T$ can be viewed as a continuous limit periodic flow [24] on the hull of $\mathscr{J}(\bar{c})$.

Remark 5. We have also considered the transformations $T z=\alpha^{3} C_{3}(z / \alpha)+B$ and $T z=\gamma^{4} C_{4}(z / \gamma)+\Delta$ and found that for $\alpha \geqq 5$ and $|B| \leqq 5$, and $\gamma \geqq 2$ and $|\Delta|<22$ the coefficients in the Jacobi matrices associated with the above two transformations are limit periodic [25].

## IV. Physical Consequences

The above results have a number of physical consequences. Here we shall for simplicity consider the transformation $T z=z^{2}-2 \alpha$. Writing

$$
G(E)=\langle 0|(E-\mathscr{J})^{-1}|0\rangle=\left(E-a(1) G^{(1)}(E)\right)^{-1},
$$

where in the language of solid state physics $[26-29] G(E)$ is the $\langle 0|,|0\rangle$ matrix element of the Green's function and $G^{(1)}(E)$ is the "self-energy", one sometimes determines numerically whether $G(E)$ has extended states by determining whether or not $G^{(1)}(E)$ has a branch cut. In the above model with $\alpha=1$ one finds that the branch cuts of $G(E)$ and $G^{(1)}(E)$ coincide on $-2 \leqq E \leqq 2$ and both $\mathscr{I}$ and $\mathscr{J}^{(1)}$ have only extended states. In this case

$$
\mathscr{J}=\left(\begin{array}{cccccc}
0 & 2 & & & & \\
2 & 0 & 1 & & & \\
& 1 & 0 & 1 & & \\
& & 1 & 0 & 1 \\
& & & \ddots & \ddots & \ddots
\end{array}\right) \text { and } \quad \mathscr{J}^{(1)}=\left(\begin{array}{ccccc}
0 & 1 & & & \\
1 & 0 & 1 & & \\
& 1 & 0 & 1 & \\
& & \ddots & \ddots & \ddots
\end{array}\right)
$$

and gives rise to the Chebychev polynomials of the first and second kind respectively. For $\alpha>1$ we see from above that $\mathscr{J}^{(1)}$ has only localized states and

$$
\begin{equation*}
G^{(1)}(E)=\sum_{j=0}^{\infty} \sum_{k=1}^{2^{j}} \frac{\Gamma_{k}^{(j)}}{z-z_{k}^{(j)}} \tag{IV.1}
\end{equation*}
$$

since $Q(z)=z$. Equation (IV.1) implies that $G^{(1)}(E)$ does not have a branch cut. However, since du is the equilibrium measure associated with the Julia set (a Cantor set in this case), it is known that $\mathscr{F}$ has only extended states.

It has also been pointed out to us (Bellissard, private comm.) that the eigenstates of $\mathscr{J}^{(1)}$ may be considered as surface states [30].
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