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FOREWORD<br>by Robert A. Fefferman, University of Chicago

Surely, Antoni Zygmund's Trigonometric Series has been, and continues to be, one of the most influential books in the history of mathematical analysis. 'Therefore, the current printing, which ensures the future availability of this work to the mathematical public is an event of major importance. Its tremendous longevity is a testimony to its depth and clarity. Generations of mathematicians from Hardy and Littlewood to recent classes of graduate students specializing in analysis have viewed Trigonometric Series with enormous admiration and have profited greatly from reading it. In light of the importance of Antoni Zygmund as a mathematician and of the impact of Trigonometric Series, it is only fitting that a brief discussion of his life and mathematics accompany the present volume, and this is what I have attempted to give here. ${ }^{1}$ I can only hope that it provides at least a small glimpse into the story of this masterpiece and of the man who produced it.

Antoni Zygmund was born on December 26, 1900 in Warsaw, Poland. His parents had received relatively littlc education, and were of modest mcans, so his background was far less privileged than that of the vast majority of his colleagues. Zygmund attended school through the middle of high school in Warsaw. When World War I broke out, his family was evacuated to Poltava in the Ukraine, where he continucd his studics. When the war ended in 1918, his family returned to Warsaw, where he completed pre-collegiate work, and entered Warsaw University. Zygmund's main interest throughout his childhood was astronomy, but at Warsaw University at that time there were not sufficient courses offered in that subject to make it realistic as a specialization, and so Zygmund turned instead toward another of his interests, mathematics.

There were a number of excellent mathematicians and teachers who profoundly influenced Zygmund during this period. The greatest impact came from Aleksander Rajchman and Stanislaw Saks. Rajchman was a junior faculty member who was an expert on Riemann's theory of trigonometric series, and Saks a fellow student who was a few years his senior. From Rajchman, he learned much of the Riemann theory, and his doctoral thesis in 1923 was on this subject. Zygmund became an active collaborator with both Rajchman and Saks, publishing a number of important articles with each of them. In addition, Saks and Zygmund produced Analytic Functions, one of the classic texts on complex analysis.

One year prior to his PhD , Zygmund was appointed to an instructorship at the Warsaw Polytechnical School, and, in 1926, he was appointed Privatdozent at the University of Warsaw. He was awarded a Rockefeller fellowship, which he used to travel to England for the academic year of $1929-30$ and visit G.H. Hardy at Cambridge for the first half of the year, and J.E. Littlewood at Oxford for the second half. This experience had a tremendous impact on the young Zygmund. Not only did he work with two of the greatest analysts of the time, but while in England, he also met another young mathematician, R.E.A.C. Paley, a student of

[^0]Littlewood, with whom he had an extended and very fruitful collaboration. When he returned to Poland in 1930, Zygmund moved to Wilno where he took a chair in mathematics at the Stefan Batory University. It was here that Zyymund's talent and quict charisma as a tearlher of advanced mathematics began to have a very major impact on the field. In the fall of 1930, Zygmund met a new student at the University, Jozef Marcinkiewicz. Marcinkiewic\% was recognized, even when he was a student, as being tremendously talented, with the potential to bccome a serious mathematician. In the following year, which was only the second at Stefan Batory for both teacher and student, Zygmund decided to offer a coursc on trigonometric series preceded by lectures on Lebesgue integration. Marcinkicwicz attended this course, and thus began his association with Zygmund. It took just three years for Marcinkiewicz to obtain his masters degree, with a thesis that contained the highly non-trivial result that it is possible for a continuous periodic function to have interpolating polynomials corresponding to equidistant nodal points diverging almost cverywhere. This result was elaborated to form his PhD thesis in 1935, and in 1937 Marcinkiewic\% became a Dozent in Wilno. In the period from 1935 to 1939, a collaboration between Marcinkiewicz and Zygmund developed that was incredibly successful. Though of relatively short duration, their work opened a number of new directions, and in a sense set the stage for the theory of singular integrals which would be Antoni Zygmund's greatest contribution.
The years in which Zygmund was a young professor in Wilno, though very productive mathematically, were not easy ones. This was due in large part to Zygmund's courageous opposition to the bigotry which was all too common around him, and which was supported by the higher authoritics. An example of this was his strong dislike of anti-Scmitic policies within his university. At one time, for instance, student organizations, somewhat analogous to modern day fraternities, were sufficiently influential to mandate that all Jewish students must sit on the left side of each classroom during lectures. For Zygmund, this was completely unacceptable, and in response, he decided to move his classes from the larger halls to small mathematics department seminar rooms where there were only long tables in a central arrangement, and hence no seats at the left or right of the room. Another illustration of Zygmund's sensitivity to issues of social justice had to do with his university's requirement that all student associations have faculty members as their academic sponsors. Zygmund regularly sponsored associations which were not in favor with the Polish government. 'These unpopular moves on Zygmund's part did not go unnoticed, and in the year 1931, as part of the political purges of the universities by the government, Zygmund was dismissed from his professorship. This immediately brought extremely strong reaction from some of the most distinguished mathematicians in Europe. From Lebcsgue in France, and from Hardy and Littlewood in England came formal written protests which resulted in Zygmund's reinstatement as professor. It is therefore an important aspect of Zygmund's life that, in a very real sense, he was a crusader for human rights well before this was fashionable.

Among the many remarkable contributions of the Wilno period is the writing of the first version of this book, published in Warsaw under the title Trigonometrical Series. This was Zygmund's first book, and it was published as volume V of the
serics Monografie Matematyczne. This is the same serics in which the celcbrated book Théorie des Opérations Linéaires by S. Banach appcars as volume I. The tremendous success of Trigonometrical Series led to its expansion and revision into a second edition, published in 1959 by Cambridge University Press, and then to no fewer than six reprinted versions after that.

The time in Wilno which featured the rapid achievement of success came to a sudden end in September 1939 as World War 2 erupted. At that time, both Zygmund and Marcinkiewicz were mobilized as rescrve officers in the Polish army, and, as a rosult of the temporary "friendship" between Germany and Russia, Poland was partitioned. The Soviets were given control of much of the country, including the part containing Wilno, and they proceeded to round up and exccute many of the Polish officer corps in the Katyn Forest massacre. Most likely, this is how Marcinkicwicz perished. Almost by a miracle, Zygmund was able to return to his family and escape with them to the United States, but his loss was absolutely devastating. His principal collaborators up to that time besides Marcinkicwicz had been Saks, Rajchman and Paley. Both Saks and Rajchman were murdered by the Nazis, and Paley had died in a tragic accident in 1933. These losses were not just mathematical. Zygmund had been extremely close to each of them, and so the war period must surely have been one of the most difficult of his life.

By 1939, Zygmund had an international reputation, and many friends all over the mathematical world. It was due to the efforts of some of these friends, such as Jacob Tamarkin, Jerzy Neyman and Norbert Wiener, that Zygmund was able to emigrate to the United States in 1940. During the time immediately prior to the United States entering into the war, there were very few jobs available to mathematicians. Nevertheless, after teaching for a semester at MIT, Zygmund was offered and accepted a position at Mount Holyoke College in central Massachusetts. A few years later, other offers followed. In 1945, Zygmund became a professor at the University of Pennsylvania, and then, in 1947, he was offered a professorship at the University of Chicago.
The University of Chicago mathematics department, which had had a tradition of great strength, had experienced a period of decline prior to World War 2. During the war, the president of the university, Robert Maynard Hutchins, brought the Manhattan project to the campus, and with it came a number of outstanding scientists, such as Enrico Fermi. Hutchins then decided to make it a priority to strengthen the mathematics department in order to match the high quality of physical science appointments that had been made. To this end, a new chairman, Marshall Stone, was brought to the university and asked to bring about this improvement. The result was something phenomenal. In the period just after the war, Stone was able to assemble one of the best mathematics departments in history. At this time, the faculty of mathematics included such members as A.A. Albert, S.S. Chern, L. Graves, P. Halmos, I. Kaplansky, S. MacLane, I. Segal, E. Spanier, M. Stone, A. Weil and A. Zygmund. Together with this influx of great mathematicians there came a corresponding influx of brilliant students.
The combination of such a strong mathematician and teacher as Zygmund with the unusually rich mathematical environment of the University of Chicago produced a golden period of creativity and of supervision of execptional students for

Zygmund that was the crowning achievement of his life's work. In several cases, the route of outstanding students to Chicago was not totally straightforward, and the most famous case was that of Alberto P. Calderon. The story of the means by which Calderon came to Chicago is legendary. The following, taken from the introduction to the book, Essays in Honor of Alberto P. Calderon [2] tells the story beautifully:

In the years immediately after World War 2, the U.S. Department of State had a very active visitors program that sent prominent scientists to Latin America. Thus, Adrian Albert, Marshall Stone, and George Birkhoff visited Buenos Aires, and Gonzalez Dominguez arranged through them the visit of Zygmund, whose work on Fourier Series he much admired. At the Institute of Mathematics, Zygmund gave a two-month seminar on topics in analysis, based on his book. This seminar was attended by Gonzalcz Dominguez, Calderon, Mischa Cotlar, and three other young Argentine mathematicians. Each of the participants had to discuss a portion of the text. Calderon's assignment was to present the Marcel Ricsz theorem on the continuity of the Hilbert transform in $L^{p}$. According to Cotlar's vivid recollection of the event, Calderon's exposition was entirely acceptable to the junior audience, but not to Zygmund, who appeared agitated and grimaced all the time. Finally, he interrupted Calderon abruptly to ask where had read the material he was presenting, and a bewildered Calderon answered that he had read it in Zygmund's book. Zygınund vehemently informed the audience that this was not the proof in his book, and after the lecture took Calderon aside and quizzed him about the new short and elegant proof. Caldcron confessed that he had first tried to prove the theorem by himself, and then thinking he could not do it, had read the beginning of the proof in the book; but after the first couple of lines, instead of turning the page, had figured out how the proof would finish. In fact, he had found himsclf an elegant new proof of the Riesz Theorem! Zygmund immediately recognized Calderon's power and then and there decided to invite him to Chicago to study with him.

This anecdote illustrates onc of Calderon's main characteristics
The anecdote above also illustrates one of Zygmund's main characteristics: His tremendous desire to work with people of the greatest mathematical ability, and his absolute devotion to those people. Calderon came to the University of Chicago in 1949 on a Rockefeller fellowship, and only one year later received his PhD there under Zygmund's supervision. The thesis consisted of three research papers, each of which was a major work. In particular, among the results of the thesis was one of the greatest importance, concerning the boundary bchavior of harmonic functions of several variables, which represented a crucial step in carrying out the real variable program of Zygmund which will be described below. The collaboration between Calderon and Zygmund which followed was certainly one of the greatest in the history of modern analysis, and created a theory, the so-called Calderon-Zygmund Theory of Singular Integrals, that not only allowed for the extension of much of classical Fourier analysis from one to several dimensions, but played a fundamental role in the development of the theorics of partial differential equations and geometry as well.

More than simply creating a new powerful mathematical theory at Chicago, Zygmund created a school, the Chicago School of Analysis, which was to have an enormous impact on the subject in the next five decades, and promises to continue to do so in the future. After Calderon, there came other students who worked with Zygmund and who individually made historic contributions to mathematics. In

## Foreword

1955, Elias M. Stein received his doctorate under Zygmund, and, as is well known, by his brilliant research and teaching went on to establish a great school of his own at Prinecton. A bit later, other remarkable students finished their thesis work with Zygmund, including Paul Cohen and Guido and Mary Weiss. Taking into account the generations of students whose mathematical ancestry is traceable back to Zygmund, it is hard to imagine what mathematical analysis would be like without their collective contribution.

At Chicago, Zygmund had a total of thirty-five students. His collected works include some 215 articles. Zygmund received many formal honors in his lifetime. He was a recipient of the Steele Prize of the American Mathematical Society, as well as the National Medal of Science, the highest award given by the United States government in recognition of scientific achievement. In addition, he was given membership of a number of academies, including the National Academy of Sciences and the American Academy for Arts and Sciences (USA), the Polish Academy of Sciences, the Argentina Academy of Sciences, Royal Academy of Sciences of Spain, and the Academy. of Arts and Sciences of Palermo, ltaly. Kygmund also held honorary degrees from Washington University, the University of Torun, Poland, the University of Paris and the University of Uppsala, Sweden.
After a very long and productive life in which he published his last research article at the age of 79, he finally slowed considerably, and, after a long illness, died at the age of 91 . Few mathematicians have provided such a striking and wonderful counterexample to G.H. Hardy's view on the rapidity of loss of creativity that mathematicians suffer with age.
Zygmund's life events and his mathematics, particularly that covered in the present volume, are heavily intertwined. In what follows, I would like to discuss this mathematics in the context of the historical perspective considered above.
That historical perspective on Zygmund's career begins with his interaction with Rajchman. One sees the influcnce of Rajchman clearly reflected in the beautiful treatment of Riemann's theory of trigonometric serics (which are not necessarily Fourier series) in Chapter 9. Here the main theorems concern questions of uniqueness and localization for such series. It is far from trivial that if a trigonomctric series converges to zero everywhere, then the scrics must be the trivial serics whose terms are each zero. The proof of this result involves formally integrating the series term by term twice to produce an absolutely convergent scries, and then investigating a certain appropriate notion of gencralized sccond derivatives applied to this twice integrated serics. The twice integrated serics, which was first considered by Riemann is a key to understanding much of the theory of (non-Fourier) trigonometric series. Another fundamental result is that of localization: The behavior of a series at a given point depends only on the values of this function (gotten by twice term-by-term integrating the serics) in an arbitrarily small interval around this point. The approach Zygmund takes to establish this localization is via the notion of formal multiplication of trigonometric serics, which is duc to Rajchman. Of course, knowing that a trigonometric serics that converges to zero everywhere must be trivial leads to the question of which sets $E$ have the following property: Any trigonometric series which converges to zero outside $E$ necessarily is the trivial series. Such sets are called sets of uniqueness, and the analysis of whether or not a
given set is a set of uniqueness is highly non-trivial. Because these sets are all of Lebesgue measure zero, their analysis is particularly delicate involving such issucs as the number theoretic structure of the set. Zygmund made major contributions to this arca as well. The important result that the countable union of closed sets of uniqueness is a set of uniquencss is, in this volume, attributed to N. Bary, however the result is also associated with Zygmund (see [3] for the interesting history of this).

Next, the influences of Saks and particularly of Marcinkicwic\% become apparent in Trigonometric Series. Onc of Zygmund's most important contributions was the realization that operators may behave differently according to the group of dilations under which they are invariant. One of the initial examples of this was discovered by Saks who had shown that the classical Lebesguc theorem on differentiation of the integral for integrable functions was not valid if instead of balls in $n$-dimensional space, one considered averaging integrable functions over rectangles with sides parallel to the axes. It was shown by \%ygmund that in that case one did have the corresponding maximal function, the so-called Strong Maximal Function, bounded on $J^{p}$, for all $p>1$ (and hence the strong differentiation of the integral for functions in such $L^{p}$ ). $\ln$ a fundamental article published in 1935, the sharp results on these maximal operators were given by Jessen, Marcinkiewicz and Zygmund. The result from this paper and its consequences for Fourier series are reproduced in Chapter 17. It was Zygmund who fully realized the role of product dilations in the theory, and who considered other dilations, formulating conjectures some of which are still unsolved. The corresponding product theory of maximal functions and singular integrals has been thoroughly understood, and its generalizations to other dilation groups introduced by Zygmund have played a significant role in applications, such as to the analysis of weakly pseudo-convex domains in several complex variables (sec, for example, Stein [5]).

Marcinkiewicz's influence appears in several parts of this book, and there can be no doubt that it played an absolutely fundamental role in the theory of singular integrals in Euclidean Space that was Kygmund's most important contribution. It is extremely difficult to imagine the program of singular integrals without the Marcinkiewicz Interpolation Theorem of Chapter 12, because, as is now well known, the study of singular integrals proceeds by examining their action on $L^{1}$ where they are not bounded, but merely of weak type. Furthermore, the important Marcinkiewicz Integral, which also plays a crucial role in the analysis of singular integrals on $L^{1}$, appears in Chapter 4, where it is part of a complete real variables approach to the $L^{p}$ theory of the Hilbert transform, using F. Riesz's Rising Sun Lemina (replaced by the Calderon-Zygmund Decomposition in the Caldcron-Zygmund higher-dimensional theory). The presentation of the Marcinkiewicz integral as applied here to the Hilbert transform gives the reader a beautiful preview of the Calderon-Zygmund Theory, and as such is a real highlight of this book. Finally, we should mention that the Marcinkiewicz Multiplier Theorem is included, in connection with applications of Littlewood-Paley Theory to Fourier series, and this theorem, like the real variable approach to the Hilbert transform, certainly has a flavor of more recent developments which came as a consequence of the program of Calderon and Zygmund.

As mentioned above, just prior to the Wilno period during which Zygmund met his student Marcinkiewicz, he traveled to England to work with Hardy and Littlewood, and, at the same time met Paley. It is probably not possible to overstate the importance of the impact of these two giants of analysis and their brilliant student on Zygmund. This is very clearly reflected in this volume. In the first place, the Hardy-Littlewood Maximal Theorem is quite properly given great emphasis, and introduced quite early in the book (page 29 of Volume 1). $\%$ ygmund felt that the Maximal Theorem was of the greatest importance, and ellearly communicated this in both his mathomatics and his work with students. Although Hardy and Littlewood invented the idea, it is only fair to give Zygmund and his students such as Calderon and Stein much credit for realizing its pervasive role in analysis. The theory of Hardy Spaces is an early manifestation of the impact of maximal functions on singular integrals, a story told in entirety only several decades later with the work of Stein and Weiss and then of Charles Fefferman and Stein on the subject. In this book (Chapter.7) one finds the original approach to the subject by use of the theory of analytic functions of a complex variable. Making use of Blashke products to reduce the study of $H^{p}$ functions to the case where the function has no zeros, one can raise these analytic functions to small positive powers, thereby passing from the case $p<1$ to the case $p>1$ and allowing the Hardy-Littlewood Maximal Operator to control things, since the Maximal Operator is well bchaved on the spaces $L^{p}$, $p>1$. Another very major collection of theorems, comprising the Littlewood-Paley Theory is emphasized as well, in Chapters 14 and 15. Zygmund felt that this theory was, to a much greater extent than most of the material in his book, "ahcad of its time" and history has proven him correct. The Littlewood-Paley Theory involves the study of a certain quadratic functional, the Littlewood-Palcy function, associated with a given function on the circle, which in turn is defined via the gradient of the harmonic extension of this function. This associated Littlewood-Paley function has an $L^{p}$ norm $(1<p<\infty)$ which is comparable in size with the $L^{p}$ norm of the function, and is therefore extremely uscful in a number of important applications. In Trigonomelric Series, one sees this functional applied to prove the Marcinkiewicz Multiplier Theorem, and to understand the theory of Hardy Spaces. Treated via a combination of identities for harmonic and analytic functions, this theory was later seen to be very much related to the theory of martingales from probability theory and to the Calderon-Zygmund Theory of singular integrals. In fact one of the most elegant applications of the latter theory was to recapture a very simple and conceptual proof of the Littlewood-Palcy Theorem by viewing this as a special casc of the boundedness of singular integrals, if one only considers the case of Hilbert space valued kernels.

The Littlewood-Paley Theory and the Marcinkicwicz Multiplier Theorem lead naturally to the scientific collaboration in Zygmund's life that was no doubt one of the greatest of the twentieth century, namely that with his student, Alberto Calderon. Although there is not a detailed account of the Calderon-Zygmund Theory in higher dimensions in this book, one can see several highlights of the work of Calderon, and of Calderon-Zygmund. For example, it includes Calderon's celebrated thesis result, that for harmonic functions in the upper half space, non-tangential boundedness and non-tangential convergence are almost everywhere equivalent
(this is actually only presented in the context of harmonic functions in the disk, but as Zygmund points out the exact same proof extends to functions harmonic in the unit ball or upper half space in higher dimensions). And, as pointed out above, the Hilbert transform is analyzed by techniques which are the onc-variable predecessors of the Calderon-Zygmund ones, such as the Rising Sun Lemma of F. Riesz rather than the Calderon-Zygmund Decomposition. There is no question that anyone who reads Trigonometric Series will not only gain an understanding of the classical onedimensional theory of Fourier Analysis, but will get an excellent understanding of the background of the more modern methods in several variables, and an insightful previcw of those methods. As far as a view of the development by Zygmund of the Chicago School of Analysis goes, this text is simply written too carly to cover most of this period. In particular, it is too carly to refleet the tremendous influence of Stein who only started his carecr shortly before the final major revision. Still, it should be noted that Zygmund includes in a prominent way the Stein Theorem on interpolation of analytic families of operators, which has passed the test of timc as one of the basic tools of modern harmonic analysis. It is also worth noting that Zygmund mentioned on a number of occasions his regret at not having included the Carleson-Hunt Theorem on almost everywhere convergence of the Fourier serics of functions belonging to $L^{p}, p>1$. At one time, he was considering a second major revision which would have included this result, but for some reason he never produced this revision. That he must be forgiven this omission is completely clear, since all books must end somewhere.

In fact, what is surprising about the current volume is not what is missing. What is surprising is that a single person could write such an extraordinarily comprehensive and masterful presentation of such a vast ficld. This volume is a text of historic proportion, having influenced scveral generations of some of the greatest analysts of the twentieth century. It holds every promise to do the same in the twenty-first.
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## PREFACE

The first edition of this book was written almost twenty-five years ago. Since then the theory of trigonometric series has undergone considerable change. It has always been one of the central parts of Analysis, but now we see its notions and methods appearing, in abstract form, in distant fields like the theory of groups, algebra, theory of numbers. These abstract extensions are, however, not considered here and the subject of the second edition of this book is, as before, the classical theory of Fourier series, which may be described as the meeting ground of the Real and Complex Variables.

This theory has been a source of new ideas for analysts during the last two centuries, and is likely to be so in years to come. Many basic notions and results of the theory of functions have been obtained by mathematicians while working on trigonometric series. Conceivably these discoveries might have been made in different contexts, but in fact they came to life in connexion with the theory of trigonometric series. It was not accidental that the notion of function generally accepted now was first formulated in the celebrated memoir of Dirichlet (1837) dealing with the convergence of Fourier series; or that the definition of Riemann's integral in its general form appeared in Riemann's Habilitationsschrift devoted to trigonometric series; or that the theory of sets, one of the most important developments of nine-teenth-century mathematics, was created by Cantor in his attempts to solve the problem of the sets of uniqueness for trigonometric series. In more recent times, the integral of Lebesgue was developed in close connexion with the theory of Fourier series, and the theory of generalized functions (distributions) with that of Fourier integrals.

A few words about the main problems of the present-day theory of trigonometric series. It has been decisively influenced by the methods of Lebesgue integration. These helped to solve the problem of the representation of functions by their Fourier series. This problem, stated in terms of summability of Fourier series, is now essentially a closed chapter (in spite of a large number of papers still written on the subject). The same holds for the problem of convergence of Fourier series at individual points. As regards the convergence or divergence almost everywhere, however, much still remains to be done. For example the problem of the existence of a continuous function with an everywhere divergent Fourier series is still open. One may argue that, owing to old-fashioned habits of thinking, one attaches too much importance to the notion of convergence as a method of summing Fourier series, and that, for example, the method of the first arithmetic mean is much more relevant; but there seems to be little doubt that the methods needed for the solution of the problem will be of considerable interest and value for the theory of functions.

Two other major problems of the theory also await their solution. These are the structure of the sets of uniqueness and the structure of the functions with absolutely convergent Fourier series; these problems are closely connected. General methods of solving them are still lacking and in a search for solutions we shall probably have to go beyond the domain of the theory of functions, in the direction of the theory of numbers and Diophantine approximation.

Among the outstanding problems of the theory one may also mention that of the behaviour of trigonometric series on sets of positive measure, and that of further developments of complex methods.

Another domain is that of multiple Fourier series. Here we have barely begun. Routine extensions from the case of a single variable are easy, but significant results are comparatively few. The field is vast and promising and at present we probably do not realize the shape of its problems, though the results here may be even more important for applications than in the case of a single variable.
Thinking of the extent and refinement reached by the theory of trigonometric series in its long development one sometimes wonders why only relatively few of these advanced achievements find an application. Part of the explanation is that in many problems of Analysis we can go far enough with more economical tools. For example. where in the past, to obtain a rigorous solution of a problem we had to prove the uniform convergence, or at least convergence almost everywhere, today we use convergence in norm, which effectively bypasses earlier difficulties. Other examples of a similar nature can be given. More subtle results of the theory, however, if we look at them in proper perspective, can give far-reaching applications. To give examples: extensions of methods dealing with conjugate functions of a single variable to the case of several variables can be an important tool in the theory of partial differential equations of elliptic type; results about the boundary behaviour of harmonic functions of two variables can be used to study boundary behaviour of analytic functions of several complex variables, etc.

We conclude with a remark about the character of the book. The first four chapters of it may serve as an introduction to the theory (part of the material contained herein can be omitted in this case; for example, the real-variable proof of the existence of the conjugate function, rearrangement of functions, linear operations). The material contained in subsequent chapters can be read, using cross-references, in practically any order. The 'miscellaneous theorems and examples' at the end of chapters are mostly accompanied by hints and are intended as possible exercises for the interested reader. Numbers in square brackets stand for items of the Bibliography at the end of the book. Notes at the end of each volume contain bibliographic references and additional information about the results of the text.

Practically all the manuscript of the book was read by Professor J. E. Littlewood and Mr P. Swinnerton-Dyer, and I have greatly profited from their criticism and suggestions. They, as well as Professor R. P. Boas, Mr T. G. Madsen, and Professors Guido and Mary Weiss, also helped me in the long and tedious process of proof reading. Without this assistance many misprints and actual errors could have remained unnoticed, and I am grateful for this aid. I also appreciate the understanding and patience shown me by the Cambridge University Press. Finally I owe a great debt to my friend Professor R. Salem with whom I have collaborated over many years. The subject-matter of the book was often a topic of our discussions and in a considerable number of places any merits of the presentation are due to him.
A. $Z$.

Chicago,
August, 1958

## NOTE ON THE 1968 IMPRESSION

This reprint has given me the opportunity of correcting a number of errors which slipped through in the preparation of the second edition and of including the more comprehensive index which several reviewers felt would be useful. I am most grateful to Drs L. Gordon, S. Lasher and L. Ziomek for preparing the new index.
A. $Z$.

Chicago,
JULY, 1968

## NOTE ON THE 1977 IMPRESSION

The present reprinting is identical with that of 1968, except for the correction of misprints previously overlooked. In particular, we have not attempted to deal with the remarkable transformation of perspective in the field of almost everywhere convergence of Fourier Series which was brought about by Carleson through the proof of his celebrated theorem on almost everywhere convergence of the Fourier Series of $L^{2}$ functions, a result subsequently extended by Hunt to $L^{p}, p>1$, functions. We refer the reader to the articles: L. Carleson, On convergence and growth of partial sums of Fourier Series, Acta Mathematica 116 (1966), 135-57, and R. A. Hunt, On the convergence of Fourier Series, Proc. Conference Edwardsville, Ill., 1967, pp. 235-55.
A. $Z$.

Chicago
Afrile 1977
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## TRIGONOMETRIC SERIES AND FOURIER SERIES. AUXILIARY RESULTS

## 1. Trigonometric series

These are series of the form

$$
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right)
$$

Here $x$ is a real variable and the coefficients $a_{0}, a_{1}, b_{1}, \ldots$ are independent of $x$. We may usually suppose, if we wish, that the coefficients are real; when they are complex the real and imaginary parts of (1-1) can be taken separately. The factor $\frac{1}{2}$ in the constant term of ( $1 \cdot 1$ ) will be found to be a convenient convention.

Since the terms of ( $1 \cdot 1$ ) are all of period $2 \pi$, it is sufficient to study trigonometric series in an interval of length $2 \pi$, for example in $(0,2 \pi)$ or $(-\pi, \pi)$.

Consider the power series

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu}-i b_{\nu}\right) z^{\nu} \tag{1-2}
\end{equation*}
$$

on the unit circle $z=e^{i x}$. The series (1-1) is the real part of (1-2). The series

$$
\sum_{\nu=1}^{\infty}\left(a_{\nu} \sin \nu x-b_{\nu} \cos \nu x\right)
$$

(with zero constant term), which is the imaginary part of ( $1 \cdot 2$ ), is called the series conjugate to ( $1 \cdot 1$ ). If $S$ is the series ( $1 \cdot 1$ ), its conjugate will be denoted by $S$. The conjugate of $S$ is, except for the constant term, $-S$.

A finite trigonometric sum

$$
T(x)=\frac{1}{2} a_{0}+\sum_{\nu=1}^{n}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right)
$$

is called a trigonometric polynomial of order $n$. If $\left|a_{n}\right|+\left|b_{n}\right| \neq 0, T(x)$ is said to be strictly of order $n$. Every $T(x)$ is the real part of an ordinary (power) polynomial $P(z)$ of degree $n$, where $z=e^{i x}$.

We shall often use the term 'polynomial' instead of 'trigonometric polynomial'.
The fact that trigonometric series are real parts of power series often suggests a method of summing them. For example, the series

$$
P(r, x)=\frac{1}{2}+\sum_{\nu=1}^{\infty} r^{\nu} \cos \nu x, \quad Q(r, x)=\sum_{\nu=1}^{\infty} r^{\prime} \sin v x \quad(0 \leqslant r<1)
$$

are respectively the real and imaginary parts of
where $z=r e^{i x}$. This gives

$$
\frac{1}{2}+z+z^{2}+\ldots=\frac{1}{2} \frac{1+z}{1-z}
$$

$$
P(r, x)=\frac{1}{2}-\frac{1}{1-2 r \cos x+r^{2}}, \quad Q(r, x)=\frac{r \sin x}{1-2 r \cos x+r^{2}}
$$

Similarly, from the formula

$$
\log _{\frac{1}{1-z}}=z+\frac{1}{2} z^{2}+\ldots \quad(0 \leqslant r<1),
$$

we get $\sum_{\nu=1}^{\infty} \frac{\cos 1 x}{\nu} r^{\nu}=\frac{1}{2} \log \frac{1}{1-2 r \cos x+r^{2}}, \quad \sum_{\nu=1}^{\infty} \frac{\sin \nu x}{\nu} r^{\nu}=\arctan \frac{r \sin x}{1-r \cos x}$,
with $\arctan 0=0$.
Let us now consider the series

$$
\frac{1}{2}+\sum_{\nu=1}^{\infty} \cos \nu x, \quad \sum_{\nu=1}^{\infty} \sin \nu x,
$$

which are obtained by writing 1 for $r$ in $P(r, x)$ and $Q(r, x)$, and let us denote by $D_{n}(x)$ and $\tilde{D}_{n}(x)$ the $n$th partial sums of these series. Arguing as before, we get

$$
D_{n}(x)=\frac{1}{2}+\sum_{\nu=1}^{n} \cos \nu x=\frac{\sin \left(n+\frac{1}{2}\right) x}{2 \sin \frac{1}{2} x}, \quad D_{n}(x)=\sum_{\nu=1}^{n} \sin \nu x=\frac{\cos \frac{1}{2} x-\cos \left(n+\frac{1}{2}\right) x}{2 \sin \frac{1}{2} x} .
$$

A slightly simpler method of proving the formula for $D_{n}(x)$ is to multiply $D_{n}(x)$ by $2 \sin \frac{1}{2} x$ and replace the products $2 \sin \frac{1}{2} x \cos v x$ by differences of sines. Then all the terms except the last cancel. Similarly for $D_{n}(x)$.

These formulae show that $D_{n}(x)$ and $D_{n}(x)$ are uniformly bounded, indeed are absolutely less than cosec $\frac{1}{2} \epsilon$, in each interval $0<\epsilon \leqslant x \leqslant 2 \pi-\epsilon$.

Many trigonometric expressions have a term $2 \sin \frac{1}{2} x$ or $2 \tan \frac{1}{2} x$ in the denominator, and in this connexion we often use the inequalities

$$
\sin u \leqslant u, \quad \sin u \geqslant \frac{2}{\pi} u, \quad \tan u \geqslant u \quad\left(0 \leqslant u \leqslant \frac{1}{2} \pi\right) .
$$

Expressing the cosines and sines in terms of exponential functions, we write the $n$th partial sum $s_{n}(x)$ of $(1 \cdot 1)$ in the form

$$
\frac{1}{2} a_{0}+\frac{1}{2} \sum_{\nu=1}^{n}\left\{\left(a_{\nu}-i b_{\nu}\right) e^{i \nu x}+\left(a_{\nu}+i b_{\nu}\right) e^{-i \nu x}\right\} .
$$

If we define $a_{\nu}$ and $b_{\nu}$ for negative $\nu$ by the conditions

$$
a_{-\nu}=a_{\nu}, \quad b_{-\nu}=-b_{\nu} \quad(\nu=0,1,2, \ldots)
$$

(thus in particular $b_{0}=0$ ), $s_{n}$ is the $n$th symmetric partial sum, that is to say, the sum of the $2 n+1$ central terms, of the Laurent series

$$
\sum_{\nu=-\infty}^{+\infty} c_{\nu} i^{i \nu x} \quad\left(c_{\nu}=\frac{1}{2}\left(a_{\nu}-i b_{\nu}\right)\right)
$$

where, if the $a_{\nu}$ and $b_{\nu}$ are real,

$$
c_{-\nu}=\bar{c}_{\nu} \quad(\nu=0,1,2, \ldots)
$$

Conversely, any serics ( 1.5 ) satisfying ( $1 \cdot 6$ ) may be written in the form ( $1 \cdot 1$ ) with $a_{\nu}$ and $b_{\nu}$ real. The series ( $1 \cdot 5$ ) satisfying ( $1 \cdot 6$ ) is a cosine series if and only if the $c_{\nu}$ are real; it is a sine series if and only if the $c_{\nu}$ are purely imaginary.

Whenever we speak of convergence or summability (see Chapter III) of a series (1.5), we arc always concerned with the limit, ordinary or generalized, of the symmetric partial sums.

It is easily seen that the series conjugate to ( $1 \cdot 1$ ) is

$$
\begin{equation*}
-i \sum_{\nu=-\infty}^{+\infty}(\operatorname{sign} \nu) c_{\nu} e^{i \nu x}, \tag{1.7}
\end{equation*}
$$

where the symbol 'sign $z$ ' is defined as follows:

$$
\operatorname{sign} 0=0, \quad \operatorname{sign} z=z /|z| \quad(z \neq 0)
$$

Each of the forms ( $1 \cdot 1$ ) and ( $1 \cdot 5$ ) of trigonometric series has its advantages. Where we are dealing with ( $1 \cdot 1$ ) we suppose, unless the contrary is stated, that the $a$ 's and $b$ 's are real. Where we are dealing with ( $1 \cdot 5$ ), on the other hand, it is convenient to leave the $c$ 's unrestricted. The result is then that if ( $1 \cdot 1$ ) has complex coefficients and is of the form $S_{1}+i S_{2}$, where $S_{1}$ and $S_{2}$ have real coefficients, then the series conjugate to (1-1) is $S_{1}+i S_{2}$.

The following notation will also be used:

$$
A_{0}(x)=\frac{1}{2} a_{0}, \quad A_{n}(x)=a_{n} \cos n x+b_{n} \sin n x, \quad B_{n}(x)=a_{n} \sin n x-b_{n} \cos n x \quad(n>0),
$$

so that ( $1 \cdot 1$ ) and ( $1 \cdot 3$ ) are respectively

$$
\sum_{n=0}^{\infty} A_{n}(x), \sum_{n=1}^{\infty} B_{n}(x) .
$$

We shall sometimes write ( $1 \cdot 1$ ) in the form

$$
\sum_{n=0}^{\infty} \rho_{n} \cos \left(n x+\alpha_{n}\right), \quad \text { where } \quad \rho_{n}=\left(a_{n}^{2}+b_{n}^{2}\right)^{2} \geqslant 0
$$

If $c_{\nu}=0$ for $\nu<0,(1-5)$ will be said to be of pouer series type. For such series, $S$ is, except for the constant term, $-i S$. Obviously, $S$ is the power series $c_{0}+c_{1} z+c_{2} z^{2}+\ldots$ on the unit circle $|z|=1$.

In view of the periodicity of a trigonometric series it is often convenient to identify points $x$ congruent mod $2 \pi$ and to accept all the implications of this convention. Thus, generally, we shall say that two points are distinct if they are not congruent mod $2 \pi$; a point $x$ will be said to be outside a set $E$ if it is outside every set congruent to $E \bmod 2 \pi$; and so on. This convention amounts to considering points $x$ as situated on the circumference of the unit circle. If on occasion the convention is not followed the position will be clear from the context.

## 2. Summation by parts

This is the name given to the formula

$$
\sum_{\nu=1}^{n} u_{\nu} v_{\nu}=\sum_{\nu=1}^{n-1} U_{\nu}\left(v_{\nu}-v_{\nu+1}\right)+U_{n} v_{n},
$$

where $U_{k}=u_{1}+u_{2}+\ldots+u_{k}$ for $k=1,2, \ldots, n$; it is also called $A$ bsl's transformation.
(2-1) can be easily verified; it corresponds to integration by parts in the theory of integration. The following corollary is very useful.
(2-2) Theorem. If $v_{1}, v_{2}, \ldots, v_{n}$ are non-negative and non-increasing, then

$$
\left|u_{1} v_{1}+u_{2} v_{2}+\ldots+u_{n} v_{n}\right| \leqslant v_{1} \max _{k}\left|U_{k}\right| .
$$

For the absolute value of the right-hand side of (2•1) does not exceed

$$
\left\{\left(v_{1}-v_{2}\right)+\left(v_{2}-v_{3}\right)+\ldots+\left(v_{n-1}-v_{n}\right)+v_{n}\right\} \max \left|U_{k}\right|=v_{1} \max \left|U_{k}\right|
$$

The case when $\left\{v_{\nu}\right\}$ is non-negative and non-decreasing can be reduced to the preceding one by reversing the sequence. The left-hand side of (2.3) then does not exceed

$$
v_{n} \max \left|U_{n}-U_{k-1}\right| \leqslant 2 v_{n} \max \left|U_{k}\right|
$$

A sequence $v_{0}, v_{1}, \ldots, v_{n}, \ldots$ is said to be of bounded variation if the series

$$
\left|v_{1}-v_{0}\right|+\left|v_{2}-v_{1}\right|+\ldots+\left|v_{n}-v_{n-1}\right|+\ldots
$$

converges. This implies the convergence of $\left(v_{1}-v_{0}\right)+\ldots+\left(v_{n}-v_{n-1}\right)+\ldots=\lim \left(v_{n}-v_{0}\right)$, and so every sequence of bounded variation is convergent.

The following result is an immediate consequence of (2-1).
(2.4) Theorem. If the series $u_{0}(x)+u_{1}(x)+\ldots$ converges uniformly and if the sequence $\left\{v_{v}\right\}$ is of bounded variation, then the series $u_{0}(x) v_{0}+u_{1}(x) v_{1}+\ldots$ converges uniformly.

If the partial sums of $u_{0}(x)+u_{1}(x)+\ldots$ are uniformly bounded, and if the sequence $\left\{v_{v}\right\}$ is of bounded variation and tends to 0 , then the series $u_{0}(x) v_{0}+u_{1}(x) v_{1}+\ldots$ converges uniformly.

The series ( $1 \cdot 1$ ) converges, and indeed uniformly, if $\Sigma\left(\left|a_{\nu}\right|+\left|b_{\nu}\right|\right)$ converges. Apart from this trivial case the convergence of a trigonometric series is a delicate problem. Some special but none the less important results follow from the theorem just stated. Applying it to the series

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty} a_{\nu} \cos \nu x, \quad \sum_{\nu=1}^{\infty} a_{\nu} \sin \nu x \tag{2.5}
\end{equation*}
$$

and taking into account the properties of $D_{n}(x)$ and $D_{n}(x)$ we have:
(2.6) Theorem. If $\left\{a_{\nu}\right\}$ tends to 0 and is of bounded variation (in particular, if $\left\{a_{\nu}\right\}$ tends monotonically to 0 ) both series (2.5), and so also the series $\Sigma a_{\nu} e^{i v x}$, converge uniformly in each interval $\epsilon \leqslant x \leqslant 2 \pi-\epsilon(\epsilon>0)$.

As regards the neighbourhood of $x=0$, the behaviour of the cosine and sine series (2.5) may be totally different. The latter always converges at $x=0$ (and so everywhere), while the convergence of the former is equivalent to that of $a_{1}+a_{2}+\ldots$. If $\left\{a_{\nu}\right\}$ is of bounded variation but does not tend to 0 , the uniform convergence in Theorem (2.6) is replaced by uniform boundedness.

Transforming the variable $x$ we may present (2.6) in different forms. For example, replacing $x$ by $x+\pi$ we have:
(2.7) Theorem. If $\left\{a_{\nu}\right\}$ is of bounded variation and tends to 0 , the series

$$
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}(-1)^{\nu} a_{\nu} \cos \nu x, \quad \sum_{\nu=1}^{\infty}(-1)^{\nu} a_{\nu} \sin \nu x
$$

converge uniformly for $|x| \leqslant \pi-\epsilon(\epsilon>0)$.
By (2.6), the series $\Sigma \nu^{-1} \cos \nu x$ and $\Sigma \nu^{-1} \sin \nu x$ converge for $x \neq 0$ (the latter indeed everywhere). Using the classical theorem of Abel which asserts that if $\Sigma \alpha_{\nu}$ converges
to $s$ then $\Sigma \alpha_{\nu} r^{\nu} \rightarrow s$ as $r \rightarrow 1-0$ (see Chapter III, §1, below), we deduce from (1-4) the formulae

$$
\left.\begin{array}{l}
\sum_{\nu=1}^{\infty} \frac{\cos \nu x}{\nu}=\log _{\left\lceil\left. 2 \sin \frac{1}{2} x \right\rvert\,\right.} \\
\sum_{\nu=1}^{\infty} \frac{1}{\sin \nu x} \frac{\sin }{\nu}=\frac{1}{2}(\pi-x)
\end{array}\right\} \quad(0<x<2 \pi) .
$$

## 3. Orthogonal series

A system of real- or complex-valued functions $\phi_{0}(x), \phi_{1}(x), \phi_{2}(x), \ldots$, defined in an interval ( $a, b$ ), is said to be orthogonal over $(a, b)$ if

$$
\int_{a}^{b} \phi_{m}(x) \bar{\phi}_{n}(x) d x=\left\{\begin{array}{rcc}
0 & \text { for } & m \neq n \\
\lambda_{m}>0 & \text { for } & m=n
\end{array}\right\} \quad(m, n=0,1,2, \ldots) .
$$

In particular,
(i) the functions $\left|\phi_{m}(x)\right|^{2}$ are all integrable over $(a, b)$;
(ii) no $\phi_{m}(x)$ can vanish identically (for that would imply $\lambda_{m}=0$ ).

If in addition $\lambda_{0}=\lambda_{1}=\lambda_{2}=\ldots=1$, the system is said to be normal. A system orthogonal and normal is called orthonormal. If $\left\{\phi_{n}(x)\right\}$ is orthogonal, $\left\{\phi_{n}(x) \left\lvert\, \lambda_{n}^{\frac{1}{2}}\right.\right\}$ is orthonormal.

The importance of orthogonal systems is based on the following fact. Suppose that

$$
c_{0} \phi_{0}(x)+c_{1} \phi_{1}(x)+\ldots+c_{n} \phi_{n}(x)+\ldots,
$$

where $c_{0}, c_{1}, \ldots$ are constants, converges in ( $a, b$ ) to a function $f(x)$. If we multiply both sides of the equation $f=c_{0} \phi_{0}+c_{1} \phi_{1}+\ldots$ by $\bar{\phi}_{n}$ and integrate term by term over ( $a, b$ ), we have, after (3•1),

$$
\begin{equation*}
c_{n}-\frac{1}{\lambda_{n}} \int_{a}^{b} f(x) \Phi_{n}(x) d x \quad(n=0,1,2, \ldots) \tag{3•2}
\end{equation*}
$$

The argument is purely formal, although in some cases easily justifiable, e.g. if the series defining $f(x)$ converges almost everywhere, its partial sums are absolutely dominated by an integrable function, and each $\phi_{n}$ is bounded. It suggeste the following problem. Suppose that a function $f(x)$ is defined in ( $a, b$ ). We compute the numbers $c_{n}$ by means of (3.2), and we write

$$
\begin{equation*}
f(x) \sim c_{0} \phi_{0}(x)+c_{1} \phi_{1}(x)+\ldots . \tag{3•3}
\end{equation*}
$$

We call the numbers $c_{n}$ the Fourier coefficients of $f$, and the series in (3.3) the Fourier series of $f$, with respect to the system $\left\{\phi_{n}\right\}$. The sign ' $\sim$ ' in (3.3) only means that the $c_{n}$ are connected with $f$ by the formulae (3.2), and conveys no implication that the series is convergent, still less that it converges to $f(x)$. The problem is: in what sense, and under what conditions, does the series (3.3) 'represent' $f(x)$ ?

This book is devoted to the study of a special but important orthogonal system, namely the trigonometric system (see §4), and the theory of general orthogonal systems will be studied only in so far as it bears on this system. It may, however, be observed here that if an orthogonal system $\left\{\phi_{n}\right\}$ is to be at all useful for developing functions it must be complete, that is to say, whenever a new function $\psi$ is added to it the new system is no longer orthogonal. For otherwise there would exist a function
(namely, the function $\psi^{\prime}$ ), not vanishing identically, whose Fourier series with respect to the system $\left\{\phi_{n}\right\}$ would consist entirely of zeros.

If the functions $\phi_{n}$ are real-valued, we may drop the bars in (3.1) and (3.2).
The following system $\left\{\phi_{\nu}\right\}$, orthonormal over ( 0,1 ), is instructive. Let $\phi_{0}(x)$ be the function of period 1 , equal to +1 for $0<x<\frac{1}{2}$ and to -1 for $\frac{1}{2}<x<1$; and let $\phi_{0}(0)=\phi_{0}\left(\frac{1}{2}\right)=0$. Let

$$
\zeta_{n}(x)=\phi_{0}\left(2^{n} x\right) \quad(n=0,1,2, \ldots) .
$$

The function $\phi_{n}(x)$ takes alternately the values $\pm 1$ inside the intervals

$$
\left(0,2^{-n-1}\right), \quad\left(2^{-n-1}, 2 \cdot 2^{-n-1}\right), \quad\left(2.2^{-n-1}, 3 \cdot 2^{-n-1}\right), \quad \cdots
$$

That $\left\{\phi_{n}\right\}$ is orthogonal follows from the fact that if $m>n$ the integral of $\phi_{m} \phi_{n}$ over any of these intervals is 0 . The system is obviously normal. It is not complete, since the function $\psi(x)=1$ may be added to it (see also Ex. 6 on p. 34). The functions $\phi_{n}$ are called Rademacher's functions. Clearly,

$$
\phi_{n}(x)=\operatorname{sign} \sin 2^{n+1} \pi x . \dagger
$$

For certain problems the following extension of the notion of orthogonality is useful. Let $\omega(x)$ be a function non-decreasing over ( $a, b$ ), and let $\phi_{0}, \phi_{1}, \phi_{2}, \ldots$ be a system of functions in ( $a, b$ ) such that

$$
\int_{a}^{b} \phi_{m}(x) \bar{\phi}_{n}(x) d \omega(x)=\left\{\begin{array}{rll}
0 & \text { for } & m \neq n  \tag{3.4}\\
\lambda_{m}>0 & \text { for } & m=n
\end{array}\right\} \quad(m, n=0,1, \ldots)
$$

where the integral is taken in the Stieltjes sense (Stieltjes-Riemann or Stieltjes Lebesgue). The system $\left\{\phi_{n}\right\}$ is then called orthogonal over ( $a, b$ ) with respect to $d \omega(x)$. If $\lambda_{0}=\lambda_{1}=\ldots=1$, the system is orthonormal. The Fourier coefficients of any function $f$ with respect to $\left\{\phi_{n}\right\}$ are

$$
c_{n}=\frac{1}{\lambda_{n}} \int_{a}^{b} f(x) \bar{\phi}_{n}(x) d \omega(x)
$$

and the series $c_{0} \phi_{0}+c_{1} \phi_{1}+\ldots$ is the Fourier series of $f$. If $\omega(x)=x$, this is the same as the old definition. If $\omega(x)$ is absolutely continuous, $d \omega(x)$ may be replaced by $\omega^{\prime}(x) d x$ and the functions $\phi_{n}(x) \sqrt{ }\left\{\omega^{\prime}(x)\right\}$ are orthogonal in the old sense. The case when $\omega(x)$ is a step function is important for trigonometric interpolation (see Chapter $\mathbf{X}$ ).

## 4. The trigonometric system

The system of functions

$$
e^{i n s} \quad(n=0, \pm 1, \pm 2, \ldots)
$$

is orthogonal over any interval of length $2 \pi$ since, for any real $\alpha$,

$$
\int_{\alpha}^{\alpha+2 \pi} e^{i m x} e^{-i n x} d x= \begin{cases}0 & (m \neq n) \\ 2 \pi & (m=n)\end{cases}
$$

With respect to (4.1) the Fourier series of any function $f(x)$ defined, say, in the interval $(-\pi, \pi)$ is

$$
\sum_{-\infty}^{+\infty} c_{\nu} e^{i \nu x}
$$

+ The yalues $\phi_{n}(x)$ are closely related to the dyadic development of $x$. If $0<x<1, x$ is not a dyadic rational and has dyadic development $\cdot d_{1} d_{2} \ldots d_{n} \ldots$, where the $d_{n}$ are 0 or 1 , then

$$
d_{n}=d_{n}(x)=\left\{\left\{1-\phi_{n-1}(x)\right\}\right.
$$

$$
\text { where } \quad c_{\nu}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(t) e^{-i v} d t .
$$

Let us set

$$
a_{\nu}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos \nu t d t, \quad b_{\nu}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin \nu t d t \quad(\nu=0,1, \ldots)
$$

(thus $b_{0}=0$ ), so that

$$
c_{\nu}=\frac{1}{2}\left(a_{\nu}-i b_{\nu}\right), \quad c_{-\nu}=\frac{1}{2}\left(a_{\nu}+i b_{\nu}\right) \quad(\nu \geqslant 0) .
$$

Bracketing together in (4-2) the terms with $\pm \nu$, we write the series in the form

$$
c_{0}+\left(c_{1} e^{i x}+c_{-1} e^{-i x}\right)+\ldots+\left(c_{n} e^{i n x}+c_{-n} e^{-i n x}\right)+\ldots
$$

or, taking into consideration (4.5),

$$
\frac{1}{2} a_{0}+\left(a_{1} \cos x+b_{1} \sin x\right)+\ldots+\left(a_{n} \cos n x+b_{n} \sin n x\right)+\ldots
$$

Since the orthonormality of a pair of functions $\phi_{1}, \phi_{2}$ implies the orthogonality of the pair $\phi_{1} \pm \phi_{2}$, it is easily seen that the system

$$
\frac{1}{2}, \quad \frac{e^{i x}+e^{-i x}}{2}, \frac{e^{i x}-e^{-i x}}{2 i}, \cdots, \frac{e^{i n x}+e^{i n x}}{2}, \frac{e^{i n x}-e^{-i n x}}{2 i}, \ldots
$$

or. what is the same thing, the system

$$
\frac{1}{2}, \quad \cos x, \quad \sin x, \quad \cos 2 x, \quad \sin 2 x, \quad \ldots,
$$

is orthogonal over any interval of length $2 \pi$.
The numbers $\lambda$ (see §3) for this system are $\frac{1}{2} \pi, \pi, \pi, \ldots$, so that, in view of (4.4), (4•6) is the Fourier series of a function $f(x),-\pi \leqslant x \leqslant \pi$, with respect to the system (4.7).

If the function $f(x)$ is even, that is, if $f(-x)=f(x)$, then

$$
a_{\nu}=\frac{2}{\pi} \int_{0}^{\pi} f(t) \cos \nu t d t, \quad b_{\nu}=0
$$

and if $f(x)$ is odd, that is, if $f(-x)=-f(x)$, then

$$
a_{\nu}=0, \quad b_{\nu}=\frac{2}{\pi} \int_{0}^{\pi} f(t) \sin \nu t d t
$$

The set of functions (4.7) is called the trigonometric system, and (4.1) the complex trigonometric system. The numbers $a_{\nu}, b_{\nu}$ will be called the Fourier coefficients (the adjective trigonometric being understood), and the numbers $c_{\nu}$ the complex Fourier coefficients, of $f$. Finally, (4-6) is the Fourier series and (4-2) the complex Fourier series, of $f$. When no confusion can arise we shall simply speak of the coefficients of $f$ and the series (or development) of $f$.

The Fourier series of $f$ in either of the forms (4.2) and (4.6) will be denoted by $S[f]$,
and the series conjugate to $S[f]$ by $\tilde{S}[f]$.
The series (4.2) and (4.6) are merely variants of each other, and in particular the partial sums of the latter are symmetric partial sums of the former. For real-valued functions we shall in this book use the forms (4-2) and (4.6) interchangeably. For complex-valued functions, in principle, only the form (4.2) will be used. However, for many problems of Fourier series (e.g. the problem of the representation of $f$ by $S[f])$ the limitation to real-valued functions is no restriction of generality.

Since the terms of (4-2) and (4•6) have period $2 \pi$, it is convenient to assume (as we shall always do in what follows) that the functions whose Fourier series we consider are defined not only in an interval of length $2 \pi$ but for all values of $x$, by the condition of periodicity

$$
f(x+2 \pi)=f(x) .
$$

(This may necessitate a change in the value of $f$ at one of the end-points of the interval, if initially the function had distinct values there.) In particular, when we speak of the Fourier series of a continuous function we shall always mean that the function is periodic and continuous in $(-\infty,+\infty)$. Similarly if we assert that a periodic $f$ is integrable, of bounded variation, etc., we mean that $f$ has these properties over a period. By periodic functions we shall always mean functions of period $2 \pi$.

If $\psi(x)$ is periodic, the integral of $\psi(x)$ over any interval of length $2 \pi$ is always the same. In particular, since $f(x)$ is now defined everywhere and is periodic, the interval of integration $(-\pi,+\pi)$ in (4-3) and (4.4) may be replaced by any interval of length $2 \pi$, for instance by $(0,2 \pi)$.
(4.10) Theorem. If (4.6) or (4.2) converges almost everywhere to $f(x)$, and its partial sums are absolutely dominated by an integrable function, the series is $S[f]$; in particular, the conclusion holds if the series converges uniformiy.

That $a_{p}, b_{v}$ are given by (4.4) follows by the same argument which led to (3.2) and which is now justified.

A function $f(x)$ defined in an interval of length $2 \pi$ (and continued periodically) has a uniquely defined $S[f]$. With a function $f(x)$ defined in an interval ( $a, b$ ) of length less than $2 \pi$ we can associate various Fourier series, for we may define $f(x)$ arbitrarily in the remaining part of an interval of length $2 \pi$ containing $(a, b)$. The case $(a, b)=(0, \pi)$ is of particular interest. If we define $f(x)$ in $(-\pi, 0)$ by the condition $f(-x)=f(x)$, so that the extended $f$ is even, we get a cosine Fourier series. If the extended $f$ is odd, we have a sine Fourier series. These two series are respectively called the cosine and sine Fourier series of the function $f(x)$ defined in $(0, \pi)$.

By a linear change of variable we may transform the trigonometric system into a system orthogonal over any given finite interval ( $a, b$ ). For example, the functions

$$
\exp \{2 \pi i n x /(b-a)\} \quad(n=0, \pm 1, \pm 2, \ldots)
$$

form an orthogonal system in ( $a, b$ ), and with any $f(x)$ defined in that interval we may associate the Fourier series

$$
\sum_{-\infty}^{+\infty} c_{n} \exp \frac{2 \pi i n x}{\omega}, \quad \text { where } c_{n}=\frac{1}{\omega} \int_{a}^{b} f(t) \exp \left(-\frac{2 \pi i n t}{\omega}\right) d t, \quad \omega=b-a .
$$

By a change of variable the study of such series reduces to the study of ordinary Fourier series. The case of functions $f(x)$ of period 1 is particularly important. Here

$$
f(x) \sim \sum_{n=-\infty}^{+\infty} c_{n} e^{2 \pi i n x}, \text { where } c_{n}=\int_{0}^{1} f(t) e^{-2 \pi i n t} d t .
$$

The notion of Fourier coefficients $a_{\nu}, b_{\nu}, c_{\nu}$ has a parallel notion, that of Fourier transforms

$$
\alpha(\nu)=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x) \cos \nu x d x, \quad \beta(\nu)=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x) \sin \nu x d x, \quad \gamma(\nu)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} f(x) e^{-i \nu x} d x .
$$

The function $f$ here is defined over an infinite interval, and in general is not periodic; $\nu$ is a continuous variable ranging from $-\infty$ to $+\infty$. Unless $f$ is a function absolutely integrable over $(-\infty, \infty)$, in which case the integrals (4•11) converge absolutely and uniformly for all $\nu$, one must specify the sense in which these integrals are taken. Fourier integrals occur sporadically in the theory of Fourier series, but a more detailed discussion of them is postponed to a later chapter (see Chapter XVI).

The problems of the theory of Fourier series are closely connected with the notion of integration. In the formulae (4-4) we tacitly assumed that the products $f \cos \nu t$, $f \sin \nu t$ were integrable. Thus we may consider Fourier-Riemann, Fourier-Lebesgue, Fourier-Denjoy, etc., series, according to the way in which the integrals are defined. In this book, except when otherwise stated, the integrals are always Lebesgue integrals. It is assumed that the reader knows the elements of the Lebesgue theory. Proofs of results of a special character will be given in the text, or the reader will be referred to standard text-books.

Every integrable function $f(x), 0 \leqslant x \leqslant 2 \pi$, has its Fourier series. It is even sufficient for $f$ to be defined almost everywhere in ( $0,2 \pi$ ), that is to say, everywhere except in a set of measure zero. Functions $f_{1}(x)$ and $f_{2}(x)$ which are equal almost everywhere have the same Fourier series. Following the usage of Lebesgue, we call them equivalent (in symbols, $f_{1}(x) \equiv f_{8}(x)$ ), and we do not distinguish between equivalent functions.

Throughout this book the following notations will consistently be used:

$$
x \in A, \quad x \notin A, \quad A \subset B, \quad B \supset A .
$$

The first means that $x$ belongs to the set $A$; the second that $x$ does not belong to $A$; the third and fourth that $A$ is a subset of $B$.

The Lebesgue measure of a set (in particular, of an interval) $E$ will be denoted by $|E|$. The sets and functions considered will always be measurable, even if this is not stated explicitly.

By a denumerable set we always mean a set which is either finite or denumerably infinite.

We list a few Fourier series which are useful in applications. Verifications are left to the reader.
(i) Let

$$
\phi(x)=\frac{1}{2}(\pi-x) \quad \text { for } \quad 0<x<2 \pi, \quad \phi(0)=\phi(2 \pi)=0 .
$$

Continued periodically $\phi(x)$ is odd and

$$
\phi(x) \sim \sum_{\nu=1}^{\infty} \frac{\sin \nu x}{\nu}=\frac{1}{2} \sum_{\nu=-\infty}^{+\infty} \frac{e^{i \nu x}}{i \nu}
$$

(sec also (2.8) above).
The function $\phi(x)$ can be used to remove discontinuities of other functions. For it is continuous except at $x=0$, where it has a jump $\pi$. Thus, if $f(x)$ is periodic and at $x=x_{0}$ has a jump $d=f\left(x_{0}+0\right)-f\left(x_{0}-0\right)$, the difference

$$
\Delta(x)=f(x)-(d / \pi) \phi\left(x-x_{0}\right)
$$

is continuous at $x_{0}$, or may be made so by changing the value of $f\left(x_{0}\right)$.
(ii) Let $s(x)=+1$ for $0<x<\pi$ and $s(x)=-1$ for $-\pi<x<0$. Then

$$
s(x) \sim \frac{4}{\pi} \sum_{\nu=1}^{\infty} \frac{\sin (2 \nu-1) x}{2 \nu-1}
$$

(iii) Given $0<h<\pi$, let $\chi(x)=1$ in $(-h, h), \chi(x)=0$ at the remaining points of $(-\pi, \pi)$. The function $\chi$ is even and

$$
\chi(x) \sim \frac{2 h}{\pi}\left[\frac{1}{2}+\sum_{\nu=1}^{\infty} \frac{\sin \nu h}{\nu h} \cos \nu x\right]=\frac{h}{\pi} \sum_{\nu=-\infty}^{+\infty} \frac{\sin \nu h}{\nu h} e^{i \nu x}
$$

where the value of $(\sin \nu h) / \nu h$ when $\nu=0$ is taken to be 1 .
(iv) Let $0<k \leqslant h, k+h \leqslant \pi$, and let $\mu(x)=\mu_{\mathrm{k}, k}(x)$ be periodic, continuous, even, equal to 1 in $(0, h-k), 0$ in $(h+k, \pi)$, linear in $(h-k, h+k)$. Then

$$
\mu(x) \sim \frac{2 h}{\pi}\left[\frac{1}{2}+\sum_{\nu=1}^{\infty}\left(\frac{\sin \nu h}{\nu h}\right)\left(\frac{\sin \nu k}{\nu k}\right) \cos \nu x\right]=\frac{h}{\pi} \sum_{-\infty}^{+\infty}\left(\frac{\sin \nu h}{\nu h}\right)\left(\frac{\sin \nu k}{\nu k}\right) e^{i \nu x} .
$$

The $\nu$ th coefficient of $\mu$ does not exceed a fixed multiple of $\nu^{-2}$, so that $S[\mu]$ converges absolutely and uniformly. Using Theorem (6.3) below we see that the sign ' $\sim$ ' in $(4 \cdot 15)$ can be replaced by the sign of equality.

For $k=0$ the series (4-15) go into the series (4.14).
(v) The special case $h=k$ of (4•15) deserves attention. Then

$$
\lambda_{h}(x)=\mu_{h, A}(x) \sim \frac{2 h}{\pi}\left[\frac{1}{2}+\sum_{v=1}^{\infty}\left(\frac{\sin \nu h}{\nu h}\right)^{2} \cos \nu x\right]=\frac{h}{\pi} \sum_{-\infty}^{+\infty}\left(\frac{\sin \nu h}{\nu h}\right)^{2} e^{i v x}
$$

The function $\lambda_{h}(x)$ is even, decreases linearly from 1 to 0 over the interval $0 \leqslant x \leqslant 2 h$, and is zero in $(2 h, \pi)$. It is useful to note that the coefficients of $S[\lambda]$ are non-negative. Using the remark made above that $S[\lambda]$ converges to $\lambda$ and setting $x=0$, we have the formula

$$
\sum_{\nu=-\infty}^{+\infty}\left(\frac{\sin \nu h}{\nu h}\right)^{2}=\frac{\pi}{h}
$$

which will be applied later.
The functions $\mu$ can be expressed in terms of the $\lambda$ 's:

$$
\begin{equation*}
\mu_{h, k}=\frac{1}{2}\left(\frac{h}{k}+1\right) \lambda_{1(h+k)}-\frac{1}{2}\left(\frac{h}{k}-1\right) \lambda_{1}(h-k) . \tag{4•18}
\end{equation*}
$$

Since both sides here are even functions of $x$ and represent polygonal lines, it is enough to check the formula for the values of $x$ corresponding to the vertices, that is, for $x=0$, $h \pm k, \pi$.
$\lambda$ is often called the triangular, or roof, function and $\mu$ the trapezoidal function.
(vi) Considering the Fourier series of the function $e^{-i \alpha x}, 0<x<2 \pi$, where $\alpha$ is any real or complex number, but not a real integer, we obtain the development

$$
\frac{\pi}{\sin \pi \alpha} e^{i(n-x) \alpha} \sim \sum_{n=-\infty}^{\infty} \frac{e^{i n x}}{n+\alpha}
$$

This degenerates to (4-12) when $\alpha \rightarrow 0$.

## 5. Fourier-Stieltjes series

Let $F(x)$ be a function of bounded variation defined in the closed interval $0 \leqslant x \leqslant 2 \pi$. Let us consider the series $\sum_{-\infty}^{+\infty} c_{\nu} e^{i v x}$ with coefficients given by the formula

$$
c_{\nu}=\frac{1}{2 \pi} \int_{0}^{9_{\pi}} e^{-i 凶} d F(t) \quad(\nu=0, \pm 1, \pm 2, \ldots)
$$

the integrals being Riemann-Stieltjes integrals. The numbers $c_{\nu}$ will be called the Fourier-Stieltjes coefficients of $F$, or the Fourier coefficients of $d F$. We write

$$
d F(x) \sim \sum_{\nu=-\infty}^{+\infty} c_{\nu} e^{i \nu x}
$$

and call the series here the Fourier-Stieltjes series of $F$ or the Fourier series of $d F$; we denote it by $S[d F]$. If $F(x)$ is absolutely continuous, then $S[d F]=S\left[F^{\prime}\right]$. We may also write $S[d F]$ in the form (4.6) with

$$
a_{\nu}=\frac{1}{\pi} \int_{0}^{2 \pi} \cos \nu t d F(t), \quad b_{\nu}=\frac{1}{\pi} \int_{0}^{2 \pi} \sin \nu t d F(t) .
$$

It is convenient to define $\boldsymbol{F}(\boldsymbol{x})$ for all $x$ by the condition

$$
F(x+2 \pi)-F(x)=F(2 \pi)-F^{\prime}(0),
$$

and this can be done without changing the values of $F$ for $0 \leqslant x \leqslant 2 \pi$. In the formulae for Fourier-Stieltjes coefficients we may then integrate over any interval of length $2 \pi$.

If we change $F(x)$ in a denumerable set, and if the new function is still of bounded variation, the numbers (5-1) remain unchanged. Thus we can assume once for all that the $F$ we consider have no removable discontinuities.

The function $F(x)$ defined for all $x$ by (5•2) is periodic if and only if $F(2 \pi)-F(0)$ vanishes, i.e. if $c_{0}=0$. The difference

$$
\Delta(x)=F(x)-c_{0} x
$$

is always periodic. For

$$
\Delta(x+2 \pi)-\Delta(x)=F(x+2 \pi)-F(x)-2 \pi c_{0}=0
$$

A function $F(x)$ of bounded variation satisfying (5-2) may be called a mass distribution (of positive and negative masses, in general) on the circumference of the unit circle. If $(\alpha, \beta)$ is an arc on this circumference and $0<\beta-\alpha \leqslant 2 \pi$, then $F(\beta)-F(\alpha)$ is, by definition, the mass situated on the semi-open arc $\alpha<x \leqslant \beta$. The series

$$
\sum_{-\infty}^{+\infty} e^{i n x}=2\left(\frac{1}{2}+\cos x+\cos 2 x+\ldots\right)
$$

is the Fourier-Stieltjes series of a mass $2 \pi$ concentrated at the point $x=0$ of the circumference.

## 6. Completeness of the trigonometric system

This theorem is a simple corollary of results we shall obtain later, but the following elementary proof, due to Lebesgue, is of interest in itself.

Let $f(x)$ be an integrable function whose coefficients $a_{0}, a_{1}, b_{1}, \ldots$ all vanish, so that

$$
\int_{-\pi}^{\pi} f(x) T(x) d x=0
$$

for any trigonometric polynomial $T(x)$. We have to show that $f(x) \equiv 0$. Let us assume first that $f(x)$ is continuous and not identically zero. There is then a point $x_{0}$ and two positive numbers $\epsilon, \delta$ such that $|f(x)|>\epsilon$, say $f(x)>\epsilon$, in the interval $I=\left(x_{0}-\delta, x_{0}+\delta\right)$.

It will be enough to show that there is a sequence $T_{n}(x)$ of trigonometric polynomials such that
(i) $T_{n}(x) \geqslant 0$ for $x \in I$;
(ii) $T_{n}(x)$ tends uniformly to $+\infty$ in every interval $I^{\prime}$ interior to $I$;
(iii) the $T_{n}$ are uniformly bounded outside $I$.

For then the integral in ( $6 \cdot 1$ ), with $T=T_{n}$, may be split into two, extended respectively over $I$ and over the rest of $(-\pi, \pi)$. By (i), the first integral exceeds

$$
\epsilon\left|I^{\prime}\right| \min _{x \in I^{\prime}} T_{n}(x)
$$

and so, by (ii), tends to $+\infty$ with $n$. The second integral is bounded, in view of (iii). Thus (6.1) is impossible for $T=T_{n}$ with $n$ large.

If we set

$$
T_{n}(x)=\{t(x)\}^{n}, \quad t(x)=1+\cos \left(x-x_{0}\right)-\cos \delta,
$$

then $t(x) \geqslant 1$ in $I, t(x)>1$ in $I^{\prime},|t(x)| \leqslant 1$ outside $I$. Conditions (i), (ii) and (iii) being satisfied, the theorem is proved for $f$ continuous.

Suppose now that $f$ is merely integrable, and let $F(x)=\int_{-\pi}^{x} f d t$. The condition $a_{0}=0$ implies that $F(x+2 \pi)-F(x)=0$, so that $F(x)$ is periodic. Let $A_{0}, A_{1}, B_{1}, \ldots$ be the coefficients of $F$ and let us integrate by parts the integrals

$$
\int_{-\pi}^{\pi} F(x) \cos v x d x, \quad \int_{-\pi}^{\pi} F(x) \sin v x d x
$$

for $\nu=1,2, \ldots$ Owing to the periodicity of $F$, the integrated terms vanish, and the hypothesis $a_{1}=b_{1}=a_{2}=\ldots=0$ implies that $A_{1}=B_{1}=A_{2}=\ldots=0$. Let $A_{0}^{\prime}, A_{1}^{\prime}, B_{1}^{\prime}, \ldots$ be the coefficients of $F(x)-A_{0}$. Obviously $A_{0}^{\prime}=A_{1}^{\prime}=B_{1}^{\prime}=\ldots=0$. Thus $F(x)-A_{0}$, being continuous, vanishes identically and $f \equiv 0$. This completes the proof. As corollaries we have:
(6-2) Theorem. If $f_{1}(x)$ and $f_{2}(x)$ have the same Fourier series, then $f_{1} \equiv f_{2}$.
(6.3) Theorem. If $f(x)$ is continuous, and $S[f]$ converges uniformly, its sum is $f(x)$.

To prove (6.2) we observe that the coefficients of $f_{1}-f_{2}$ all vanish, so that $f_{1}-f_{2} \equiv 0$. To prove (6.3), let $g(x)$ denote the sum of $S[f]$. Then the coefficients of $S[f]$ are the Fourier coefficients of $g$ (see (4•10)). Hence $S[f]=S[g]$, so that $f \equiv g$ and, $f$ and $g$ being continuous, $f=g$. (For a more complete result see Chapter III, p. 88.)

## 7. Bessel's inequality and Parseval's formula

Let $\phi_{0}, \phi_{1}, \ldots$ be an orthonormal system of functions over $(a, b)$ and let $f(x)$ be a function such that $|f(x)|^{\mathbf{2}}$ is integrable over $(a, b)$. We fix an integer $n \geqslant 0$, set

$$
\Phi=\gamma_{0} \phi_{0}+\gamma_{1} \phi_{1}+\ldots+\gamma_{n} \phi_{n}
$$

and seek the values of the constants $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{n}$ which make the integral

$$
J=\int_{a}^{b}|f-\Phi|^{2} d x
$$

a minimum.

If we observe that

$$
\begin{aligned}
\int_{a}^{b}|\Phi|^{2} d x & =\int_{a}^{b}\left(\Sigma \gamma_{\mu} \phi_{\mu}\right)\left(\Sigma \bar{\gamma}_{\nu} \bar{\phi}_{\nu}\right) d x=\Sigma\left|\gamma_{\nu}\right|^{2} \\
\int_{a}^{b} f \Phi d x & =\int_{a}^{b} f \cdot\left(\Sigma \bar{\gamma}_{\nu} \bar{\phi}_{\nu}\right) d x=\Sigma c_{\nu} \bar{\gamma}_{\nu}
\end{aligned}
$$

where $c_{0}, c_{1}, \ldots$ are the Fourier coefficients of $f$ with respect to $\left\{\phi_{\nu}\right\}$, we have

$$
\begin{aligned}
J=\int_{a}^{b}(f-\Phi)(\bar{f}-\Phi) d x & =\int_{a}^{b}|f|^{2} d x+\int_{a}^{b}|\Phi|^{2} d x-2 \mathscr{R} \int_{a}^{b} f \Phi d x \\
& =\int_{a}^{b}|f|^{2} d x+\Sigma\left|\gamma_{\nu}\right|^{2}-2 \mathscr{R} \Sigma c_{\nu} \bar{\gamma}_{\nu} .
\end{aligned}
$$

Adding and subtracting $\Sigma\left|c_{\nu}\right|^{2}$ we get

$$
J=\int_{a}^{b}|f-\Phi|^{2} d x=\int_{a}^{b}|f|^{2} d x-\sum_{\nu=0}^{n}\left|c_{\nu}\right|^{2}+\sum_{\nu=0}^{n}\left|c_{\nu}-\gamma_{\nu}\right|^{2} .
$$

It follows that $J$ attains its minimum if $\gamma_{\nu}=c_{\nu}$ for $\nu=0,1, \ldots, n$. Thus
(7-3) Theorem. If $|f(x)|^{2}$ is integrable over ( $a, b$ ) and if $\Phi=\gamma_{0} \phi_{0}+\gamma_{1} \phi_{1}+\ldots+\gamma_{n} \phi_{n}$, where $\phi_{0}, \phi_{1}, \ldots$, form an orthonormal system over ( $a, b$ ), the integral (7-1) is a minimum when $\Phi$ is the $n$-th partial sum of the Fourier series of $f$ with respect to $\left\{\phi_{v}\right\}$.

On account of (7-2) this minimum, necessarily non-negative, is

$$
\int_{a}^{b}|f|^{2} d x-\sum_{\nu=0}^{n} \mid c_{\nu}^{\prime 2} .
$$

Hence

$$
\sum_{\nu=0}^{n}\left|c_{\nu}\right|^{2} \leqslant \int_{a}^{b}|f|^{2} d x .
$$

This inequality is called Bessel's inequality. If $\left\{\phi_{\nu}\right\}$ is infinite we may make $n$ tend to infinity, when Bessel's inequality becomes

$$
\sum_{\nu=0}^{\infty}\left|c_{\nu}\right|^{2} \leqslant \int_{a}^{b}|f|^{2} d x
$$

Since the system $\left\{e^{i v x} /(2 \pi)^{\frac{1}{2}}\right\}$ is orthonormal over ( $0,2 \pi$ ), we have

$$
\left.\sum_{\nu=-\infty}^{+\infty}\left|c_{\nu}\right|^{2} \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi} \right\rvert\, f_{i}^{2} d x,
$$

where the $c_{\nu}$ are defined by (4.3). If $f$ is real-valued this gives

$$
\frac{1}{2} a_{0}^{2}+\sum_{\nu=1}^{\infty}\left(a_{\nu}^{2}+b_{\nu}^{2}\right) \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} f^{2} d x .
$$

It follows that the Fourier coefficients $a_{\nu}, b_{\nu}, c_{\nu}$ tend to 0 with $1 / \nu$, provided that $|f|^{2}$ is integrable.

In some cases the sign ' $\leqslant$ ' in (7.5) can be replaced by ' $=$ '. (From the preceding argument it follows that this is certainly the case if the Fourier series of $f$ with respect to $\left\{\phi_{\nu}\right\}$ converges uniformly to $f$ and $(a, b)$ is finite.) The equation we then get is called Parseval's formula. It will be shown in Chapter II, § 1, that Parseval's formula holds for the trigonometric system.

Remark. If the functions $\phi_{v}$ form on ( $a, b$ ) an orthonormal system with respect to a non-decreasing function $\omega(x)$, Theorem (7.3) remains valid provided we replace the integral (7-1) by

$$
\int_{a}^{b}|f-\Phi|^{2} d \omega(x)
$$

This remark will be useful in trigonometric interpolation (see Chapter X).

## 8. $\dagger$ Remarks on series and integrals

Let $f(x)$ and $g(x)$ be two functions defined for $x>x_{0}$, and let $g(x) \neq 0$ there. The symbols

$$
f(x)=o(g(x)), \quad f(x)=O(g(x))
$$

mean respectively that $f(x) / g(x) \rightarrow 0$ as $x \rightarrow+\infty$, and that $f(x) / g(x)$ is bounded for $x$ large enough. The same notation is used when $x$ tends to a finite limit or to $-\infty$, or even when $x$ tends to its limit through a discrete sequence of values. In particular, an expression is $o(1)$ or $O(1)$ if it tends to 0 or is bounded, respectively.

Two functions $f(x)$ and $g(x)$ defined in the neighbourhood of a point $x_{0}$ (finite or infinite) are called asymptotically equal if $f(x) / g(x) \rightarrow 1$ as $x \rightarrow x_{0}$. We write then

$$
f(x) \simeq g(x) \quad\left(x \rightarrow x_{0}\right)
$$

If the ratios $f(x) / g(x)$ and $g(x) / f(x)$ are both bounded in the neighbourhood of $x_{0}$, we say that $f(x)$ and $g(x)$ are of the same order as $x \rightarrow x_{0}$, and write

$$
f(x) \sim g(x) \quad\left(x \rightarrow x_{0}\right) .
$$

Let $u_{0}, u_{1}, u_{2}, \ldots$ be a sequence of numbers and let

$$
U_{n}=u_{0}+u_{1}+\ldots+u_{n} \quad(n=0,1, \ldots)
$$

A similar notation will be used with other letters. Let $a$ be finite, and let $f(x)$ be a function defined in a finite or infinite interval $a \leqslant x<b$ and integrable over every interval ( $a, b^{\prime}$ ), $b^{\prime}<b$. We shall write

$$
F^{\prime}(x)=\int_{a}^{x} f(t) d t \quad(a \leqslant x<b) .
$$

(8.1) Theorem. Suppose that $f(x)$ and $g(x)$ are defined for $a \leqslant x<b$ and integrable over each $\left(a, b^{\prime}\right)\left(b^{\prime}<b\right)$, that $g(x) \geqslant 0$, and that $G(x) \rightarrow+\infty$ as $x \rightarrow b$. Then, if $f(x)=o(g(x))$ as $x \cdot>b$, we have $F(x)=o(G(x))$.

Suppose that $|f(x) / g(x)|<\frac{1}{2} \epsilon$ for $x_{0}<x<b$. For such $x$,

$$
|F(x)| \leqslant \int_{a}^{x_{0}}|f| d t+\int_{x_{0}}^{x}|f| d t \leqslant \int_{a}^{x_{0}}|f| d t+\frac{1}{2} \epsilon G(x)
$$

Since $G(x) \rightarrow \infty$, the last sum is less than $\epsilon G(x)$ for $x$ close enough to $b$; and since $\epsilon$ is arbitrary, the result follows.

In this theorem the roles played by $a$ and $b$ can obviously be reversed. If $a=0$ and $b=+\infty$, it has the following analogue for sums.

[^1](8-2) Theorem. Let $\left\{u_{\nu}\right\}$ and $\left\{v_{\nu}\right\}$ be two sequences of numbers, the latter positive. If $u_{n}=o\left(v_{n}\right)$ and $V_{n} \rightarrow+\infty$, then $U_{n}=o\left(V_{n}\right)$.

The proof is the same as that of (8.1).
(8.3) Theorem. Suppose that the series $\sum v_{\nu}$ converges, that the $v$ 's are positive, and that $u_{\nu}=o\left(v_{\nu}\right)$. Then

This is obvious.

$$
u_{n}+u_{n+1}+\ldots=o\left(v_{n}+v_{n+1}+\ldots\right)
$$

(8.4) Theorem. Let $f(x)$ be a positive, finite, and monotone function defined for $x \geqslant 0$, and let

$$
F(x)=\int_{0}^{x} f d t, \quad F_{n}=f(0)+f(1)+\ldots+f(n)
$$

Then (i) if $f(x)$ decreases, $F(n)-F_{n}$ tends to a finite limit;
(ii) if $f(x)$ increases, $\quad F(n) \leqslant F_{n} \leqslant F(n)+f(n)$.

To prove (i) we note that $f(k) \leqslant F(k)-F(k-1) \leqslant f(k-1)$ implies

$$
\begin{equation*}
0 \leqslant F(k)-F(k-1)-f(k) \leqslant f(k-1)-f(k) \quad(k=1,2, \ldots) . \tag{8.5}
\end{equation*}
$$

Since $\Sigma\{f(k-1)-f(k)\}$ converges, so does the series $\sum_{1}^{\infty}\{F(k)-F(k-1)-f(k)\}$; and it is enough to observe that its $n$th partial sum is $F(n)-F_{n}+f(0)$.

Case (ii) is proved by adding the obvious inequalities

$$
f(k-1) \leqslant F(k)-F(k-1) \leqslant f(k) \quad(k=1,2, \ldots, n) .
$$

(8.6) Theorem. Let $f(x)$ be positive, finite and monotone for $x \geqslant 0$. If either (i) $f(x)$ decreases and $F(x) \rightarrow \infty$, or (ii) $f(x)$ increases and $f(x)=o(F(x))$, then

$$
F_{n} \simeq F(n)
$$

This follows from (8.4).
(8.7) Theorem. Let $f(x), x \geqslant 0$, be positive, monotone decreasing and integrable over $(0,+\infty)$, and let

Then

$$
F^{*}(x)=\int_{x}^{\infty} f d t, \quad F_{n}^{*}=f(n)+f(n+1)+\ldots
$$

If in addition $f(x)=o\left(F^{*}(x)\right)$, then $F_{n}^{*} \simeq F^{*}(n)$.
It is enough to add the inequalities $f(k+1) \leqslant F^{*}(k)-F^{*}(k+1) \leqslant f(k)$ for $k=n$, $n+1, \ldots$.

Examples. From (8.6) and (8.7) it follows that

$$
\begin{equation*}
\sum_{k=1}^{n} k^{\alpha} \simeq \frac{n^{\alpha+1}}{\alpha+1}, \quad \sum_{k=n}^{\infty} k^{-\beta} \simeq \frac{n^{1-\beta}}{\beta-1} \tag{8.8}
\end{equation*}
$$

for $\alpha>-1, \beta>1$.
Taking $f(x)=1 /(1+x), n=m-1$, we obtain from (8.4) that the difference

$$
1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{m}-\log m
$$

tends to a finite limit $C$ (Euler's constant) as $m \rightarrow \infty$.

A more precise formula is sometimes needed, namely,

$$
1+\frac{1}{2}+\ldots+\frac{1}{m}=\log m+C+O\left(\frac{1}{m}\right)
$$

To prove this, we observe that, for $f(x)=1 /(1+x)$, the right-hand side of $(8 \cdot 5)$ is $1 / k(k+1)$. Hence the $m$ th partial sum of the series with terms $F(k)-F(k-1)-f(k)$ differs from the sum of the whole series by less than

$$
\frac{1}{(m+1)(m+2)}+\frac{1}{(m+2)(m+3)}+\ldots=\frac{1}{m+1}
$$

and, arguing as in the proof of (8.4)(i), we get (8.9).

## 9. Inequalities

Let $\phi(u)$ be a non-negative function defined for $u \geqslant 0$. We say that a function $f(x)$ defined in an interval $(a, b)$ belongs to the class $\mathrm{L}_{\phi}(a, b)$, in symbols $f \in \mathrm{~L}_{\phi}(a, b)$, if $\phi(|f(x)|)$ is integrable over $(a, b)$. If there is no danger of confusion, the class will be denoted simply by $\mathrm{L}_{\phi}$. In particular, if $f$ is periodic, $f \in \mathrm{~L}_{\phi}$ will mean $f \in \mathrm{~L}_{\phi}(0,2 \pi)$. If $\phi(u)=u^{r}, r>0, \mathrm{~L}_{\phi}$ will be written $\mathrm{L}^{r}$. More generally, we shall occasionally write $\phi(\mathrm{L})$ for $L_{\phi}$; thus, for example, $L^{\alpha}\left(\log ^{+} L\right)^{\beta}$ will denote the class of functions $f$ such that if $\left.\right|^{\alpha}\left(\log ^{+}|f|\right)^{\beta}$ is integrable. $\dagger$

We shall also systematically use the notation

$$
\mathfrak{M}_{r}[f ; a, b]=\left\{\int_{a}^{b}|f(x)|^{r} d x\right\}^{1 / r}, \quad \mathscr{M}_{r}[f ; a, b]=\left\{\frac{1}{b-a} \int_{a}^{b}|f(x)|^{r} d x\right\}^{1 / r}
$$

If $(a, b)$ is fixed we may simply write $\mathscr{M}_{r}[f]$ and $\mathscr{\mathscr { M }}_{r}[f]$. Unlike $\mathscr{M} \mathscr{R}_{r}, \mathscr{A}_{r}$ is defined only if $(a, b)$ is finite.

Similarly, given a finite or infinite sequence $a=\left\{a_{n}\right\}$ and a finite sequence
we write

$$
\begin{gathered}
b=\left\{b_{1}, b_{2}, \ldots, b_{N}\right\} \\
S_{r}[a]=\left\{\Sigma\left|a_{n}\right|^{r}\right\}^{1 / r}
\end{gathered}
$$

Instead of $\mathrm{L}^{1}, \mathfrak{M}_{1}, \mathfrak{X}_{1}, \mathfrak{S}_{1}$ we write $\mathrm{L}, \mathfrak{M}, \mathfrak{A}, \mathbb{S}$.
Let $\phi(u), u \geqslant 0$, and $\psi(v), v \geqslant 0$, be two functions, continuous, vanishing at the origin, strictly increasing, and inverse to each other. Then for $a, b \geqslant 0$ we have the following inequality, due to W. H. Young:

$$
a b \leqslant \Phi(a)+\Psi(b), \quad \text { where } \quad \Phi(x)=\int_{0}^{x} \phi d u, \quad \Psi(y)=\int_{0}^{v} \psi d v
$$

This is obvious geometrically, if we interpret the terms as areas. It is easy to see that we have equality in $(9 \cdot 1)$ if and only if $b=\phi(a)$. The functions $\Phi$ and $\Psi$ will be called complementary functions (in the sense of Young).

On setting $\phi(u)=u^{\alpha}, \psi(v)=v^{1 / \alpha}(\alpha>0), r=1+\alpha, r^{\prime}=1+1 / \alpha$, we get the inequality

$$
a b \leqslant \frac{a^{r}}{r}+\frac{b^{r^{\prime}}}{r^{\prime}} \quad(a, b \geqslant 0),
$$

where the 'complementary' exponents $r, r$ ' both exceed 1 and are connected by the relation

$$
1 / r+1 / r^{\prime}=1
$$

[^2]This notation will be used systematically, so that, e.g., $\boldsymbol{p}^{\prime}$ will denote the number such that

$$
1 / p+1 / p^{\prime}=1
$$

If $r=r^{\prime}=2$, (9.2) reduces to the familiar inequality $2 a b \leqslant a^{2}+b^{2}$. Clearly, either $r \leqslant 2 \leqslant r^{\prime}$ or $r^{\prime} \leqslant 2 \leqslant r$. If $r \rightarrow 1$, then $r^{\prime} \rightarrow \infty$, and conversely. The connexion between $r$ and $r^{\prime}$ may also be written

$$
r^{\prime}=\frac{r}{r-1} .
$$

Integrating the inequality

$$
|f g| \leqslant \Phi(|f|)+\Psi(|g|)
$$

over $a \leqslant x \leqslant b$, we see that $f g$ is integrable over $(a, b)$ if $f \in \mathrm{~L}_{\Phi}(a, b), g \in \mathrm{~L}_{\Psi}(a, b)$.
In particular, $f g$ is integrable if $f \in L^{r}, g \in L^{r^{\prime}}$.
Let us now consider (real or complex) sequences $A=\left\{A_{n}\right\}, B=\left\{B_{n}\right\}, A B=\left\{A_{n} B_{n}\right\}$ : and let us assume that $\mathcal{S}_{r}[A]=\mathcal{S}_{r}[B]=1, r>1$. If we sum the inequalities

$$
\left|A_{n} B_{n}\right| \leqslant \frac{\left|A_{n}\right|^{r}}{r}+\frac{\left|B_{n}\right|^{r}}{r^{\prime}}
$$

for $n=1,2, \ldots$, we get $\mathbb{S}[A B] \leqslant 1$.
Now let $a=\left\{a_{n}\right\}$ and $b=\left\{b_{n}\right\}$ be any two sequences such that $\mathbb{S}_{r}[a]$ and $\mathbb{S}_{r}[b]$ are positive and finite, and let us set $A_{n}=a_{n} / \mathcal{S}_{r}[a], B_{n}=b_{n} / \mathcal{S}_{r}[b]$ for all $n$. Then $\mathbb{C}_{r}[A]=\Im_{r}[B]=1$, so that $\mathbb{S}[A B] \leqslant 1$. In other words,

$$
\Sigma\left|a_{n} b_{n}\right| \leqslant \mathbb{S}_{r}[a] \mathbb{S}_{r}[b],
$$

and $a$ fortiori

$$
\begin{equation*}
\left|\Sigma a_{n} b_{n}\right| \leqslant \mathbb{S}_{r}[a] \mathbb{S}_{r}[b] \tag{9•4}
\end{equation*}
$$

These inequalities are called Hölder's inequalities. They are trivially true if $\mathbb{S}_{r}[a]=0$ or $\mathbb{S}_{r}[b]=0$.

Hölder's inequality for integrals is

$$
\begin{equation*}
\left|\int_{a}^{b} f g d x\right| \leqslant \mathbb{M}_{r}[f] \mathbb{M}_{r}[g] \tag{9.5}
\end{equation*}
$$

and its proof is similar to that of (9.4), summation being replaced by integration. If $r=r^{\prime}=2,(9 \cdot 4)$ and (9.5) reduce to the familiar Schwarz inequalities.

The remark concerning the sign of equality in (9.1) shows that we have equality in (9.2) if and only if $a^{r}=b^{r}$. Hence if we assume that $\mathcal{S}_{r}[a]$ and $\mathcal{S}_{r}[b]$ are distinct from 0 the proof of (9.3) shows that the sign of equality holds there if and only if $\left|A_{n}\right|^{r}=\left|B_{n}\right|^{r^{\prime}}$ for all $n$; or, again, if and only if $\left|a_{n}\right|^{r} /\left|b_{n}\right|^{\prime}$ is independent of $n$, with the understanding that a ratio $0 / 0$ is to be disregarded. If $\mathbb{S}_{r}[a]=0$, or $\mathbb{S}_{r}[b]=0$, we have automatic equality in (9.3), and at the same time $\left|a_{n}\right|^{r} /\left|b_{n}\right|^{r}$ is 'independent of $n^{\prime}$, so that the rule is in this case also valid. Taking into account that the left-hand sides of (9.3) and (9.4) are equal if and only if $\arg \left(a_{n} b_{n}\right)$ is constant for all $n$ for which $a_{n} b_{n} \neq 0$, we come to the following conclusion:
(9.6) Theorem. A necessary and sufficient condition for equality in (9.4) is that both sequences $\left.\left|a_{n}\right|^{r}| | b_{n}\right|^{r}$ and $\arg \left(a_{n} b_{n}\right)$ be independent of $n$ (disregarding forms $0 / 0$ and $\arg 0$ ).

An argument similar in principle shows that
(9.7) Theorem. The sign of equality holds in (9.5) if and only if (i) the ratio $|f(x)|^{r} /|g(x)|^{\prime}$ is constant for almost all $x$ for which it is not $0 / 0$, (ii) $\arg \{f(x) g(x)\}$ is constant for almost all $x$ for which $f g \neq 0$.

The inequality (9.5) (and similarly (9-4)) may be extended as follows:
(9.8) Theorem. If $r_{1}, r_{2}, \ldots, r_{k}$ are positive numbers such that $1 / r_{1}+1 / r_{2}+\ldots+1 / r_{k}=1$, and if $f_{i} \in \mathrm{~L}^{r_{i}}(a, b)$ for $i=1,2, \ldots, k$, then

$$
\left|\int_{a}^{b} f_{1} f_{2} \ldots f_{k} d x\right| \leqslant M_{r_{1}}\left[f_{1}\right] \mathfrak{M}_{r_{2}}\left[f_{2}\right] \ldots \mathfrak{M}_{r_{k}}\left[f_{k}\right] .
$$

The proof (by induction) is left to the reader.
A number $M$ is called the essential upper bound (sometimes the least essential upper bound) of the function $f(x)$ in the interval ( $a, b$ ) if (i) the set of points for which $f(x)>M$ is of measure 0 , (ii) for every $M^{\prime}<M$ the set of points for which $f(x)>M^{\prime}$ is of positive measure. Similarly we define the essential lower bound. If both bounds are finite, $f(x)$ is said to be essentially bounded. (An equivalent definition is that $f(x)$ is essentially bounded if it is bounded outside a set of measure 0 , or, again, that $f \equiv g$ where $g$ is bounded.)
(9.9) Theorem. If $M$ is the essential upper bound of $|f(x)|$ in a finite interval $(a, b)$, then

$$
\mathfrak{M}_{r}[f ; a, b] \rightarrow M \quad \text { as } \quad r \rightarrow+\infty
$$

We may suppose that $M>0$. Let $0<M^{\prime}<M$, and let $E$ be the set of points where $|f(x)|>M^{\prime}$. Then $|E|>0, \quad \operatorname{RR}_{r}[f] \geqslant M^{\prime}|E|^{1 / r}$,
so that $\liminf \mathfrak{M}_{r}[f] \geqslant M^{\prime}$. Hence $\liminf \mathfrak{M}_{r}[f] \geqslant M$. In particular, the theorem is proved if $M=+\infty$. This part of the proof holds even if $b-a=+\infty$.

Suppose then that $M<+\infty$. Since $\mathbb{M}_{r}[f] \leqslant M(b-a)^{2 / r}$, we have lim sup $\mathbb{M}_{r}[f] \leqslant M$, and this, with the inequality $\liminf \mathfrak{M}_{r}[f] \geqslant M$ above, proves the theorem.

If $b-a=+\infty,(9.9)$ is still true provided we assume that $\mathscr{M},[f]$ is finite for some $r=r_{0}>0$. (Otherwise the result is false; take, for instance, $a=2, b=+\infty, f(x)=1 / \log x$.) We have to show that $\lim \sup \mathscr{M}_{r}[f] \leqslant M<+\infty$. Dividing by $M$, we may assume that $M=1$. In order to show that $\lim \sup \mathfrak{M}_{r}[f] \leqslant 1$, we write $(a, b)=I+R$, where $I$ is a finite subinterval of $(a, b)$ so large that $\int_{R}|f|^{r_{0}} d x<1$. Since $|f| \leqslant 1$ almost everywhere,

$$
\int_{a}^{b}|f|^{r} d x=\int_{I}|f|^{r} d x+\int_{R}|f|^{r} d x \leqslant|I|+\int_{R}|f|^{r_{0}} d x \leqslant|I|+1
$$

for $r \geqslant r_{0}$. Hence lim sup $\mathcal{M R}_{r}[f] \leqslant 1$.
Since any sequence $a_{0}, a_{1}, \ldots$ may be treated as a function $f(x)$, where $f(x)=a_{n}$ for $n \leqslant x<n+1$, we see that $\mathbb{S}_{r}[a]$ tends to $\max \left|a_{n}\right| a s r \rightarrow \infty$, provided that $\mathbb{S}_{r}[a]$ is finite for some $r>0$.

In virtue of (9.9), it is natural to define $\mathfrak{M}_{\infty}[f ; a, b]$ as the essential upper bound of $|f(x)|$ in ( $a, b$ ). By $\mathrm{L}^{\infty}$ we may denote the class of essentially bounded functions. The inequality $(9 \cdot 5)$ then remains meaningful and true for $r=\infty, r^{\prime}=1$.

Let $a=\left\{a_{n}\right\}, b=\left\{b_{n}\right\}$ be two sequences of numbers, and let $a+b=\left\{a_{n}+b_{n}\right\}$. The inequality

$$
\mathbb{S}_{r}[a+b] \leqslant \mathbb{S}_{r}[a]+\mathbb{S}_{r}[b] \quad(r \geqslant 1)
$$

is called Minkowski's inequality. To prove it for $r>1$ (it is obvious for $r=1$ ), we write

$$
\Sigma\left|a_{n}+b_{n}\right|^{r} \leqslant \Sigma\left|a_{n}+b_{n}\right|^{r-1}\left|a_{n}\right|+\Sigma\left|a_{n}+b_{n}\right|^{r-1}| | b_{n} \mid,
$$

and apply Hölder's inequality, with exponents $r$ ' and $r$, to the sums on the right. We get

$$
\mathbb{S}_{r}^{r}[a+b] \leqslant \mathbb{S}_{r}^{r-1}[a+b] \mathbb{S}_{r}[a]+\mathbb{S}_{r}^{r-1}[a+b] \mathbb{S}_{r}[b]
$$

from which (9.10) follows, provided $\Im_{r}[a+b]$ is finite. Hence (9•10) holds when $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are finite, and so also in the general case by passing to the limit.

A similar argument proves Minkowski's inequality for integrals

$$
\mathfrak{M}_{r}[f+g] \leqslant \mathfrak{M}_{r}[f]+\mathfrak{M}_{r}[g] \quad(r \geqslant 1),
$$

which implies that if $f$ and $g$ belong to $\mathrm{L}^{r}$ so does $f+g$.
Let $h(x, y)$ be a function defined for $a \leqslant x \leqslant b, c \leqslant y \leqslant d$. An argument similar to that which leads to (9.10) and (9.11) also gives the inequality

$$
\begin{equation*}
\left\{\int_{a}^{b}\left|\int_{c}^{d} h(x, y) d y\right|^{r} d x\right\}^{1 / r} \leqslant \int_{c}^{d}\left\{\int_{a}^{b}|h(x, y)|^{r} d x\right\}^{1 / r} d y \quad(r \geqslant 1) \tag{9.12}
\end{equation*}
$$

which may be considered as a generalized form of Minkowski's inequality since it contains (9.10) and (9•11) as special cases. For if $(c, d)=(0,2), h(x, y)=f(x)$ for $0 \leqslant y<1$, $h(x, y)=g(x)$ for $1 \leqslant y \leqslant 2$, (9•12) reduces to (9•11). If $(c, d)=(0,2),(a, b)=(0,+\infty)$, and if for $n \leqslant x<n+1$ we set $h(x, y)=a_{n}$ or $h(x, y)=b_{n}$, according as $0 \leqslant y<1$ or $1 \leqslant y \leqslant 2(n=0,1, \ldots),(9 \cdot 12)$ gives (9•10).

The inequality (9-12) can also be written slightly differently. Let

Then

$$
\begin{gathered}
H(x)=\int_{c}^{d} h(x, y) d y . \\
\mathfrak{M}_{r}[H(x)] \leqslant \int_{c}^{d} \mathbb{M}_{r}^{x}[h(x, y)] d y,
\end{gathered}
$$

where $\mathfrak{P}_{r}^{x}$ means that integration is with respect to $x$.
If $0<r<1,(9 \cdot 10)$ and (9.11) cease to be true, but we have then the substitutes

$$
\mathbb{S}_{r}^{r}[a+b] \leqslant \mathbb{S}_{r}^{r}[a]+\mathbb{S}_{r}^{r}[b], \quad \operatorname{MP}_{r}^{r}[f+g] \leqslant \operatorname{MP}_{r}^{r}[f]+\mathbb{M}_{r}^{r}[g] \quad(0<r \leqslant 1) .
$$

These are corollaries of the inequality $(x+y)^{r} \leqslant x^{r}+y^{r}$, or, what is the same thing,

$$
(1+t)^{r} \leqslant 1+t^{r} \quad(t \geqslant 0,0<r<1) .
$$

To prove the latter we observe that $(1+t)^{r}-1-t^{r}$ vanishes for $t=0$ and has a negative derivative for $t>0$.

In this connexion we may note in passing the inequality (a consequence of the last one)

$$
\left|\Sigma a_{n}\right|^{r} \leqslant \Sigma\left|a_{n}\right|^{r} \quad(0<r \leqslant 1)
$$

(9.14) Theorem. Given any function $F(x), a \leqslant x \leqslant b$, and a number $1 \leqslant r<+\infty$, we have

$$
\begin{equation*}
\mathfrak{R}_{r}[F ; a, b]=\sup _{\sigma}\left|\int_{a}^{b} F G d x\right|, \tag{9.15}
\end{equation*}
$$

where the sup is taken over all $G$ with $\mathfrak{M}_{r}[G ; a, b] \leqslant 1$. The result holds if $\mathfrak{M}_{r}[F]=+\infty$.

We may suppose that $\mathbb{M}_{r}[F]>0$. Let $I_{G}$ denote the integral on the right. By Hölder's inequality,

$$
\left|I_{G}\right| \leqslant \mathbb{M}_{r}[F] \mathbb{M}_{r}[G] \leqslant \mathscr{R}_{r}[F],
$$

a result true even if $\mathbb{M}_{r}[F]=+\infty$. On the other hand, if $\mathfrak{M}_{r}[F]<+\infty$, we set

$$
G_{0}(x)=|F(x)|^{r-1} \operatorname{sign} \overline{F(x)} / \mathbb{M}_{r}^{r-1}[F] \text { for } r \geqslant 1 .
$$

We verify that $\mathbb{M}_{r}\left[G_{0}\right]=1, I_{G_{0}}=\mathbb{M}_{r}[F]$. This proves (9•15) if $\mathbb{M}_{r}[F]$ is finite.
If $\mathbb{M}_{r}\left[F^{\prime}\right]=+\infty$, we have to show that there exist functions $G$ with $\mathbb{M}_{r}[G] \leqslant 1$ and such that $I_{a}$ exists and is arbitrarily large. Suppose first that $b-a<+\infty$, and let $F^{n}(x)$ denote the function equal to $F(x)$ where $|F(x)| \leqslant n$, and to 0 otherwise. Let $G^{n}(x)$ be derived from $F^{n}(x)$ in the same way as $G_{0}$ was derived from $F$. If $n$ is large enough, $\mathscr{M} l_{r}\left[F^{n}\right]$ is positive (and inite), so that $9 R_{r}\left[G^{n}\right]=1$ but

$$
I_{G}=\int_{a}^{b} F G^{n} d x=\int_{a}^{b} F^{n} G^{n} d x=\mathbb{M}_{r}\left[F_{n}\right]
$$

is arbitrarily large with $n$.
If $(a, b)$ is infinite, $(0,+\infty)$ for instance, we define $F^{n}(x)$ as previously, but only in the interval $0 \leqslant x \leqslant n$, with $F^{n}(x)=0$ outside. This ensures the finiteness of $\mathfrak{M}_{r}\left[F^{n}\right]$ for every $n$, and the rest of the argument is unchanged.

Theorem (9.14) also holds for $r=\infty$. The proof of $\left|I_{G}\right| \leqslant \mathbb{R}_{r}[F]$ remains unchanged in this case. On the other hand, if $M$ is the essential upper bound of $|F|$, and if $0<M^{\prime}<M$, the set $E$ of points where $|F| \geqslant M^{\prime}$ is of positive measure. If we choose a subset $E_{1}$ of $E$ with $0<\left|E_{1}\right|<\infty$, then the function $G(x)$, equal to $\operatorname{sign} F(x) /\left|E_{1}\right|$ in $E_{1}$ and to 0 elsewhere, has the property

$$
\mathscr{R}_{r}[G]=\int_{a}^{b}|G| d x=1, \quad I_{G}=\frac{1}{\left|E_{1}\right|} \int_{E_{1}}|F| d x \geqslant M^{\prime},
$$

so that sup $\left|I_{G}\right| \geqslant M$.
We conclude with the following theorem:
(9-16) Theorem. Let $f(x)$ be a non-negative function defined for $x \geqslant 0$, and let $r>1$, $s<r-1$. Then if $f^{r}(x) x^{s}$ is integrable over $(0, \infty) 80$ is $\left\{x^{-1} F^{\prime}(x)\right\}^{r} x^{s}$, where $F(x)=\int_{0}^{x} f d t$. Moreover,

$$
\begin{equation*}
\int_{0}^{\infty}\left\{\frac{F(x)}{x}\right\}^{r} x^{8} d x \leqslant\left(\frac{r}{r-8-1}\right)^{r} \int_{0}^{\infty} f^{r}(x) x^{8} d x \tag{9•17}
\end{equation*}
$$

We may suppose that $f \neq 0$. Hölder's inequality

$$
\int_{0}^{x} f f^{s / r t^{-s / r}} d t \leqslant\left(\int_{0}^{x} f^{r} t^{s} d t\right)^{1 / r}\left(\int_{0}^{x} t^{-s ;(r-1)} d t\right)^{1 / r^{\prime}}
$$

shows that $f$ is integrable over any finite interval and that $F(x)=o\left(x^{(r-1-\varepsilon) r}\right)$ as $x \rightarrow 0$. The last estimate holds also as $x \rightarrow \infty$. For, applying the preceding argument to the integral defining $\boldsymbol{F}(x)-\boldsymbol{F}(\xi)$, we have

$$
F(x)-F(\xi)<\epsilon x^{(r-1-s) / r}
$$

if $x>\xi$ and $\xi=\xi(\epsilon)$ is large enough. Hence $F(x)<2 \varepsilon x^{(r-1-s) r}$ for large $x$; that is,

$$
F(x)=0\left(x^{(r-1-s) r}\right) \quad \text { as } \quad x \rightarrow \infty .
$$

Now let $0<a<b<\infty$. Integrating $\int_{a}^{b} F^{r} x^{s-r} d x$ by parts and applying Hölder's inequality to $\int_{a}^{b} F^{r-1} f x^{s-r+1} d x=\int_{a}^{b}\left(f x^{s / r}\right)\left(F^{r-1} x^{s-r+1-s / r}\right) d x$, we obtain

$$
\int_{a}^{b}\left(\frac{F}{x}\right)^{r} x^{s} d x \leqslant-\left[\frac{F^{r} x^{s-r+1}}{r-s-1}\right]_{a}^{b}+\frac{r}{r-s-1}\left\{\int_{a}^{b} f^{r} x^{s} d x\right\}^{1 / r}\left\{\int_{a}^{b}\left(\frac{F}{x}\right)^{r} x^{s} d x\right\}^{1 / r^{\prime}}
$$

Divide both sides by the last factor on the right, which is positive if $a$ and $1 / b$ are small enough. Since the integrated term tends to 0 as $a \rightarrow 0, b \rightarrow \infty$, we are led to (9.17).

The cases $s=0$ and $s=r-2$ are the most interesting in application.

## 10. Convex functions

A function $\phi(x)$ defined in an open or closed interval $(a, b)$ is said to be convex if for every pair of points $P_{1}, P_{2}$ on the curve $y=\phi(x)$ the points of the arc $P_{1} P_{8}$ are below, or on, the chord $P_{1} P_{2}$. For example, $x^{r}$, with $r \geqslant 1$, is convex in ( $0,+\infty$ ).

Jensen's inequality states that for any system of positive numbers $p_{1}, p_{2}, \ldots, p_{n}$, and for any system of points $x_{1}, x_{2}, \ldots, x_{n}$ in $(a, b)$,

$$
\phi\left(\frac{p_{1} x_{1}+p_{2} x_{2}+\ldots+p_{n} x_{n}}{p_{1}+p_{2}+\ldots+p_{n}}\right) \leqslant \frac{p_{1} \phi\left(x_{1}\right)+\ldots+p_{n} \phi\left(x_{n}\right)}{p_{1}+\ldots+p_{n}} .
$$

For $n=2$ this is just the definition of convexity, and for $n>2$ it follows by induction. Zero values of the $p$ 's may be allowed provided that $\Sigma p_{i} \neq 0$. If $-\phi(x)$ is convex, $\phi(x)$ is called concave. Linear functions are the only ones which are both convex and concave. Concave functions satisfy the inequality opposite to ( $10 \cdot 1$ ).

Let $P_{1}, P_{2}, P_{3}$ be three points on the convex curve $y=\phi(x)$, in the order indicated. Since $P_{2}$ is below or on the chord $P_{1} P_{3}$, the slope of $P_{1} P_{2}$ does not exceed that of $P_{1} P_{3}$. Hence, if a point $P$ approaches $P_{1}$ from the right the slope of $P_{1} P$ is non-increasing. Thus the right-hand side derivative $D^{+} \phi(x)$ exists for every $a \leqslant x<b$ and is less than $+\infty$. Similarly, the left-hand side derivative $D^{-} \phi(x)$ exists for every $a<x \leqslant b$ and is greater than $-\infty$.

If $P_{1}, P, P_{2}$ are points on the curve, in this order, the slope of $P_{1} P$ does not exceed that of $P P_{2}$. Making $P_{1} \rightarrow P, P_{2} \rightarrow P$, we have

$$
-\infty<D^{-} \phi(x) \leqslant D^{+} \phi(x)<+\infty \quad(a<x<b) .
$$

In particular, $\phi(x)$ is continuous in the interior of $(a, b)$. The function $\phi$ may, however, be discontinuous at the end-points $a, b$ (take the example $\phi(x)=0$ for $0<x<1$, $\phi(0)=\phi(1)=1$.

From the proof of the existence of $D^{+} \phi\left(x_{0}\right)$ and $D^{-} \phi\left(x_{0}\right)$, and from (10.2), we see that every straight line $l$ passing through the point ( $x_{0}, \phi\left(x_{0}\right)$ ) and having a slope $k$ satisfying $D^{-} \phi\left(x_{0}\right) \leqslant k \leqslant D^{+} \phi\left(x_{0}\right)$ has at least one point in common with the curve $y=\phi(x)$, and that the curve is above or on $l$. Such a straight line is called a supporting line for the curve $y=\phi(x)$.

Let $x_{1}<x<x_{8}$ be the abscissae of $P_{1}, P, P_{2}$. The slope of $P_{1} P$ does not exceed that of $P P_{2}$. The former is at least $D^{+} \phi\left(x_{1}\right)$, the latter at most $D^{-} \phi\left(x_{2}\right) \leqslant D^{+} \phi\left(x_{2}\right)$; thus

$$
D^{+} \phi\left(x_{1}\right) \leqslant D^{-} \phi\left(x_{2}\right), \quad D^{+} \phi\left(x_{1}\right) \leqslant D^{+} \phi\left(x_{2}\right) \quad\left(x_{1}<x_{2}\right) .
$$

The second inequality shows that $D^{+} \phi(x)$ is a non-decreasing function of $x$. The same holds for $D^{-} \phi(x)$. Since $D^{+} \phi(x)$ is non-decreasing, it is continuous except possibly at a denumerable set of points. Let $x$ be a point of continuity of $D^{+} \phi$ and let $x_{1}<x$. Then, by ( 10.3 ) and ( 10.2 ),

$$
D^{+} \phi\left(x_{1}\right) \leqslant D^{-} \phi(x) \leqslant D^{+} \phi(x) .
$$

Since $D^{+} \phi\left(x_{1}\right) \rightarrow D^{+} \phi(x)$ as $x_{1} \rightarrow x$, we see that $D^{-} \phi(x)=D^{+} \phi(x)$ and so $\phi^{\prime}(x)$ exists and is finite. Summing up we have:
(10.4) Theorem. A function $\phi(x)$ convex in an interval $(a, b)$ is continuous for $a<x<b$. The one-sided derivatives of $\phi$ exist, are non-decreasing and satisfy (10.2). The derivative $\phi^{\prime}(x)$ exists except possibly at a denumerable set of points.

We have seen that the continuity of $\phi$ is a consequence of convexity. If, however, we assume that $\phi(x)$ is continuous, we may modify the definition of convexity slightly. $A$ continuous function $\phi(x)$ is convex if and only if, given any arc $P_{1} P_{2}$ of the curve, there is a subarc $P_{1}^{\prime} P_{2}^{\prime}$ lying below or on the chord $P_{1} P_{2}$. The condition is obviously necessary. Suppose that it is satisfied, but $\phi(x)$ is not convex. The curve would then contain an arc $P_{1} P_{2}$ for which a certain subarc $P_{1}^{\prime} P_{2}^{\prime}$ would be everywhere above the chord $P_{1} P_{2}^{\prime}$. Moving $P_{1}^{\prime}$ to the left, $P_{2}^{\prime}$ to the right, we may suppose that $P_{1}^{\prime}$ and $P_{2}^{\prime}$ are on the chord $P_{1} P_{2}$ and the rest of the arc $P_{1}^{\prime} P_{2}^{\prime}$ is above that chord. But then no subarc of $P_{1}^{\prime} P_{2}^{\prime}$ is below the chord $P_{1}^{\prime} P_{2}^{\prime}$, contrary to hypothesis.

A convex function has no proper maximum $\dagger$ in the interior of the interval of definition. For if $x_{0}$ were such a maximum, the arc $y=\phi(x),\left|x-x_{0}\right| \leqslant \delta$ would, for $\delta$ small enough, be partly above the chord.
(10.5) Theorem. A necessary and sufficient condition that a function $\phi(x)$, continuous in $(a, b)$, should be convex is that for no pair of values $\alpha, \beta$ should the sum $\phi(x)+\alpha x+\beta$ have a proper maximum in the interior of $(a, b)$.

A sum of two convex functions being convex, the necessity of the condition is evident. To prove its sufficiency, suppose that $\phi(x)$ is not convex. There is then an arc $P_{1} P_{8}$ of the curve with all points above or on the chord $P_{1} P_{2}$. Let $x_{1}, x_{2}$ be the abscissse of $P_{1}, P_{2}$, and let $y=-\alpha x-\beta$ be the equation of the chord. Then $\phi(x)+\alpha x+\beta$ vanishes at the end-points of ( $x_{1}, x_{2}$ ) and takes some positive values inside; it has therefore a proper maximum inside ( $x_{1}, x_{2}$ ) and so also inside ( $a, b$ ).

The following generalizations of ordinary first and second derivatives are useful. Given an $F(x)$ defined in the neighbourhood of $x_{0}$, let us consider the ratios

$$
\left.\begin{array}{c}
F\left(x_{0}+h\right)-F\left(x_{0}-h\right) \\
2 h \\
\frac{F\left(x_{0}+h\right)+F\left(x_{0}-h\right)}{h^{2}}-2 F\left(x_{0}\right)
\end{array}\right\}
$$

The limits (if they exist) of these expressions, as $h \rightarrow 0$, will be called respectively the first and second symmetric derivatives of $F$ at the point $x_{0}$, and will be denoted by $D_{1} F\left(x_{0}\right)$ and $D_{2} F\left(x_{0}\right)$. The limit superior and the limit inferior of the ratios ( $10 \cdot 6$ ) are called the

[^3]upper and the lower (first or second) symmetric derivatives and will be denoted by $\bar{D}_{1} F\left(x_{0}\right), \underline{D}_{1} F\left(x_{0}\right), \bar{D}_{2} F\left(x_{0}\right), \underline{D}_{2} F\left(x_{0}\right)$. The second symmetric derivative is often called the Schwarz (or Riemann) derivative.

If $F^{\prime}\left(x_{0}\right)$ exists, so does $D_{1} F\left(x_{0}\right)$ and both have the same value. For the first ratio (10.6) is half the sum of the ratios $\left\{F\left(x_{0}+h\right)-F\left(x_{0}\right)\right\} / h$ and $\left\{F\left(x_{0}\right)-F\left(x_{0}-h\right)\right\} / h$, which tend to $F^{\prime}\left(x_{0}\right)$.

If $F^{\prime \prime}\left(x_{0}\right)$ exists, so does $D_{2} F\left(x_{0}\right)$ and both have the same value. For Cauchy's meanvalue theorem applied to the second ratio ( $10 \cdot 6$ ), $h$ being the variable, shows that it can be written as $\left\{F^{\prime}\left(x_{0}+k\right)-F^{\prime}\left(x_{0}-k\right)\right\} / 2 k$ for some $0<k<h$, and the last ratio tends to $F^{\prime \prime}\left(x_{0}\right)$ as $k \rightarrow 0$.

These proofs actually give slightly more, namely: (i) both $\bar{D}_{1} F\left(x_{0}\right)$ and $\underline{D}_{1} F\left(x_{0}\right)$ are contained between the least and the greatest of the four Dini numbers of $F$ at $x_{0}$; (ii) if $F^{\prime}(x)$ exists in the neighbourhood of $x_{0}$, then both $\bar{D}_{2} F\left(x_{0}\right)$ and $\underline{D}_{2} F\left(x_{0}\right)$ are contained between the least and the greatest of the four Dini numbers of $F^{\prime}$ at $x_{0}$.
(10.7) Theorem. A necessary and sufficient condition for a continuous $\phi(x)$ to be convex in the interior of $(a, b)$ is that $\bar{D}_{2} \phi(x) \geqslant 0$ there.

We may suppose that $(a, b)$ is finite. Since

$$
\phi(x+h)+\phi(x-h)-2 \phi(x)=\{\phi(x+h)-\phi(x)\}-\{\phi(x)-\phi(x-h)\} \geqslant 0
$$

for a convex $\phi$, the necessity of the condition (even in the stronger form $\underline{D}_{2} \phi \geqslant 0$ ) follows. To prove the sufficiency, let us first assume slightly more, namely, that $\bar{D}_{2} \phi>0$ in ( $a, b$ ). If $\phi$ were not convex, the function $\psi(x)=\phi(x)+\alpha x+\beta$ would, for suitable $\alpha, \beta$, have a maximum at a point $x_{0}$ inside $(a, b)$, so that $\psi\left(x_{0}+h\right)+\psi\left(x_{0}-h\right)-2 \psi\left(x_{0}\right)$ would be non-positive for small $h$. Since this expression equals

$$
\phi\left(x_{0}+h\right)+\phi\left(x_{0}-h\right)-2 \phi\left(x_{0}\right),
$$

it follows that $\bar{D}_{2} \phi\left(x_{0}\right) \leqslant 0$, contrary to hypothesis.
Returning to the general case, consider the functions $\phi_{n}(x)=\phi(x)+x^{\mathbf{2}} / n$. We have

$$
\bar{D}_{2} \phi_{n}(x)=\bar{D}_{2} \phi(x)+2 / n>0,
$$

so that $\phi_{n}$ is convex. The limit of a convergent sequence of convex functions is convex (applying ( $10 \cdot 1$ ) with $n=2$ ); and since $\phi_{n} \rightarrow \phi, \phi$ is convex.

A necessary and sufficient condition for a function $\phi$ twice differentiable to be convex is that $\phi^{\prime \prime} \geqslant 0$. This follows from (10.7).

Suppose that $\phi(u)$ is convex for $u \geqslant 0$, and that $u_{0}$ is a minimum of $\phi(u)$. If $\phi(u)$ is not constant for $u \geqslant u_{0}$, then it must tend to $+\infty$ with $u$ at least as rapidly as a fixed positive multiple of $u$. For let $u_{1}>u_{0}, \phi\left(u_{1}\right) \neq \phi\left(u_{0}\right)$. Clearly $\phi\left(u_{1}\right)>\phi\left(u_{0}\right)$. If $P_{0}, P_{1}, P$ are points of the curve with abscissae $u_{0}, u_{1}, u$, where $u>u_{1}$, the slope of $P_{0} P$ is not less than that of $P_{0} P_{1}$. This proves the assertion.

If $\phi(u)$ is non-negative convex and non-decreasing in ( $0,+\infty$ ), but not constant, the relation $f \in \mathrm{~L}_{\phi}(a, b), b-a<\infty$, implies $f \in \mathrm{~L}(a, b)$. For then there is a $k>0$ such that $\phi(|f(x)|) \geqslant k|f(x)|$, if $|f(x)|$ is large enough.

## Jensen's inequality for integrals is

$$
\phi\left\{\frac{\int_{a}^{b} f(x) p(x) d x}{\int_{a}^{b} p(x) d x}\right\} \leqslant \frac{\int_{a}^{b} \phi\{f(x)\} p(x) d x}{\int_{a}^{b} p(x) d x}
$$

the hypotheses being that $\phi(u)$ is convex in an interval $\alpha \leqslant u \leqslant \beta$, that $\alpha \leqslant f(x) \leqslant \beta$ in $a \leqslant x \leqslant b$, that $p(x)$ is non-negative and $\equiv 0$, and that all the integrals in question exist.

Let

$$
\gamma=\int_{a}^{b} f p d x / \int_{a}^{b} p d x
$$

so that $\alpha \leqslant \gamma \leqslant \beta$. Suppose first that $\alpha<\gamma<\beta$, and let $k$ be the slope of a supporting line of $\phi$ through the point $(\gamma, \phi(\gamma))$. Then

$$
\phi(u)-\phi(\gamma) \geqslant k(u-\gamma) \quad(\alpha \leqslant u \leqslant \beta) .
$$

Replacing here $u$ by $f(x)$, multiplying both sides by $p(x)$, and integrating over $a \leqslant x \leqslant b$. we get

$$
\int_{a}^{b} \phi\{f(x)\} p(x) d x-\phi(\gamma) \int_{a}^{b} p(x) d x \geqslant k\left\{\int_{a}^{b} f(x) p(x) d x-\gamma \int_{a}^{b} p(x) d x\right\}=0
$$

by (10.9). This gives (10.8). If $\gamma=\beta$, (10.9) can be written $\int_{a}^{b}(f-\beta) p d x=0$, which shows that $f(x)=\beta$ at almost all points at which $p>0$. But then both sides of (10.8) reduce to $\phi(\beta)$. Similarly if $\gamma=\alpha$.

Jensen's inequality for Stieltjes integrals is

$$
\phi\left\{\frac{\int_{a}^{b} f(x) d \omega(x)}{\int_{a}^{b} d \omega(x)}\right\} \leqslant \frac{\int_{a}^{b} \phi\{f(x)\} d \omega(x)}{\int_{a}^{b} d \omega(x)}
$$

where $\omega(x)$ is non-decreasing but not constant. The proof is similar to the one above.
(10.11) Theorem. A necessary and sufficient condition that $\phi(x)(a<x<b)$ should be convex is that it should be the integral of a non-decreasing function.

If $\phi(x)$ is convex, then, as is easily seen, the ratio $\{\phi(x+h)-\phi(x)\} / h$ is uniformly bounded for $x, x+h$ belonging to any interval ( $a^{\prime}, b^{\prime}$ ) interior to ( $a, b$ ). Thus $\phi(x)$ is absolutely continuous, and therefore is the integral of $\phi^{\prime}$. The latter exists outside a denumerable set and is non-decreasing on the set where it exists. Completing $\phi^{\prime}$ at the exceptional points so that the new function is still non-decreasing, we see that $\phi$ is the integral of a non-decreasing function. Conversely, suppose that $\phi(x)=C+\int_{c}^{x} \psi(t) d t$, where $a<c<b$ and $\psi(t)$ is non-decreasing in ( $a, b$ ). Let ( $a^{\prime}, b^{\prime}$ ) be any subinterval of $(a, b)$, and let $y=l(x)$ be the equation of the chord through $\left(a^{\prime}, \phi\left(a^{\prime}\right)\right)$ and ( $b^{\prime}, \phi\left(b^{\prime}\right)$ ). We have to show that $\phi(x)-\phi\left(a^{\prime}\right) \leqslant l(x)-l\left(a^{\prime}\right)$ for $a^{\prime}<x<b^{\prime}$, or, what is the same thing, that

$$
\begin{aligned}
& \text { ne thing, that } \\
& \frac{1}{x-a^{\prime}} \int_{a^{\prime}}^{x} \psi d t \leqslant \frac{1}{b^{\prime}-a^{\prime}} \int_{a^{\prime}}^{b^{\prime}} \psi d t=\frac{\int_{a^{\prime}}^{x}+\int_{x}^{b^{\prime}}}{\left(x-a^{\prime}\right)+\left(b^{\prime}-x\right)}
\end{aligned}
$$

Since the last expression is contained between $\int_{a^{\prime}}^{x} /\left(x-a^{\prime}\right)$ and $\int_{x}^{b^{\prime}} /\left(b^{\prime}-x\right)$, of which the latter is not less than the former (since $\psi$ does not decrease), the proof of ( 10.11 ) is completed.

Let now $\phi(x), x \geqslant 0$, be an arbitrary function, non-negative, non-decreasing, vanishing at $x=0$ and tending to $+\infty$ with $x$. The curve $y=\phi(x)$ may possess discontinuities and stretches of constancy. If at each point $x_{0}$ of discontinuity of $\phi$ we adjoin to the curve $y=\phi(x)$ the vertical segment $x=x_{0}, \phi\left(x_{0}-0\right) \leqslant y \leqslant \phi\left(x_{0}+0\right)$, we obtain a continuous curve, and we may define a function $\psi(y)$ inverse to $\phi(x)$ by defining $\psi\left(y_{0}\right)\left(0 \leqslant y_{0}<\infty\right)$ to be any $x_{0}$ such that the point $\left(x_{0}, y_{0}\right)$ is on the continuous curve. The stretches of constancy of $\phi$ then correspond to discontinuities of $\psi$, and conversely. The function $\psi(y)$ is defined uniquely except for the $y$ 's which correspond to the stretches of constancy of $\phi$, but since the set of such stretches is denumerable, our choice of $\psi(y)$ has no influence upon the integral $\Psi(y)$ of $\psi(y)$, and it is easy to see that the inequality ( $9 \cdot 1$ ) is valid in this slightly more general case.

From (10.11) it follows that every function $\Phi(x), x \geqslant 0$, which is non-negative, convex, and satisfies the relation $\Phi(0)=0$ and $\Phi(x) / x \rightarrow \infty$, may be considered as a Young's function (see p. 16). More precisely, to every such function corresponds another function $\Psi(x)$ with similar properties, such that

$$
a b \leqslant \Phi(a)+\Psi(b)
$$

for every $a \geqslant 0, b \geqslant 0$. It is sufficient to take for $\Psi(y)$ the integral over ( $0, y$ ) of the function $\psi(x)$ inverse to $\phi(x)=D+\Phi(x)$. Since $\Phi(x) / x$ tends to $+\infty$ with $x$, it is easy to see that $\phi(x)$ and $\psi(x)$ also tend to $+\infty$ with $x$. We have $a b=\Phi(a)+\Psi(b)$ if and only if the point $(a, b)$ is on the continuous curve obtained from the function $y=\phi(x)$.

A non-negative function $\psi(u)(a \leqslant u \leqslant b)$ will be called logarithmically convex if

$$
\psi\left(t_{1} u_{1}+t_{2} u_{2}\right) \leqslant \psi \psi_{1}\left(u_{1}\right) \psi \psi_{1}\left(u_{2}\right)
$$

for $u_{1}$ and $u_{2}$ in $(a, b), t_{1}$ and $t_{2}$ positive and of sum 1. It is immediate that then either $\psi$ is identically zero, or else $\psi$ is strictly positive and $\log \psi$ is convex.
(10.12) Theorem. For any given function $f$, and for $\alpha>0$,
(i) $\mathscr{\Theta}_{\alpha}[f]$ is a non-decreasing function of $\alpha$;
(ii) $\mathscr{P}_{\alpha}^{a}[f]$ and $\mathfrak{Y}_{\alpha}^{\alpha}[f]$ are logarithmically convex functions of $\alpha$;
(iii) $\mathfrak{R}_{1 / \alpha}[f]$ and $\mathfrak{M}_{1 / \alpha}[f]$ are logarithmically convex functions of $\alpha$.

If we substitute $|f|^{\alpha}$ for $f$ and 1 for $g$ in (9.5), and divide both sides by $b-a$, we have $\mathfrak{A}_{a}[f] \leqslant \mathfrak{X}_{a r}[f]$ for $r>1$. This proves (i). The result is not true for $\mathscr{M}_{a}$, as may be seen from the example $a=0, b=2, f(x)=1$.

Let now $\alpha=\alpha_{1} t_{1}+\alpha_{2} t_{2}$ with $\alpha_{i}, t_{i}>0, t_{1}+t_{2}=1$, and suppose that $f$ belongs to both $L^{\alpha_{1}}$ and $L^{\alpha_{2}}$. Replacing the integrand $|f|^{\alpha}$ in $\mathbb{M}_{\alpha}^{\alpha}$ by $|f|^{\alpha_{1} t_{1}},|f|^{\alpha_{2} t_{2}}$, and applying Hölder's inequality with $r=1 / t_{1}, r^{\prime}=1 / t_{2}$, we find

$$
\mathfrak{P}_{\alpha}^{\alpha} \leqslant \mathscr{P}_{a_{1}}^{\alpha_{1} \iota_{1}} \mathfrak{W}_{\alpha_{1}}^{\alpha_{1} \iota_{1}},
$$

which expresses the logarithmic convexity of $\mathbb{M}_{\alpha}^{\alpha}[f]$. Dividing both sides by $b-a$, we have the result for $\mathfrak{Y}_{a}^{a}$. Thus (ii) is proved.

To prove (iii) we apply Hölder's inequality with the exponents $r=\alpha / \alpha_{1} t_{1}>1$, $r^{\prime}=\alpha / \alpha_{2} t_{2}$. We get

$$
\begin{aligned}
\mathcal{R}_{1 / \alpha}[f] & =\left\{\int_{a}^{b}|f|^{1 / \alpha} d x\right\}^{\alpha}=\left\{\int_{a}^{b}|f|^{t_{1} / \alpha}|f|^{t_{2} / \alpha} d x\right\}^{\alpha} \\
& \leqslant\left(\int_{a}^{b}|f|^{\left[1 / \alpha_{1}\right.} d x\right)^{\alpha_{1} t_{1}}\left(\int_{a}^{b}|f|^{1 / \alpha_{3}} d x\right)^{\alpha_{2} t_{2}}=\mathbb{M}_{1 / \alpha_{1}}^{t_{1}} \mathbb{D R}_{1 / \alpha_{2}}^{L_{2}} .
\end{aligned}
$$

Dividing both sides by $(b-a)^{\alpha}$ we have the result for $\mathfrak{A}_{1 / \alpha}$.

## 11. Convergence in $L^{r}$

Let $f_{1}(x), f_{2}(x), \ldots$ be a sequence of functions belonging to $\mathrm{L}^{r}(a, b), r>0$. If there is a function $f \in L^{r}(a, b)$ such that $\Re_{r}\left[f-f_{n} ; a, b\right] \rightarrow 0$ as $n \rightarrow \infty$, we say that $\left\{f_{n}(x)\right\}$ converges in $\mathrm{L}^{r}(a, b)$ (or, simply, in $\left.\mathrm{L}^{r}\right)$ to $f(x)$.
(11-1) Theorem. A necessary and sufficient condition that a sequence of functions $f_{n}(x) \in \operatorname{L}^{r}(a, b), r>0$, should converge in $L$ to some $f(x)$ is that $M_{r}\left[f_{m}-f_{n}\right]$ should tend to 0 as $m, n \rightarrow \infty$.

If $r \geqslant 1$, the necessity of the condition follows from Minkowski's inequality, since, if $\mathcal{M}_{r}\left[f-f_{m}\right] \rightarrow 0, \mathbb{M}_{r}\left[f-f_{n}\right] \rightarrow 0$, then

$$
\mathfrak{M}_{r}\left[f_{m}-f_{n}\right] \leqslant \mathbb{R}_{r}\left[f-f_{m}\right]+\mathbb{R}_{r}\left[f-f_{n}\right] \rightarrow 0 .
$$

For $0<r<1$, we use instead the second inequality ( $9 \cdot 13$ ).
The proof of sufficiency depends on the following further theorems, themselves important.
(11.2) Fatou's Lemma. Let $g_{1}(x), g_{8}(x), \ldots$ be non-negative functions, integrable over ( $a, b$ ) and satisfying

$$
\int_{a}^{b} g_{k} d x \leqslant A<+\infty \quad(k=1,2, \ldots)
$$

If $g(x)=\lim g_{k}(x)$ exists almost everywhere, then $g$ is integrable and

$$
\int_{a}^{b} g d x \leqslant A
$$

Let $h_{k}(x)=\inf \left\{g_{k}(x), g_{k+1}(x), \ldots\right\}$. The function $h_{k}$ is measurable and majorized by $g_{k}$, and so integrable. Since $h_{k} \leqslant h_{k+1}$ and $h_{k} \rightarrow g$, (11-4) follows from (11.3) by Lebesgue's theorem on the integration of monotone sequences.
(11.5) Thborem. Let $\left\{u_{n}(x)\right\}$ be a sequence of non-negative functions, and write $I_{n}=\int_{a}^{b} u_{n} d x$. If $I_{1}+I_{2}+\ldots<\infty$, then $u_{1}(x)+u_{2}(x)+\ldots$ converges almost everywhere in $(a, b)$ to a finite sum. In particular $u_{n}(x) \rightarrow 0$ almost everywhere in $(a, b)$.

For if $u_{1}+u_{2}+\ldots$ diverged to $+\infty$ in a set of positive measure, Lebesgue's theorem mentioned above would imply that $I_{1}+I_{2}+\ldots=\infty$.
(11.6) Theorem. If $\mathfrak{M r}_{r}\left[f_{m}-f_{n} ; a, b\right] \rightarrow 0$ as $m, n \rightarrow \infty$, we can find a subsequence $\left\{f_{n_{k}}\right\}$ of $\left\{f_{n}\right\}$ which converges almost everywhere in $(a, b)$.

Suppose first that $r \geqslant 1$. Let $\epsilon_{i}=\sup \mathbb{R}_{r}\left[f_{m}-f_{n}\right]$ for $m, n \geqslant i$. Since $\epsilon_{i} \rightarrow 0$, we have $\epsilon_{n_{1}}+\epsilon_{n_{1}}+\ldots<+\infty$ if $n_{k}$ increases sufficiently rapidly. By Hölder's inequality,

$$
\begin{equation*}
\int_{a}^{b}\left|f_{n_{k}}-f_{n_{k+1}}\right| d x \leqslant(b-a)^{1 / \epsilon} \mathfrak{M}_{r}\left[f_{n_{k}}-f_{n_{k+1}}\right] \leqslant(b-a)^{2 / r^{2}} \varepsilon_{n_{k}}, \tag{11.7}
\end{equation*}
$$

and so, by (11.5), the series $\left|f_{n_{1}}\right|+\left|f_{n_{2}}-f_{n_{1}}\right|+\left|f_{n_{2}}-f_{n_{3}}\right|+\ldots$ converges almost everywhere in $(a, b)$. The function $f(x)=f_{n_{1}}+\left(f_{n_{1}}-f_{n_{1}}\right)+\ldots=\lim f_{n_{k}}$ thus exists almost everywhere.

To establish the existence of $f(x)$ for $0<r<1$, we note that

$$
\left(\left|f_{n_{1}}\right|+\left|f_{n_{1}}-f_{n_{1}}\right|+\ldots\right)^{r} \leqslant\left|f_{n_{1}}\right|^{r}+\left|f_{n_{2}}-f_{n_{1}}\right|^{r}+\ldots ;
$$

when we integrate the right-hand side of this inequality we obtain a finite number, provided $n_{k}$ increases so fast that $\epsilon_{n_{1}}^{\gamma}+\epsilon_{n_{1}}^{r}+\ldots<\infty$.

In this proof we tacitly assumed that ( $a, b$ ) was finite, but the argument holds even if $b-a=\infty$, since ( 11.7 ) remains valid if $(a, b)$ is replaced by any of its finite subintervals.
Returning to (11.1), let $\left\{n_{k}\right\}$ and $\left\{\epsilon_{i}\right\}$ be the sequences of Theorem (11-6) and $f=\lim f_{n_{k}}$. We have $\mathfrak{M}_{r}\left[f_{m}-f_{n_{k}}\right] \leqslant \epsilon_{m}$ for $n_{k} \geqslant m$. By (11-2), $\mathfrak{M}_{r}\left[f_{m}-f\right] \leqslant \epsilon_{m}$, and this completes the proof.
It is important to observe that the function $f$ satisfying $\mathfrak{M}_{r}\left[f-f_{m}\right] \rightarrow 0$ is unique. Suppose that $\mathfrak{M}_{r}\left[f-f_{m}\right] \rightarrow 0, \mathfrak{M}_{r}\left[g-f_{m}\right] \rightarrow 0$. If $r \geqslant 1$, by Minkowski's inequality,

$$
\mathfrak{M}_{r}[f-g] \leqslant \mathfrak{M}_{r}\left[f-f_{m}\right]+\mathfrak{R}_{r}\left[g-f_{m}\right] \rightarrow 0, \quad \text { so that } \quad \mathbb{R}_{r}[f-g]=0, \quad f \equiv g .
$$

If $0<r<1$, we use instead the inequality

$$
\mathfrak{M}_{r}[f-g] \leqslant \mathbb{M}_{r}\left[f-f_{m}\right]+\mathbb{M}_{r}\left[g-f_{m}\right] .
$$

(11.8) Theorem. Suppose that $f \in \mathrm{~L}^{\gamma}(a, b), 0<r<+\infty$. Then, given any $\epsilon>0$, there is a continuous function $\phi(x)$ such that $\mathfrak{M r}_{,}[f-\phi]<\varepsilon$.

Suppose first that $r \geqslant 1, b-a<+\infty$. There is a bounded function $\psi(x)$ such that $\mathfrak{M}_{r}[f-\psi]<\frac{1}{2} \epsilon$; for, taking $N$ large enough, we may define $\psi(x)$ as equal to $f$ wherever $|f| \leqslant N$, and equal to 0 elsewhere. If we can find a continuous $\phi(x)$ such that $\mathfrak{M}_{r}[\psi-\phi]<\frac{1}{2} \epsilon$, the result will follow by Minkowski's inequality. Let us set $\psi(x)=0$ outside ( $a, b$ ), and let $\Psi(x)$ be the indefinite integral of $\psi(x)$. The functions

$$
\psi_{n}(x)=n[\Psi(x+1 / n)-\Psi(x)]
$$

are continuous and uniformly bounded, and, by Lebesgue's theorem on the differentiation of the indefinite integral, tend to $\psi(x)$ almost everywhere in $(a, b)$. Thus $\mathbb{R}_{r}\left[\psi-\psi_{n}\right] \rightarrow 0$, and it is enough to set $\phi=\psi_{n}$, with $n$ large enough. The modifications in the case $0<r<1$ are obvious.
The above argument holds if $b-a=\infty$, provided that $f(x)=0$ for $|x|$ large enough. The general case can be reduced to this one; for if we modify $f$ by setting it equal to 0 outside a sufficiently large interval, we get a function $f_{1}$ with $\mathfrak{M}_{r}\left[f-f_{1}\right]$ arbitrarily small.
(11.9) Theorem. Suppose that a sequence of functions $f_{n}(x)$ converges almost everywhere in a finite interval (a,b) to a limit $f(x)$, and that $\mathfrak{W}_{r}\left[f_{n} ; a, b\right] \leqslant M<+\infty$ for a fixed $r>0$ and all $n$. Then $\mathfrak{R}_{s}\left[f_{n}-f\right] \rightarrow 0$ as $n \rightarrow \infty$, for $0<\&<r$.

Obviously, $\mathscr{M}_{r}[f] \leqslant M$. Let $E$ be a set of points on which $\left\{f_{n}(x)\right\}$ converges uniformly to $f(x)$, and let $D=(a, b)-E ;|D|$ can be arbitrarily small. Clearly

$$
\int_{a}^{b}\left|f_{n}-f\right|^{s} d x=\int_{E}+\int_{D} \leqslant o(1)+\left(\int_{D}\left|f_{n}-f\right|^{r} d x\right)^{s / r}|D|^{1-s / r},
$$

by Hölder's inequality. By Minkowski's inequality, if $r \geqslant 1$, the last term is not greater than $(2 M)^{s}|D|^{1-s / r}$, and so is arbitrarily small with $|D|$. Hence $M_{s}\left[f_{n}-f\right] \rightarrow 0$. The proof is similar for $0<r<l$ except that we use (9.13) instead of Minkowski's inequality.

## 12. Sets of the first and second categories

Let $A$ be a linear point-set. By a portion of $A$ we shall mean any non-empty intersection $A I$ of $A$ with an open interval $I$.

Let $B$ be a sübset of $A . B$ is said to be dense in $A$ if every portion of $A$ contains points of $B . B$ is said to be non-dense in $A$ if every portion of $A$ contains a portion (subportion of $A$ ) without points in common with $B$. A set dense in $(-\infty,+\infty)$ will be called everywhere dense.

Let $B \subset A$. If $B$ can be decomposed into a denumerable sum of subsets (not necessarily disjoint) non-dense in $A, B$ will be said to be of the first category on $A$. Otherwise $B$ will be called of the second category on $A$. When $B=A$, we say that $A$ is of the first or second category (as the case may be) on itself.

If $A=(-\infty,+\infty)$, we shall simply say that $B$ is of the first or second category, as the case may be.

The following fact is important:
(12.1) Theorem. A closed set $A$ (in particular, an interval) is of the second category on itself.

For suppose that $A=A_{1}+A_{2}+\ldots$, where the $A_{i}$ are non-dense on $A$. In particular, there is a portion $I_{1} A$ of $A$ containing no points of $A_{1}$. In that portion we choose a subportion $I_{2} A$ containing no points of $A_{2}$. In $I_{2} A$ we choose a subportion $I_{3} A$ containing no points of $A_{3}$, and so on. We may suppose that $I_{n+1}$ is strictly interior to $I_{n}$, and that $\left|I_{n}\right| \rightarrow 0$. The intervals $I_{1}, I_{2}, \ldots$ have a point $x$ in common, and since all of them contain points of the closed set $A, x$ must belong to $A$. Since $x \in I_{n} A, x$ cannot belong to any of $A_{1}, A_{2}, \ldots, A_{n}$. This being true for all $n$, we obtain a contradiction with the relation $A=A_{1}+A_{2}+\ldots$.

If $B_{1}, B_{2}, \ldots$ are all of the first category on $A$, so is $B_{1}+B_{2}+\ldots$; thus a subset $B$ of $a$ closed set $A$ and the complementary set $A-B$ cannot both be of the first category on $A$.

An everywhere dense set may be of the first category (for example, any denumerable dense set). However, if a set $E$ is both dense in an interval $I$, and a denumerable product of open sets, then $E$ is of the second category on $I$. For the complementary set $I-E$ is then a denumerable sum of closed sets. These closed sets cannot contain intervals, since that would contradict the assumption that $E$ is dense in $I$; so they are non-dense in $I$. Hence $I-E$ is of the first category, and $E$ is of the second category, on $I$.
(12-2) Theorem. Let $f_{1}(x), f_{2}(x), \ldots$ be a sequence of functions continuous in $a \leqslant x \leqslant b$. If the set $E$ of points $x$ at which the sequence $\left\{f_{n}(x)\right\}$ is unbounded is dense in $(a, b)$,
$E$ is of the second category on $(a, b)$. (More precisely, the complement of $E$ is of the first category on ( $a, b$ ).)

It is enough to show that $E$ is a denumerable product of open sets. But if $E_{N}$ is the set of points at which at least one of the inequalities $\left|f_{n}(x)\right|>N$ is satisfied, then $E_{v}$ is open, and $E=E_{1} E_{2} \ldots$.

A set $A \subset(0,1)$ can be of measure 1 and of the first category, or of measure 0 and of the second category. Thus though we may think of the second category as 'richer' in points than the first category, the new classification cannot be compared with the one based on measure.
(12.3) Theorem. Let $f_{1}(x), f_{8}(x), \ldots$ be continuous on a closed set $E$; then
(i) if $\limsup _{n \rightarrow \infty} f_{n}(x)<+\infty$ at each point of $E$, then there is a portion $P$ of $E$ and $a$ number $M$ such that $f_{n}(x) \leqslant M$ for all $n$ and all $x \in P$;
(ii) if $f_{n}(x)$ converges on $E$ to $f(x)$, then for any $\epsilon>0$ there is a portion $P$ of $E$ and a number $n_{0}$ such that $\quad\left|f(x)-f_{n}(x)\right| \leqslant \epsilon \quad$ for $\quad x \in P, n \geqslant n_{0}$.
(iii) If $E$ is, in addition, non-denumerable (in particular, if $E$ is perfect), then the conclusions of (i) and (ii) hold even if the hypotheses fail to be satisfied in a denumerable subset $D$ of $E$.
(i) Let $E_{M}$ be the set of $x$ such that $f_{n}(x) \leqslant M$ for all $n$. Each $E_{M}$ is closed and $E=E_{1}+E_{2}+\ldots$ By (12-1), some $E_{M}$ is not non-dense on $E$ and so, being closed, must contain a portion $P$ of $E$. This proves (i).
(ii) For every $k=1,2, \ldots$, let $E_{k}$ be the set of points $x \in E$ such that $\left|f_{m}(x)-f_{n}(x)\right| \leqslant \epsilon$ for $m, n \geqslant k$. The sets $E_{k}$ are closed and $E=E_{1}+E_{2}+\ldots$. As in (i), some $E_{n_{0}}$ contains a portion $P$ of $E$. We have $\left|f_{m}(x)-f_{n}(x)\right| \leqslant \epsilon$ for $x \in P$ and $m, n \geqslant n_{0}$; this implies (12.4).
(iii) We begin with the extension of (i). Let $x_{1}, x_{2}, \ldots$ be the elements of $D$, and let $E_{n}^{\prime}$ be the set $E_{n}$ in the proof of (i) augmented by the points $x_{1}, x_{2}, \ldots, x_{n} . E_{n}^{\prime}$ is closed and $E=E_{1}^{\prime}+E_{2}^{\prime}+\ldots$. Hence a certain $E_{m_{0}}^{\prime}$ contains a portion of $E$. If we take $m_{0}$ so large that $E_{m_{0}}^{\prime}$ is infinite (observe that $E_{1}^{\prime} \subset E_{2}^{\prime} \subset \ldots$ ), $E_{m_{0}}$ will also contain a portion of $E$.

The extension of (ii) is proved similarly.

## 13. Rearrangements of functions. Maximal theorems of Hardy and Littlewood

In this section, unless otherwise stated, we shall consider only functions $f(x)$, defined in a fixed finite interval, which are non-negative and almost every where finite. We may suppose that the interval is of the form ( $0, a$ ).

For any $f(x)$, we shall denote by $\mathrm{E}(f>y)$ the set of points $x$ such that $f(x)>y$. The measure $|\mathbf{E}(f>y)|=m(y)$ of this set will be called the distribution function of $f$. Two functions $f$ and $g$ will be called equidistributed if they have the same distribution functions. It is then clear that if $f$ is integrable over $(0, a)$, so is $g$, and the integrals are equal. If $f$ and $g$ are equidistributed. so are $\chi(f)$ and $\chi(g)$ for any non-negative and nondecreasing $\chi(u)$.
(13.1) Theorem. For any $f(x)$, there exist functions $f^{*}(x)$ and $f_{*}(x)(0<x<a)$ equi. distributed with $f$ and respectively non-increasing and non-decreasing.

The function $m(y)=|\mathbf{E}(f>y)|$ is non-increasing and continuous to the right. Clearly $m(y)=a$ for $y$ negative, and $m(+\infty)=0$. If $m(y)$ is continuous and strictly decreasing for $y \geqslant 0$, then its inverse function, which we shall denote by $f^{*}(x)$, is decreasing and equidistributed with $f(x)$.

The definition of $f^{*}$ just given holds, suitably modified, in the general case. Let us consider the curve $x=m(y)$ and a point $y_{0}$ of discontinuity of it. We adjoin to the curve the whole segment of points $\left(x, y_{0}\right)$ with $m\left(y_{0}+0\right)<x \leqslant m\left(y_{0}-0\right)$ (noting that the point $x=m\left(y_{0}\right)=m\left(y_{0}+0\right)$ belongs to the initial curve) and we do this for every $y_{0}$. Every line $x=x_{0}, 0<x_{0} \leqslant a$, intersects the new curve in at least one point, whose ordinate we denote by $f^{*}\left(x_{0}\right)$. The function $f^{*}(x)$ is defined uniquely for $0<x \leqslant a$, except at those points which correspond to the stretches of constancy of $m(y)$. Such $x$ are denumerable and for them we take for $f^{*}(x)$ any value that preserves the monotonicity. Taking into account the discontinuities and the stretches of constancy of $m(y)$, we may verify geometrically that, for each $y_{0}$, the set of points $x$ such that $f^{*}(x)>y_{0}$ is a segment, with or without end-points, of length $m\left(y_{0}\right)$. Thus $\left|\mathbf{E}\left(f^{*}>y_{0}\right)\right|=\left|\mathbf{E}\left(f>y_{0}\right)\right|$.

We define $f_{*}(x)=f^{*}(a-x)$; the properties of $f_{*}$ then follow trivially from those of $f^{*}$.

Suppose that $f(x)$ is integrable over $(0, a)$. For every $x, 0<x \leqslant a$, we set

$$
\begin{equation*}
\theta(x)=\theta_{f}(x)=\sup _{\xi} \frac{1}{x-\xi} \int_{\xi}^{x} f(t) d t, \text { where } 0 \leqslant \xi<x . \tag{13•2}
\end{equation*}
$$

Clearly $\theta(x)$ is finite at every point at which the integral of $f$ is differentiable. If $f$ is non-increasing, then

$$
\theta_{f}(x)=\frac{1}{x} \int_{0}^{x} f d t .
$$

In particular, this formula applies to the function $f^{*}(x)$ introduced above.
(13.4) Theorem of Hardy and Littlewood. For any non-decreasing and non-negative function $\chi(t), t \geqslant 0$, we have

$$
\int_{0}^{a} \chi\left\{\theta_{f}(x)\right\} d x \leqslant \int_{0}^{a} \chi\left\{\theta_{f}(x)\right\} d x=\int_{0}^{a} \chi\left\{\frac{1}{x} \int_{0}^{x} f^{*} d t\right\} d x .
$$

First of all we observe that for any $g(x) \geqslant 0$ we have

$$
\int_{0}^{a} g(x) d x=-\int_{0}^{\infty} y d m(y)=\int_{0}^{\infty} m(y) d y,
$$

where $m(y)=|\mathrm{E}(g>y)|$. For, if $g$ is bounded, the first equation follows from the fact that the approximating Lebesgue sums for the first integral coincide with the approximating Riemann-Stieltjes sums for the second. In the general case, for $u>0$.

$$
-\int_{0}^{u} y d m(y)=\int_{E(0<u)} g(x) d x,
$$

and the result follows by making $u \rightarrow \infty$. Finally, the second equatity in (13.6) follows from integration by parts, if we observe that

$$
y m(y) \rightarrow 0 \text { as } y \rightarrow \infty \quad\left(\text { since } y m(y) \leqslant \int_{E(g>y)} g d x\right)
$$

Comparing the extreme terms of (13.6) we see that if we have another function $g_{1}(x) \geqslant 0$ and the corresponding $m_{1}(y)$, then the inequality $m_{1}(y) \geqslant m(y)$ for all $y$
implies that the integral of $g_{1}$ is not less than that of $g$. Hence, $\chi(t)$ being monotone, the inequality (13.5) will follow if we show that

$$
\begin{equation*}
\left|\mathbf{E}\left(\theta_{f}>y_{0}\right)\right| \leqslant\left|\mathbf{E}\left(\theta_{f^{*}}>y_{0}\right)\right| \quad \text { for all } y_{0} \tag{13•7}
\end{equation*}
$$

We break up the proof of this inequality into three stages.
(13.8) Lemma. Given a continuous $F(x), 0 \leqslant x \leqslant a$, let $H$ denote the set of points $x$ for which there is a point $\xi$ in $0 \leqslant \xi<x$ such that $F(\xi)<F(x)$. The set $H$ consists of $a$ denumerable system of disjoint intervals $\left(\alpha_{k}, \beta_{k}\right)$ such that $F\left(\alpha_{k}\right) \leqslant F\left(\beta_{k}\right)$. All these intervals are open except possibly one terminating at a.

Since small changes of $x$ do not impair the inequality $F(\xi)<F(x)$, the set $H$ is open, except possibly for the point $a$. Let ( $\alpha_{k}, \beta_{k}$ ) be any one of the disjoint intervals (open, except when $\left.\beta_{k}=a\right)$ constituting $H$. Assuming that $F\left(\alpha_{k}\right)>F\left(\beta_{k}\right)$, denote by $x_{0}$ the smallest number in $\left(\alpha_{k}, \beta_{k}\right)$ such that $F\left(x_{0}\right)=\frac{1}{2}\left\{F\left(\alpha_{k}\right)+\boldsymbol{F}\left(\beta_{k}\right)\right\}$. Thus no $\xi$ corresponding to $x_{0}$ can belong to $\left(\alpha_{k}, x_{0}\right)$, since the points of this interval satisfy the inequality $F(x) \geqslant F\left(x_{0}\right)$. Hence $\xi<\alpha_{k}$ and the inequalities $F(\xi)<\boldsymbol{F}\left(x_{0}\right)<\boldsymbol{F}\left(\alpha_{k}\right)$ imply that $\alpha_{k} \in H$, which is false. It follows that $F\left(\alpha_{k}\right) \leqslant F\left(\beta_{k}\right)$.

Remark. We actually have $F\left(\alpha_{k}\right)=F\left(\beta_{k}\right)$, unless $\beta_{k}=a$. For no $\beta_{k}<a$ belongs to $H$, so that $F\left(\alpha_{k}\right) \geqslant F\left(\beta_{k}\right)$.
(13.9) Lemma. If $E$ is any set in $(0, a)$, then $\int_{E} f d x \leqslant \int_{0}^{i E \mid} f * d x$.

Let $g(x)$ be equal to $f(x)$ in $E$ and to 0 elsewhere. Since $g \leqslant f$, we also have $g^{*} \leqslant f^{*}$ and

$$
\int_{E} f d x=\int_{0}^{a} g d x=\int_{0}^{a} g^{*} d x=\int_{0}^{|E|} g^{*} d x \leqslant \int_{0}^{|E|} f^{*} d x
$$

which proves (13.9).
Let $E\left(y_{0}\right)$ and $E^{*}\left(y_{0}\right)$ denote the sets in (13.7), snd let $E_{1}^{*}\left(y_{0}\right)=\mathbf{E}\left(\theta_{\rho} \geqslant y_{0}\right)$, with equality this time included. Having fixed $y_{0}$ we drop it as an argument and write $E, E^{*}, E_{1}^{*}$. If we set $F(x)=\int_{0}^{x} f d t-y_{0} x$, the set $E$ becomes the set $H$ of Lemma (13.8). We show that

$$
\int_{0}^{|E|} f^{*} d x \geqslant y_{0}|E|
$$

In fact, if $\left(\alpha_{k}, \beta_{k}\right)$ are the intervals making up $E$, then

$$
\int_{a_{k}}^{\beta_{2}} f d x \geqslant y_{0}\left(\beta_{k}-\alpha_{k}\right)
$$

by (13.8), and summing over all $k$ we get the inequality

$$
\int_{E} f d x \geqslant y_{0}|E|
$$

from which (13.10) follows, by (13.9).
Return now to (13.3), with $f$ replaced by $f^{*}$. Since the right-hand side is a continuous and non-increasing function, $\left|E_{1}^{*}\right|$ is the greatest number $x \leqslant a$ such that $x^{-1} \int_{0}^{x} f^{*} d t \geqslant y_{0}$. Hence, by (13•10), $|E| \leqslant\left|E_{1}^{*}\right|$; in full,

$$
\left|\mathbf{E}\left(\theta_{j}>y_{0}\right)\right| \leqslant\left|\mathbf{E}\left(\theta_{j} \bullet \geqslant y_{0}\right)\right| .
$$

If we replace here $y_{0}$ by $y_{0}+\epsilon$ and make $\epsilon$ decrease to 0 , we get (13.7), and the proof of ( 13.4 ) is completed.

In addition to $\theta_{f}(x)$, we define the functions

$$
\begin{align*}
& \theta_{f}^{\prime}(x)=\sup _{\xi} \frac{1}{\xi-x} \int_{x} f d t \quad(x<\xi \leqslant a), \\
& \Theta_{f}(x)=\max \left\{\theta_{f}(x), \theta_{f}^{\prime}(x)\right\}=\sup _{\xi} \frac{1}{\xi-x} \int_{x}^{\xi} f d t \quad(0 \leqslant \xi \leqslant a) .
\end{align*}
$$

The inequality in (13.5) holds if we replace $\theta_{f}$ by $\theta_{f}^{\prime}$ and $f^{*}$ by $f_{*}$. Since

$$
\Theta=\max \left(\theta, \theta^{\prime}\right)
$$

we have $\chi(\Theta) \leqslant \chi(\theta)+\chi\left(\theta^{\prime}\right)$ and

$$
\int_{0}^{a} \chi\left(\Theta_{f}\right) d x \leqslant \int_{0}^{a} \chi\left(\theta_{f_{0}}\right) d x+\int_{0}^{a} \chi\left(\theta_{f_{0}^{\prime}}^{\prime}\right) d x=2 \int_{0}^{a} \chi\left(\theta_{f_{0}}\right) d x .
$$

Hence:
(13.13) Theorem. If $f \in \mathrm{~L}(0, a)$ and $\Theta(x)=\Theta_{f}(x)$ is defined by (13.12), then for $a$ non-negative and non-decreasing $\chi(u)$,

$$
\int_{0}^{a} \chi\{\Theta(x)\} d x \leqslant 2 \int_{0}^{a} \chi\left(\frac{1}{x} \int_{0}^{x} f^{*} d t\right) d x .
$$

From this we deduce, by specifying $\chi$, the following corollaries:
(13-15) Theorem. (i) If $f \in L^{r}(0, a), r>1$, then $\Theta(x) \in L r$ and

$$
\int_{0}^{a} \Theta^{r} d x \leqslant 2\left(\frac{r}{r-1}\right)^{r} \int_{0}^{a} f^{r} d x
$$

(ii) If $f \in \mathrm{~L}(0, a)$, then $\Theta(x) \in \mathrm{L}^{\alpha}$ for every $0<\alpha<1$, and

$$
\int_{0}^{a} \Theta^{\alpha} d x \leqslant \frac{2 a^{1-\alpha}}{1-\alpha}\left(\int_{0}^{a} f d x\right)^{\alpha}
$$

(iii) If $f \log ^{+} f \in \mathrm{~L}(0, a)$, then $\Theta(x) \in \mathrm{L}$ and

$$
\int_{0}^{a} \Theta d x \leqslant 4 \int_{0}^{a} f \log ^{+} f d x+A
$$

with $A$ depending on a only.
We have to estimate the right-hand side of (13.14) and we may suppose from the start that $f$ is non-increasing, so that we may replace $f^{*}$ by $f$ there.

Case (i) then follows from Theorem (9•16), with $s=0$; it is enough to set $f(x)=0$ for $x>a$. Case (ii) follows by an application of Hölder's inequality. For, with $\chi(u)=u^{\alpha}$,

$$
\begin{aligned}
\int_{0}^{a} \chi\left(\frac{1}{x} \int_{0}^{x} f d t\right) d x & =\int_{0}^{a} \overline{x^{\alpha \alpha(1-\alpha)}}\left\{\frac{d x}{x^{\alpha}} \int_{0}^{x} f d t\right\}^{\alpha} \leqslant\left(\int_{0}^{a} \frac{d x}{x^{\alpha}}\right)^{1-\alpha}\left(\int_{0}^{a} \frac{d x}{x^{\alpha}} \int_{0}^{x} f d t\right)^{\alpha} \\
& =-\frac{a^{(1-\alpha)^{2}}}{(1-\alpha)^{1-\alpha}}\left\{\int_{0}^{a} f d t \int_{t}^{a} \frac{d x}{x^{\alpha}}\right\}^{\alpha} \leqslant \frac{a^{1-\alpha}}{1-\alpha}\left(\int_{0}^{a} f d t\right)^{\alpha} .
\end{aligned}
$$

In case (iii), the right-hand side of (13.14), with $\chi(u)=u$, is

$$
2 \int_{0}^{a} \frac{d x}{x} \int_{0}^{x} f(t) d t=2 \int_{0}^{a} f(t) \log \frac{a}{t} d t
$$

Let $E_{1}$ and $E_{2}$ be the sets of points at which, respectively, $f<(a / t)^{\frac{1}{2}}$ and $f \geqslant(a / t)^{\frac{1}{2}}$. Clearly the integral of $f \log (a / t)$ extended over $E_{1}$ does not exceed a finite constant depending only on $a$. In $E_{2}$ we have $1 \leqslant(a / t) \leqslant f^{2}$, so that

$$
\int_{E_{1}} f \log (a / t) d t \leqslant 2 \int_{E_{1}} f \log f d t \leqslant 2 \int_{0}^{a} f \log ^{+} f d t
$$

and (iii) follows by collecting the estimates.
The example $f(x)=1 /\left(x \log ^{2} x\right)$, considered in the interval $\left(0, \frac{1}{2}\right)$, shows that if $f \in \mathrm{~L}$ the function $\Theta$ need not be integrable. In this case $\Theta(x)=1 /(x|\log x|)$.

For applications to Fourier series a slight modification of the function $\Theta(x)$ is useful. Let $f(x)$ be periodic and integrable, but not necessarily non-negative (or even real-valued). We set

$$
M(x)=M_{f}(x)=\sup _{0<|t| \leqslant \pi} \frac{1}{t} \int_{0}^{t}|f(x+u)| d u=\sup _{0<|t| \leqslant \pi} \frac{1}{t} \int_{x}^{x+t}|f(u)| d u
$$

for $-\pi \leqslant x \leqslant \pi$. Clearly $M_{f}(x)$ does not exceed the function $\Theta_{|f|}(x)$ formed for the interval ( $-2 \pi, 2 \pi$ ), so that

$$
\int_{-\pi}^{\pi} \chi\left\{M_{f}(x)\right\} d x \leqslant \int_{-\pi}^{\pi} \chi\left\{\Theta_{1 f}(x)\right\} d x .
$$

From this and (13•15) we easily get the following analogues of (i), (ii), (iii):

$$
\begin{align*}
& \int_{-\pi}^{\pi} M^{r}(x) d x \leqslant 4\left(\frac{r}{r-1}\right)^{r} \int_{-\pi}^{\pi}|f|^{r} d x \\
& \quad(r>1),  \tag{13•17}\\
& \int_{-\pi}^{\pi} M^{\alpha}(x) d x \leqslant 4 \frac{a^{1-\alpha}}{1-\alpha}\left(\int_{-\pi}^{\pi}|f| d x\right)^{\alpha} \quad(0<\alpha<1), \\
& \int_{-\pi}^{\pi} M(x) d x \leqslant 8 \int_{-\pi}^{\pi}|f| \log ^{+}|f| d x+A .
\end{align*}
$$

The following inequalities, implicitly contained in the preceding proofs, deserve separate mention. First, for $f$ integrable and non-negative in ( $0, a$ ),

$$
\left|\mathbf{E}\left(\theta_{f}>y\right)\right| \leqslant y^{-1} \int_{0}^{a} f d x ; \quad\left|\mathbf{E}\left(\Theta_{f}>y\right)\right| \leqslant 2 y^{-1} \int_{0}^{a} f d x
$$

The first of these inequalities is contained in (13.11), and the second follows from the first by (13.12). Finally, for an $f$ periodic and integrable but not necessarily nonnegative,

$$
\left|E\left\{M_{f}(x)>y ; 0 \leqslant x \leqslant 2 \pi\right\}\right| \leqslant 4 y^{-1} \int_{0}^{2 \pi}|f(x)| d x
$$

Remark. While in parts (ii) and (iii) of (13-15) we must necessarily assume that $a$ is finite, part (i) holds, for infinite intervals. Suppose, e.g., that $f \in \mathbb{L}(-\infty,+\infty), r>1$, and consider the analogue of (13•15) (i) for the interval ( $-a, a$ ) and the function $f_{a}$, which is $f$ restricted to $(-a, a)$. The passage $a \rightarrow+\infty$ leads to

$$
\int_{-\infty}^{+\infty} \Theta^{r} d x \leqslant 2\left(\frac{r}{r-1}\right)^{r} \int_{-\infty}^{+\infty} f^{r} d x
$$

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. A sequence $\left\{u_{\nu}\right\}$ is of bounded variation if and only if it is a difference of two non-negative and non-increasing sequences.
2. Of the two series,
(i) $1+\cos x+\cos 2 x+\ldots+\cos n x+\ldots$,
(ii) $\sin x+\sin 2 x+\ldots+\sin n x+\ldots$,
the first diverges for all $x$, the second for all $x \neq 0 \bmod \pi$.
[(i) For no $x_{0}$ do we have $\cos n x_{0} \rightarrow 0$. For otherwise,

$$
\sin ^{2} n x_{0}=1-\cos ^{2} n x_{0} \rightarrow 1, \quad \sin ^{2} n x_{0}=\frac{1}{2}\left(1-\cos 2 n x_{0}\right) \rightarrow \frac{1}{2},
$$

a contradiction.
(ii) If $\sin \pi x_{0} \rightarrow 0$, then

$$
\sin (n+1) x_{0}-\sin (n-1) x_{0}=2 \sin x_{0} \cos n x_{0} \rightarrow 0
$$

that is, $\sin x_{0}=0$ by (i).]
3. Using $S[|\sin x|]$, and (6.3), prove

$$
|\sin x|=\frac{8}{\pi} \sum_{n=1}^{\infty} \frac{\sin ^{2} n x}{4 n^{2}-1} .
$$

4. Let $c_{m}=\frac{1}{1}\left(a_{m}-i b_{m}\right)$ for $m>0$, and let $c_{-m}=\bar{c}_{m}$. Show that a necessary and sufficient condition for the existence of $\lim \sum_{-M}^{N} c_{m} e^{i m m_{4}}$ as $M$ and $N$ tend to $+\infty$ independently of eech other, is the simultaneous convergence of both series

$$
\sum_{1}^{\infty}\left(a_{m} \cos m x_{0}+b_{m} \sin m x_{0}\right) \quad \text { and } \quad \sum_{1}^{\infty}\left(a_{m} \sin m x_{0}-b_{m} \cos m x_{0}\right) .
$$

5. Each of the two systems
(i) $1, \cos x, \cos 2 x, \ldots, \cos n x, \ldots$,
(ii) $\sin x, \sin 2 x, \ldots, \sin n x, \ldots$
is orthogonal and complete over $(0, \pi)$.
6. Let $\left\{\phi_{n}\right\}$ denote Rademacher's system (see §3) and let

$$
\chi_{0}(t)=1, \quad \chi_{N}(t)=\phi_{n_{1}}(t) \phi_{n_{1}}(t) \ldots,
$$

where $2^{n_{1}}+2^{m}+\ldots, n_{1}>n_{2}>\ldots$, is the dyadic development of the positive integer $N$. Show that the system $\left\{\chi_{N}\right\}$ is orthonormal over the interval $(0,1)$.
[The system $\chi_{N}$, in a different form, was first considered by Walsh [1]. See also Paley [1], who gave the above definition, and Kaczmarz [1].
7. Let $s_{N}(x)$ be the sum of the first $N$ terms of the Fourier series $\Sigma a_{y} \chi_{\nu}(x)$ of $f(x), 0 \leqslant x \leqslant 1$. Prove the formula

$$
s_{2^{n}}\left(x_{0}\right)=\int_{0}^{1} f(t) \prod_{k=0}^{n-1}\left(1+\phi_{k}\left(x_{0}\right) \phi_{k}(t)\right) d t,
$$

and ehow that $s_{\mathrm{p}}(x) \rightarrow f(x)$ almost everywhere as $n \rightarrow \infty$. This implies, in particular, that the system $\left\{\chi_{N}\right\}$ is complete over $(0,1)$.
[If $x_{0}$ is not a binary rational, and $I_{n-1}$ is the interval of constancy of $\phi_{n-1}$ containing $x_{0}$, then $\left|I_{n-1}\right|=2^{-n}$, all functions $\phi_{0}, \phi_{1}, \ldots, \phi_{n-1}$ are constant in $I_{n-1}$, and the integral above is $\left|I_{n-1}\right|^{-1} \int_{I_{n-1}} f(t) d t$. If, therefore, $F(x)=\int_{0}^{x} f d t$ is differentiable at $x_{0}$, we have $s_{m^{m}}\left(x_{0}\right) \rightarrow F^{\prime}\left(x_{0}\right)$.]
8. Orthogonal systems can be defined in spaces of any dimension, intervals of integration being replaced by any fixed meesurable set of positive measure. Show that if $\left\{\phi_{m}(x)\right\}$ and $\left\{\psi_{n}(y)\right\}$ are orthonormal and complete in intervals $a \leqslant x \leqslant b, c \leqslant y \leqslant d$ reespectively, then the doubly infinite system $\left\{\phi_{m}(x) \psi_{n}(y)\right\}$ is orthonormal and complete in the rectangle

$$
R: a \leqslant x \leqslant b, \quad c \leqslant y \leqslant d .
$$

[If $\iint_{R} f(x, y) \bar{\phi}_{m}(x) \psi_{m}(y) d x d y=0$ for all $m, n$, the functions $f_{m}(y)=\int_{a}^{b} f(x, y) \phi_{m}(x) d x$ vanish for almost all $y$, and hence $f(x, y)$ vanishes almost everywhere on almost all lines $y=$ const.]

## CHAPTER II

## FOURIER COEFFICIENTS. ELEMENTARY THEOREMS ON THE CONVERGENCE OF $S[f]$ AND-S $[f]$

## 1. Formal operations on $S[f]$

(1-1) Theorem. Let $n$ be an integer, $u$ a real number and

$$
\begin{equation*}
f(x) \sim \sum_{v=-\infty}^{+\infty} c_{\nu} e^{i v x} . \tag{1.2}
\end{equation*}
$$

Then
(ii)
(iii)

$$
e^{i n x} f(x) \sim \sum_{\nu=-\infty}^{+\infty} c_{\nu} e^{i(\nu+n) x}=\sum_{\nu=-\infty}^{+\infty} c_{\nu-n} e^{i \nu x},
$$

(iv)

$$
f(x+u) \sim \sum_{\nu=-\infty}^{+\infty} c_{v} e^{i v u} e^{i v x},
$$

$$
\begin{equation*}
\frac{1}{n} \sum_{k=0}^{n-1} f\left(\frac{x}{n}+\frac{2 \pi k}{n}\right) \sim \sum_{\nu=-\infty}^{+\infty} c_{\nu n} e^{i \nu x} \quad(n>0) . \tag{v}
\end{equation*}
$$

The proofs are simple:

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} \overline{f(t)} e^{-i \omega t} d t=\frac{1}{2 \pi} \int_{0}^{2 \bar{\pi}} f(t) e^{i 凶} d t=\bar{c}_{-\nu} \tag{i}
\end{equation*}
$$

(ii) Suppose first that $n>0$. We observe that

$$
\frac{1}{n} \sum_{k=0}^{n-1} \exp (2 \pi \mu k i / n)=\left\{\begin{array}{l}
1 \\
0
\end{array} \quad(\mu=0, \pm 1, \pm 2, \ldots)\right.
$$

according as $\mu$ is or is not a multiple of $n$. Now

$$
\int_{0}^{2 \pi} f(n t) e^{-i \mu t} d t=\frac{1}{n} \int_{0}^{2 \pi n} f(t) e^{-i \mu / n} d t=\int_{0}^{2 \pi} f(t) e^{-i \mu / / n}\left\{\frac{1}{n} \sum_{k=0}^{n-1} e^{-2 \pi d k \mu / n}\right\} d t,
$$

and this is $2 \pi c_{\nu}$ or 0 , according as $\mu / n=\nu$ is an integer or not. The case $n<0$ reduces to $n>0$, since, as we easily see, $\quad f(-x) \sim \Sigma c_{\nu} e^{-i \nu x}$.

$$
\begin{equation*}
\int_{0}^{2 \pi} f(t) e^{i n t} e^{-i \omega t} d t=2 \pi c_{\nu-n} \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
\int_{0}^{2 \pi} f(t+u) e^{-i v t} d t=e^{i v u} \int_{0}^{2 \pi} f(t+u) e^{-i v(t+u)} d t=2 \pi e^{i v u} c_{\nu} . \tag{iv}
\end{equation*}
$$

( $\mathrm{\nabla}$ ) This follows from (iv) and (1.3).
If

$$
\begin{equation*}
f(x) \sim \frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right) \tag{1.4}
\end{equation*}
$$

(iv) can be written

$$
f(x+u) \sim \sum_{\nu=0}^{\infty}\left\{A_{\nu}(u) \cos \nu x-B_{\nu}(u) \sin \nu x\right\} .
$$

(1.5) Theorem. If $f(x)$ and $g(x)$ are integrable and periodic, so is the function

$$
\begin{equation*}
h(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x-t) g(t) d t \tag{1.6}
\end{equation*}
$$

$$
\text { If } f \sim \Sigma c_{\nu} e^{i \nu x}, g \sim \Sigma d_{\nu} e^{i \nu x}, \text { then } \quad h(x) \sim \sum_{-\infty}^{+\infty} c_{\nu} d_{\nu} e^{i \nu x}
$$

We show first that the integral (1-6) exists for almost all $x$. We may assume that $f$ and $g$ are real-valued, and this case may, in turn, be reduced to $f, g \geqslant 0$. Then

$$
\begin{equation*}
\int_{0}^{9 \pi} d x \int_{0}^{9 \pi} f(x-t) g(t) d t=\int_{0}^{8 \pi} g(t)\left\{\int_{0}^{9 \pi} f(x-t) d x\right\} d t=\int_{0}^{9 \pi} g(t) d t \int_{0}^{9 \pi} f(x) d x \tag{1.8}
\end{equation*}
$$

The operations performed here are justified since $f(x-t) g(t)$ is measurable in the ( $x, t$ ) plane (being a product of measurable functions) and since (the integrand being non-negative) the order of integration is irrelevant. Thus $h(x)$ is integrable and, in particular, finite almost everywhere. It is clearly periodic.

The function $f(x-t) g(t)$ is integrable over the square $0 \leqslant x \leqslant 2 \pi, 0 \leqslant t \leqslant 2 \pi$. Thus for general $f$ and $g,\left|f(x-t) g(t) e^{-i x x}\right|$ is integrable over the square and the following argument is also legitimate:

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{0}^{2 \pi} h(x) e^{-i \nu x} d x & =\frac{1}{2 \pi} \int_{0}^{2 \pi}\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x-t) e^{-i(x-i)} g(t) e^{-i \omega} d t\right\} d x \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} g(t) e^{-i n}\left\{\frac{1}{2 \pi} \int_{0}^{9 \pi} f(x-t) e^{-i(x-t)} d x\right\} d t=c_{\nu} d_{\nu}
\end{aligned}
$$

and the proof of ( 1.5 ) is completed.
It is useful to observe that (1-7) is obtained by the formal process of multiplying $S[f(x-t)]=\Sigma c_{\nu} e^{i v x} e^{-i \omega t}$ and $S[g(t)]=\Sigma d_{\nu} e^{i n t}$ termwise and integrating each product term over $0 \leqslant t \leqslant 2 \pi$.

The function

$$
h(x)=I(f, g)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x-t) g(t) d t
$$

of ( $1 \cdot 6$ ) is often called the convolution, or composition, of the functions $f$ and $g$. Obviously $I(f, g)=I(g, f)$.

For $f$ in (1-4) and $g \sim \frac{1}{2} a_{0}^{\prime}+\Sigma\left(a_{\nu}^{\prime} \cos \nu x+b_{\nu}^{\prime} \sin \nu x\right),(1 \cdot 7)$ can also be written

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{9 \pi} f(x-t) g(t) d t \sim \frac{1}{2} a_{0} a_{0}^{\prime}+\sum_{1}^{\infty}\left\{\left(a_{\nu} a_{\nu}^{\prime}-b_{\nu} b_{\nu}^{\prime}\right) \cos \nu x+\left(a_{\nu} b_{\nu}^{\prime}+a_{\nu}^{\prime} b_{\nu}\right) \sin \nu x\right\} . \tag{1.9}
\end{equation*}
$$

Set $g(t)=\bar{f}(-t)$ in (1.6) and replace $t$ by $-t$. We obtain the special but interesting case

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x+t) \tilde{f}(t) d t \sim \sum_{-\infty}^{+\infty}\left|c_{\nu}\right|^{2} e^{i x x}
$$

Suppose that the $f$ and $g$ in (1-6) are in $L^{2}$. Then $\Sigma\left|c_{\nu}\right|^{2}$ and $\Sigma\left|d_{\nu}\right|^{2}$ converge. If we can show that the integral ( $1 \cdot 6$ ), which by Schwarz's inequality exists for every $x$, is a continuous function of $x$, then we can replace the sign ' $\sim$ ' in (1.7) by ' $=$ ' (Chapter I, (6.3)). For this purpose we need the case $p=2$ of the following lemma:
(1-11) Lemma. If $f$ is periodic and in $\mathrm{L}^{p}, \mathrm{l} \leqslant p<\infty$, the expression
tends to 0 with $t$.

$$
J_{p}(t ; f)=9 \mathbb{R}_{p}[f(x+t)-f(x)]=\left\{\int_{0}^{2 \pi}|f(x+t)-f(x)|^{p} d x\right\}^{1 / p}
$$

This is immediate for $f$ continuous. Using Theorem (11.8) of Chapter I and its notation, we get, applying Minkowski's inequality twice,

$$
J_{p}(t ; f) \leqslant J_{p}(t ; \phi)+J_{p}(t ; f-\phi) \leqslant J_{p}(t ; \phi)+29 \Omega_{p}[f-\phi]<o(1)+2 \varepsilon .
$$

Hence $J_{p}(t ; f)<3 \in$ for $|t|$ small enough, and (1-11) follows.
Return to (1-6). If $f$ and $g$ are in $L^{\mathbf{2}}$, then

$$
|h(x+u)-h(x)| \leqslant \int_{0}^{2 \pi}|f(x+u-t)-f(x-t)||g(t)| d t \leqslant J_{2}(u ; f) \mathbb{R}_{2}[g] \rightarrow 0
$$

as $u \rightarrow 0$, which shows that $h$ is continuous. Hence:
(1-12) Theorem. Suppose that $f$ and $g$ are in $L^{2}$ and have coefficients $c_{\nu}$ and $d_{\nu}$ respectively. Then

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x-t) g(t) d t=\sum_{-\infty}^{+\infty} c_{\nu} d_{\nu} e^{i v x}
$$

for all $x$, and the series on the right converges absolutely and uniformly. In particular

$$
\left.\begin{array}{rl}
\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x+t) \bar{f}(t) d t & =\sum_{-\infty}^{+\infty}\left|c_{\nu}\right|^{2} e^{i v x}, \\
\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t) g(t) d t & =\sum_{-\infty}^{+\infty} c_{\nu} d_{-\nu} \\
\frac{1}{2 \pi} \int_{0}^{2 \pi}|f(t)|^{2} d t & =\sum_{-\infty}^{+\infty}\left|c_{\nu}\right|^{2} .
\end{array}\right\}
$$

The last equation is Parseval's formula for the trigonometric system. The name Parseval's formula is often given to the first two more general relations (1-13).

If $f$ is real-valued and has coefficients $a_{\nu}, b_{\nu}$ we may write the last equation in the form

$$
\frac{1}{\pi} \int_{0}^{2 \pi} f^{8}(t) d t=\frac{1}{2} a_{0}^{8}+\sum_{1}^{\infty}\left(a_{\nu}^{8}+b_{\nu}^{2}\right) .
$$

Return to (1-5). If $f$ and $g$ are integrable, so is $h$. The following generalization of this result is of importance.
(1-15) Theorem. Let $f$ and $g$ be periodic and in $L^{p}$ and $L^{q}$ respectively, where $p \geqslant 1, q \geqslant 1,1 / p+1 / q>1$. Let

$$
\frac{1}{r}=\frac{1}{p}+\frac{1}{q}-1
$$

then the function $h(x)=I(f, g)$ defined by $(1 \cdot 6)$ belongs to $L$, and

$$
\mathfrak{X}_{r}[h] \leqslant \mathfrak{A}_{p}[f] \mathfrak{X}_{Q}[g],
$$

where $\mathfrak{A}_{r}[h]$ stands for $\mathfrak{U}_{r}[h ; 0,2 \pi]$, and similarly for $\mathfrak{A}_{p}[f], \mathfrak{A}_{q}[g]$.
Since $|I(f, g)| \leqslant I(|f|,|g|)$, we may suppose that $f \geqslant 0, g \geqslant 0$. Let $\lambda, \mu, \nu$ be positive numbers satisfying $1 / \lambda+1 / \mu+1 / \nu=1$. Writing

$$
f(x-t) g(t)=f^{p / \lambda} g^{p / \lambda} \cdot f^{p(1 / p-1 / \lambda)} \cdot g^{\alpha(1 / 1 /-1 / \lambda)},
$$

and applying Hölder's inequality with the exponents $\lambda, \mu, \nu$ (Chapter I, (9.8)), we see that $h(x)$ does not exceed

$$
\left[\frac{1}{2 \pi} \int_{0}^{2 \pi} f^{p}(x-t) g^{\mu}(t) d t\right]^{1 / \lambda}\left[\frac{1}{2 \pi} \int_{0}^{2 \pi} f^{p \mu(1 i p-1 / \lambda)}(x-t) d t\right]^{1 / \mu}\left[\frac{1}{2 \pi} \int_{0}^{2 \pi} g^{\sigma(\alpha 1 ; q-1 / \lambda)}(t) d t\right]^{1 / \nu} .
$$

We use this with $\quad \lambda=r, \quad 1 / p-1 / \lambda=1 / \mu, \quad 1 / q-1 / \lambda=1 / \nu$,
so that $\lambda, \mu, \nu$ are positive numbers and satisfy $1 / \lambda+1 / \mu+1 / \nu=1$ by (1-16). The last two factors in the product are just $\mathscr{M}_{p}^{p / \mu}[f]$ and $\mathfrak{M}_{q}^{q / \nu}[g]$. Hence

$$
\mathfrak{A}_{r}[h]=\mathfrak{U}_{\lambda}[h] \leqslant \mathfrak{U}_{n}^{p / \mu}[f] \mathfrak{Q}_{q}^{q / \nu}[g]\left\{\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} d x \int_{0}^{2 \pi} f^{p}(x-t) g^{\Omega}(t) d t\right\}^{1 / r} .
$$

The expression in curly brackets is $\mathfrak{X}\left[f^{p}\right] \mathscr{A}\left[g^{q}\right]=\mathscr{X}_{p}^{p}[f] \mathscr{X}_{q}^{q}[g]$, and the right-hand side is therefore

$$
\mathfrak{U}_{p}^{p(1 / \mu+1 / r)}[f] \mathfrak{X}_{q}^{(q(1 / p+1 / r)}[g]=\mathfrak{U}_{p}[f] \mathfrak{X}_{q}[g],
$$

by (1-17). This completes the proof.
The theorem holds when $1 / p+1 / q=1$. Moreover, by an argument similar to that preceding Theorem (1-12), $h(x)$ is then continuous.

Let $f_{1}, f_{\mathbf{3}}, \ldots, f_{k}$ be periodic integrable functions having respectively Fourier coefficients $\left\{c_{n}^{\left(d_{n}^{1}\right)}\right\},\left\{c_{n}^{\left.()^{2}\right)}\right\}, \ldots,\left\{c_{n}^{\left(k^{k}\right)}\right\}$. We define the convolution $h(x)$, or $I\left(f_{1}, f_{2}, \ldots, f_{k}\right)$, of $f_{1}, \ldots, f_{k}$ by the induction formula

$$
I\left(f_{1}, f_{2}, \ldots, f_{k}\right)=I\left(I\left(f_{1}, \ldots, f_{k-1}\right), f_{k}\right)
$$

Then $h(x)$ is a periodic integrable function, and obviously

$$
h(x)=I\left(f_{1}, f_{2}, \ldots, f_{k}\right) \sim \Sigma c_{n}^{(1)} c_{n}^{(2)} \ldots c_{n}^{(k)} e^{i n x} .
$$

It follows that the operation of convolution is commutative and associative. Commutativity is anyway an immediate consequence of the definition of convolution, while associativity can also be derived directly from the formula

$$
h(x)=(2 \pi)^{-k} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} f_{1}\left(x-t_{2}-\ldots-t_{k}\right) f_{2}\left(t_{2}\right) \ldots f_{k}\left(t_{k}\right) d t_{2} \ldots d t_{k}
$$

(1-19) Theorem. Let $f_{1}, f_{3}, \ldots, f_{k}$ be periodic and of the classes $\mathrm{L}^{r^{2}}, \mathrm{~L}^{r_{1}}, \ldots, \mathrm{~L}^{r_{k}}$ respectively. Suppose that $r_{j} \geqslant 1$ for all $j$ and that the number

$$
\frac{1}{r}=\frac{1}{r_{1}}+\frac{1}{r_{2}}+\ldots+\frac{1}{r_{k}}-(k-1)
$$

is positive. Then the convolution $h(x)=I\left(f_{1}, \ldots, f_{k}\right)$ is of class L . If the right-hand side of (1.20) is zero, then $h$ is continuous. Moreover

$$
\begin{equation*}
\mathscr{X}_{r}[h] \leqslant \mathscr{X}_{r_{1}}\left[f_{1}\right] \ldots \mathfrak{X}_{r_{k}}\left[f_{k}\right] . \tag{1.21}
\end{equation*}
$$

This follows by induction from ( $1 \cdot 15$ ).
Let $F(x)$ be a function satisfying the condition

$$
F(x+2 \pi)-F(x)=\text { const. } \quad(-\infty<x<+\infty),
$$

and of bounded variation in $(0,2 \pi)$. Let $G(x)$ be a similar function and write

$$
H(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} F(x-t) d G(t)
$$

the convolution of $F$ and $d G$. The integral here is taken in the Riemann-Stieltjes sense, and so exists for every $x$ such that $F(x-t)$, qua function of $t$, and $G(t)$ have no discontinuity in common. In other words, it exists for every $x$ which does not belong to the denumerable set $D$ of numbers $\xi_{j}+\eta_{k}$, where $\left\{\xi_{j}\right\}$ and $\left\{\eta_{k}\right\}$ are the discontinuities
of $F(t)$ and $G(t)$ respectively. Let $E$ be the set complementary to $D$. The function $H$ satisfies on $E$ a condition analogous to (1-22). If $\left\{\left(a_{i}, b_{i}\right)\right\}$ is a finite system of nonoverlapping intervals with end-points in $E$, then

$$
\Sigma\left|H\left(b_{i}\right)-H\left(a_{i}\right)\right| \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left\{\Sigma\left|F\left(b_{i}-t\right)-F\left(a_{i}-t\right)\right|\right\}|d G(t)|
$$

which shows that $H$ is of bounded variation over any finite portion of $\boldsymbol{E}$. It is therefore a difference of two functions monotone on $E$, and so can be extendod to all $x$, e.g. by the condition

$$
H(x)=\lim H\left(x^{\prime}\right) \quad\left(x \in D, x^{\prime} \in E, x^{\prime} \rightarrow x+0\right) .
$$

Such an extension does not increase the variation of monotone functions, nor, therefore, the total variation of $H$. Let $V_{F}$ denote the total variation of $F$ over ( $0,2 \pi$ ). Since, as we see from (1-24), the total variation of $H$ over ( $0,2 \pi$ ) $E$ does not exceed $V_{F} V_{G} / 2 \pi$, it follows that

$$
V_{H} \leqslant V_{F} V_{G} / 2 \pi
$$

Summarizing, the integral ( $1 \cdot 23$ ) exists for all $x$ outside a certain denumerable set $D$ and can, by ( $1 \cdot 25$ ), be extended to all $x$ as a function satisfying a condition similar to (1-22), of bounded variation over ( $0,2 \pi$ ), and also satisfying ( $1 \cdot 26$ ). Clearly if $F$ and $G$ are monotone so is $H$. We may add that if we used the Lebesgue-Stieltjes integral, $H(x)$ could be defined by $(1 \cdot 23)$ for all $x$, and would have the same properties as the $H(x)$ above.

Let $c_{n}$ and $c_{n}^{\prime}$ be the Fourier coefficients of $d F$ and $d G$. We shall show that

$$
d H(x) \sim \Sigma c_{n} c_{n}^{\prime} e^{i n x}
$$

For let $x_{0}<x_{1}<\ldots<x_{k}=x_{0}+2 \pi$ be points of $E$. The $n$th Fourier coefficient of $d H$ is the limit of the sum

$$
\frac{1}{2 \pi} \sum_{j=1}^{k} e^{-i x_{j} n}\left[H\left(x_{j}\right)-H\left(x_{j-1}\right)\right]=\frac{1}{4 \pi^{2}} \sum_{j=1}^{k} \int_{0}^{2 \pi}\left\{\int_{x_{j-1}-t}^{x_{j} t} e^{-i n\left(x_{j}-t\right)} d F(u)\right\} e^{-i n t} d G(t)
$$

as $\rho=\max \left(x_{j}-x_{j-1}\right) \rightarrow 0$. Suppose $\rho$ so small that the oscillation of $e^{-i n u}$ over every interval of length $\leqslant \rho$ is less than $\epsilon$. Then on replacing $e^{-i n\left(x_{j}-l\right)}$ in the last integral by $e^{-i n k}$ we introduce an error at most

$$
\frac{\epsilon}{4 \pi^{2}} \sum_{j=1}^{k} \int_{0}^{2 \pi}\left\{\int_{x_{j-i}-t}^{x_{j}-t}|d F(u)|\right\}|d G(t)|=\frac{\epsilon}{4 \pi^{2}} \int_{0}^{2 \pi}\left\{\int_{x_{0} t}^{x_{k}-t}|d F(u)|\right\}|d G(t)|=\frac{\epsilon}{4 \pi^{2}} V_{F} V_{G} .
$$

But

$$
\int_{0}^{2 \pi}\left\{\int_{x_{0}-t}^{x_{k}-t} e^{-i n u} d F(u)\right\} e^{-i n t} d G(t)=\int_{0}^{2 \pi} e^{-i n u} d F(u) \int_{0}^{2 \pi} e^{-i n t} d G(t)=4 \pi^{2} c_{n} c_{n}^{\prime}
$$

This completes the proof. As we see from (1-27), by interchanging the roles of $F$ and $G$ in (1-23) we modify $H$ only by an additive constant, $\dagger$ a result which can also be obtained directly from ( $1 \cdot 23$ ) by integration by parts.

If $F$ (or $G$ ) is continuous, the integral $(1-23)$ exists for all $x$, and since

$$
2 \pi|H(x+h)-H(x)| \leqslant \max _{t}|F(x+h-t)-F(x-t)| \int_{0}^{2 \pi}|d G(t)|,
$$

$H(x)$ is also continuous.

A special case of $H(x)$ is the function

$$
\begin{equation*}
F^{*}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} F(x+t) d \bar{F}(t) . \tag{1-28}
\end{equation*}
$$

$F^{*}(-x)$ is the convolution of $F(-t)$ and $d \bar{F}(t)$. By (1-27) (if $d F(x) \sim \Sigma c_{n} e^{i n x}$, thell $\left.d F(-x) \sim-\Sigma c_{-n} e^{i n x}\right)$,

$$
\begin{equation*}
d F^{*}(x) \sim \Sigma\left|c_{n}\right|^{2} e^{i n x} \tag{1-29}
\end{equation*}
$$

We shall show that the absence of a jump of $F^{*}(x)$ at $x=0$ is equivalent to the continuity of $F$ at evcry point. More precisely:
(1-30) Theorem. Let $x_{1}, x_{2}, \ldots$ be all the discontinuities of $F$ in the interval $0 \leqslant x<2 \pi$. and let $d_{j}=F\left(x_{j}+0\right)-F\left(x_{j}-0\right)$. Then

$$
F^{*}(+0)-F^{*}(-0)=(2 \pi)^{-1} \Sigma\left|d_{j}\right|^{2} .
$$

For let $S_{k}(x)$ be a step function having jumps $d_{1}, d_{2}, \ldots, d_{k}$ at the points $x_{1}, x_{2}, \ldots, x_{k}$, continuous elsewhere, and satisfying a condition analogous to (1-22). The difference $F_{k}(x)=F(x)-S_{k}(x)$ is continuous at $x_{1}, x_{2}, \ldots, x_{k}$, and has jumps $d_{k+1}, d_{k+2}, \ldots$ at the points $x_{k+1}, x_{k+2}, \ldots$. The function $F^{*}(x)$ equals

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} F_{k}(x+t) d \bar{F}(t)+\frac{1}{2 \pi} \int_{0}^{2 \pi} S_{k}(x+t) d \bar{F}(t)=H_{1}(x)+H_{2}(x) .
$$

For $\pm \delta \epsilon E, \quad 2 \pi\left|H_{1}(+\delta)-H_{1}(-\delta)\right| \leqslant V_{F} \sup _{t}\left|F_{k}(t+\delta)-F_{k}(t-\delta)\right|$,

$$
2 \pi\left[H_{2}(+\delta)-H_{2}(-\delta)\right]=\int_{0}^{2 \pi}\left[S_{k}(t+\delta)-S_{k}(t-\delta)\right] d \bar{F}(t) .
$$

The first incquality shows that by taking $k$ large enough (i.e. by removing the 'heavier' discontinuities from $F$ ) we can make $H_{1}(+0)-H_{1}(-0)$ arbitrarily small. For $\delta$ small enough, $S_{k}(t+\delta)-S_{k}(t-\delta)$ is $d_{j}$ in the $\delta$ neighbourhood of $x_{j}, j=1,2, \ldots, k$, and is zero elsewhere. This shows that the integral in (1-31) tends to $\left|d_{1}\right|^{2}+\ldots+\left|d_{k}\right|^{2}$ as $\delta \rightarrow 0$. From these facts ( $1 \cdot 30$ ) follows.

## 2. Differentiation and integration of $S[f]$

Suppose that a periodic function $f(x)$ is an integral, i.e. is absolutely continuous. Integration by parts gives

$$
c_{\nu}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f e^{-i \nu x} d x=\frac{1}{2 \pi i \nu} \int_{0}^{2 \pi} f^{\prime} e^{-i \nu x} d x=\frac{c_{\nu}^{\prime}}{i \nu} \quad(\nu \neq 0)
$$

so that $c_{\nu}^{\prime}=i \nu c_{\nu}$, the ${\underset{\sim}{\nu}}_{\prime}^{\prime}$ being the coefficients of $f^{\prime}$. Since $f$ is periodic, $c_{0}^{\prime}=0$. Thus, if $S^{\prime}[f]$ denotes the result of differentiating $S[f]$ term by term, we have $S^{\prime}[f]=S\left[f^{\prime}\right]$, or

$$
f^{\prime} \sim i \sum_{\nu=-\infty}^{+\infty} \nu c_{\nu} e^{i \nu x}=\sum_{\nu=1}^{\infty} \nu\left(b_{\nu} \cos \nu x-a_{\nu} \sin \nu x\right) .
$$

From this follows the general result:
(2-1) Theorem. If $f(x)$ is a $k$-th integral $(k=1,2, \ldots)$, then $S^{(k)}[f]=S\left[f^{(k)}\right]$.
The following result shows what happens when $f$ has discontinuities, for simplicity a finite number of them:
(2-2) Theorem. Suppose that $f(x)$ has discontinuities of the first kind (jumps) at the points $x_{1}<x_{2}<\ldots<x_{k}<x_{k+1}=x_{1}+2 \pi$, and that $f(x)$ is absolutely continuous in each of the intervals $\left(x_{i}, x_{i+1}\right)$, if completed by continuity at the end-points $x_{i}, x_{i+1}$. Let

$$
d_{i}=\left[f\left(x_{i}+0\right)-f\left(x_{i}-0\right)\right] / \pi, \quad D(x)=\frac{1}{2}+\sum_{\nu=1}^{\infty} \cos v x .
$$

Then

$$
S^{\prime}[f]-S\left[f^{\prime}\right]=d_{1} D\left(x-x_{1}\right)+d_{2} D\left(x-x_{2}\right)+\ldots+d_{k} D\left(x-x_{k}\right)
$$

The series $D(x)$ diverges everywhere (see p. 34, Ex. 2), but is summable by various methods to 0 if $x \neq 0$ (see Chapter III, §§ 1, 2). The statement (2.3) is, of course, to be interpreted formally: corresponding coefficients of the series on the two sides are equal.

We may suppose that $f\left(x_{i}\right)=\frac{1}{2}\left[f\left(x_{i}+0\right)+f\left(x_{i}-0\right)\right]$ for all $i$. Let $\phi(x)$ be the function defined in Chapter I, (4-12). Then $\left.S^{\prime}[\phi]=I\right)(x)-\frac{1}{2}$. The function

$$
\Phi(x)=d_{1} \phi\left(x-x_{1}\right)+\ldots+d_{k} \phi\left(x-x_{k}\right)
$$

has the same points of discontinuity, and the same jumps, as $f$. The difference $g=f-\Phi$ is therefore continuous, indeed absolutely continuous. Moreover,

$$
\Phi^{\prime}(x)=-\frac{1}{2}\left(d_{1}+\ldots+d_{k}\right)=C,
$$

say, except at the points $x_{i}$, so that $g^{\prime}=f^{\prime}-C$ almost everywhere. Now

$$
\begin{aligned}
S^{\prime}[f] & =S^{\prime}[g+\Phi]=S^{\prime}[g]+S^{\prime}[\Phi]=S\left[g^{\prime}\right]+S^{\prime}[\Phi] \\
& =S\left[f^{\prime}\right]-C+\sum_{i} d_{i}\left\{D\left(x-x_{i}\right)-\frac{1}{2}\right\}=S\left[f^{\prime}\right]+\sum_{i} d_{i} D\left(x-x_{i}\right)
\end{aligned}
$$

This completes the proof of (2.3).
Let $F(x), 0 \leqslant x \leqslant 2 \pi$, be a function of bounded variation, and let $c_{p}$ be the Fourier coefficients of $d \boldsymbol{F}$. The difference $F^{\prime}(x)-c_{0} x$ is periodic (Chapter $I$, §5), and its Fourier coefficient $C_{\nu}, \nu \neq 0$, is

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(F-c_{0} x\right) e^{-i \nu x} d x=\frac{1}{2 \pi i \nu} \int_{0}^{2 \pi} e^{-i \nu x} d\left(F-c_{0} x\right)=\frac{1}{2 \pi i \nu} \int_{0}^{2 \pi} e^{-i \nu x} d F=\frac{c_{\nu}}{i \nu}
$$

Let us agree to write

$$
\begin{aligned}
& F(x) \sim c_{0} x+C_{0}+\sum_{\nu=-\infty}^{+\infty} \frac{c_{v}}{i v} e^{i v x} \\
& F(x)-c_{0} x \sim C_{0}+\sum_{\nu=-\infty}^{+\infty} \frac{c_{\nu}}{i v} e^{i v x},
\end{aligned}
$$

where the dash signifies that the term $\nu=0$ is omitted in summation. Then $S[d F]$ is obtained by formal differentiation of the first of these series, and we have:
(2-4) Theorem. With the convention just stated, the class of Fourier-Stieltjes series coincides with the class of formally differentiated Fourier series of functions of bounded variation.

If $\mathrm{S}\left[\mathcal{C}^{F}\right]$ vanishes identically, $\mathrm{S}[F]$ consists of a constant term $C$. Thus $F(x) \equiv C$, and $F$ is equal to $C$ at every point of continuity, that is, outside a certain denumerable set. Hence, if two functions $F_{1}$ and $F_{2}$ with regular discontinuities have the same FourierStieltjes coefficients, then $F_{1}(x)-F_{2}(x) \equiv C$.

Let $f$ be periodic and $F$ the indefinite integral of $f$. Since $F(x+2 \pi)-F(x)$ is equal to the integral of $f$ over $(x, x+2 \pi)$ or, what is the same thing, over $(0,2 \pi), a$ necessary and sufficient condition for the periodicity of $F$ is that the constant term $c_{0}$ of $S[f]$ is zero. Suppose this condition satisfied. Then by $(2 \cdot 1) S[f]=S^{\prime}[F]$, so that $S[F]$ is obtained by formal integration of $S[f]$. In other words,

$$
F(x) \sim C+\sum_{\nu=-\infty}^{+\infty} \frac{c_{\nu}}{i \nu} e^{i \nu x}=C+\sum_{\nu=1}^{\infty}\left(a_{\nu} \sin \nu x-b_{\nu} \cos \nu x\right) / \nu,
$$

where $C$ is the constant of integration.
If $c_{0} \neq 0$, we apply the result to the function $f-c_{0}$, whose integral $F-c_{0} x$ is periodic. Hence we have:
(2.5) Theorem. If $f \sim \Sigma c_{\nu} e^{i v x}$, and $F$ is the indefinite integral of $f$, then

$$
F(x)-c_{0} x \sim C+\sum_{\nu=-\infty}^{+\infty} c_{\nu} e^{i \nu x} / i \nu=C+\sum_{\nu=1}^{\infty}\left(a_{\nu} \sin \nu x-b_{\nu} \cos \nu x\right) / \nu .
$$

Example. Let $B_{0}(x), B_{1}(x), B_{8}(x), \ldots$ be the periodic functions defined by the conditions
(i) $B_{0}(x)=-1$;
(ii) $B_{k}^{\prime}(x)=B_{k-1}(x)$ for $k=1,2, \ldots$;
(iii) the integral of $B_{k}$ over ( $0,2 \pi$ ) is zero for $k=1,2, \ldots$.

Using Chapter I, (4-12), one verifies by induction that

$$
B_{k}(x) \sim \sum_{\nu=-\infty}^{+\infty} \frac{e^{i v x}}{(i \nu)^{k}} \quad(k=1,2, \ldots)
$$

where the dash indicates that the term $\nu=0$ is omitted in summation. Inside $(0,2 \pi)$, $B_{k}(x)$ is a polynomial of degree $k$ (Bernoulli's polynomial, except for a numerical factor). According as $k$ is even or odd,

$$
B_{k}(x) \sim 2(-1)^{\frac{1}{2} k} \sum_{\nu=1}^{\infty} \frac{\cos \nu x}{\nu^{k}}, \quad B_{k}(x) \sim 2(-1)^{t(k-1)} \sum_{\nu=1}^{\infty} \frac{\sin \nu x}{\nu^{k}} .
$$

Suppose that $f$ is a $k$ th integral $(k=1,2, \ldots)$. Replacing in (1.5) $f$ by $f^{(k)}, g$ by $B_{k}$, we have the useful formula

$$
f(x)-c_{0}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f^{(k)}(x-t) B_{k}(t) d t
$$

## 3. Modulus of continuity. Smooth functions

Let $f(x)$ be defined in a closed interval $I$, and let

$$
\omega(\delta)=\omega(\delta ; f)=\sup \left|f\left(x_{2}\right)-f\left(x_{1}\right)\right| \text { for } x_{1} \in I, x_{2} \in I,\left|x_{9}-x_{1}\right| \leqslant \delta
$$

The function $\omega(\delta)$ is called the modulus of continuity of $f$. If $I$ is finite, then $f$ is continuous in $I$ if and only if $\omega(\delta) \rightarrow 0$ with $\delta$. If for some $\alpha>0$ we have $\omega(\delta) \leqslant C \delta^{\alpha}$, with $C$ independent of $\delta$, we shall say that $f$ satisfies a Lipschitz condition of order $\alpha$ in ( $a, b$ ). We shall also say that $f$ belongs to the class $\Lambda_{\alpha}$; in symbols,

$$
f \in \Lambda_{\alpha}
$$

Only the case $0<\alpha \leqslant 1$ is interesting: if $\alpha>1$, then $\omega(\delta) / \delta$ tends to zero with $\delta, f^{\prime}(x)$ exists and is zero everywhere, and $f$ is a constant.

The function $f$ belongs to $\Lambda_{1}$ if and only if $f$ is the integral of a bounded function.
It is sometimes convenient to consider the classes $\lambda_{\alpha}$ defined for $0 \leqslant \alpha<1$ by the condition $\omega(\delta)=o\left(\delta^{\alpha}\right)$, so that if $I$ is finite $\lambda_{0}$ is the class of continuous functions. By $\lambda_{1}$ we mean the class of functions having a continuous derivative.

A function $F(x)$ is said to be smooth at the point $x_{0}$ if

$$
\left\{F\left(x_{0}+h\right)+F\left(x_{0}-h\right)-2 F\left(x_{0}\right)\right\} / h=0(1) \quad \text { as } \quad h \rightarrow 0 .
$$

This relation may also be written

$$
\begin{equation*}
\left\{F\left(x_{0}+h\right)-F\left(x_{0}\right)\right\} / h-\left\{F\left(x_{0}\right)-F\left(x_{0}-h\right)\right\} / h=0(1) . \tag{3•2}
\end{equation*}
$$

It follows immediately that if $F^{\prime}\left(x_{0}\right)$ exists and is finite then $F$ is smooth at $x_{0}$. The converse is obviously false, but (as we see from (3.2)) if $F$ is smooth at $x_{0}$ and if a one-sided derivative of $F^{\prime}$ at $x_{0}$ exists, the derivative on the other side also exists and both are equal. The curve $y=F(x)$ has then no angular points, and this is the reason for the terminology.

If $F$ is smooth at every point of an interval $I$, we say that $F$ is smooth in $I$. (If $I$ is closed, this presupposes that $F^{\prime}$ is defined in a larger interval containing $I$.) If $F$ is continuous and satisfies (3.1) uniformly in $x_{0} \in I$ we shall say that $F$ is uniformly smooth, and also that $F$ belongs to the class $\lambda_{*}$. The class $\Lambda_{*}$ is defined by the condition that $F$ is continuous and that the left-hand side of (3.1) is $O(1)$ uniformly in $x_{0}$.

If $F \in \lambda_{1}$, then $F \in \lambda_{*}$; similarly, if $F \in \Lambda_{1}$, then $F \in \Lambda_{*}$. Thus $\lambda_{*}$ and $\Lambda_{*}$ are respectively generalizations of $\lambda_{1}$ and $\Lambda_{1}$. They are sometimes important for trigonometric series as being more natural than $\lambda_{1}$ and $\Lambda_{1}$. On the other hand, basic properties of $\lambda_{1}$ and $\Lambda_{1}$ do not hold for $\lambda_{*}$ and $\Lambda_{*}$. Thus there exist functions $F \in \Lambda_{*}$ which are nowhere differestiable and functions $F \in \lambda_{*}$ differentiable in a set of measure zero only (p. 48). However, we do have:
(3.3) Theorem. If $F(x)$ is real-valued, continuous and smooth in an interval $I$, the set $E$ of points where $F^{\prime}(x)$ exists and is finite is of the power of the continuum in every subinterval I' of $I$.

We may suppose that $I^{\prime}=I$. Let $L(x)=m x+n$ be the linear function coinciding with $F(x)$ at the end-points $a, b$ of $I$. Then $G(x)=F(x)-L(x)$ is continuous and smooth. and vanishes for $x=a, b$. If $x_{0}$ is a point inside $I$ where $G$ attains its maximum or minimum, the two terms on the left in

$$
\left\{G\left(x_{0}+h\right)-G\left(x_{0}\right)\right\} / h+\left\{G\left(x_{0}-h\right)-G\left(x_{0}\right)\right\} / h \rightarrow 0
$$

are of the same sign for $|h|$ small. Thus the right- and left-hand derivatives of $G$ at the point $x_{0}$ exist and are zero, so that $G^{\prime}\left(x_{0}\right)=0, F^{\prime}\left(x_{0}\right)=m=[F(b)-F(a)] /(b-a)$.

Hence $E$ is dense in $I$. Let now $a<c<b$. The above proof shows that there is a point $x_{1}$ inside ( $a, c$ ) such that $F^{\prime}\left(x_{1}\right)$ exists and equals the slope of the chord through (a, $F(a)$ ) and (c, $F(c)$ ). Hence, if the slopes corresponding to two different $c$ 's are different. the corresponding points $x_{1}$ must also be different. But unless $F(x)$ is a linear function. in which case (3.3) is obvious, the set of the different slopes, and so also of the points $x_{1}$, is of the power of the continuum.

It is well known that a function $f(x)$ may be non-measurable and yet satisfy the condition

$$
f(x+h)+f(x-h)-2 f(x)=0
$$

for all $x$ and $h$. This is the reason why in the definition of classes $\lambda_{*}$ and $\Lambda_{*}$ we assumed the continuity of $f$. It turns out that the functions, of $\lambda_{*}$ and $\Lambda_{*}$ have 'a considerable degree of continuity'.
(3-4) Theorem. Let $f(x)$ be defined in a finite interval $(a, b)$. If $f \in \Lambda_{*}$, then

$$
\omega(\delta ; f)=O(\delta \log \delta)
$$

and in particular $f \in \Lambda_{\alpha}$ for every $\alpha<1$. If $f \in \lambda_{*}$, then $\omega(\delta ; f)=o(\delta \log \delta)$.
It is enough to prove the part concerning $\Lambda_{*}$. Let $M=\max |f(x)|$. The hypothesis $f \in \Lambda_{*}$ implies

$$
\left|f(x+\tau)-2 f\left(x+\frac{1}{2} \tau\right)+f(x)\right| \leqslant A \tau
$$

for $x \in(a, b)$ and $\tau$ small enough, $0<\tau \leqslant \gamma$. Let us fix $x$ and set $f(x+\tau)-f(x)=g(\tau)$. The left-hand side of the inequality above is $\left|g(\tau)-2 g\left(\frac{1}{2} \tau\right)\right|$. Replacing here $\tau$ successively by $\tau / 2, \tau / 2^{2}, \ldots$ we get

$$
|g(\tau)-2 g(\tau / 2)| \leqslant A \tau, \quad\left|2 g(\tau / 2)-2^{2} g\left(\tau / 2^{2}\right)\right| \leqslant A \tau
$$

$$
\left|2^{n-1} g\left(\tau / 2^{n-1}\right)-2^{n} g\left(\tau / 2^{n}\right)\right| \leqslant A \tau
$$

where $n$ will be defined in a moment. By termwise addition,

$$
\left|g(\tau)-2^{n} g\left(\tau / 2^{n}\right)\right| \leqslant A n \tau
$$

Suppose now that $h$ tends to 0 through positive values. Let $0<h \leqslant \frac{1}{2} \gamma$ and let $n$ be a positive integer such that $2^{n} h$ is in the interval ( $\frac{1}{2} \gamma, \gamma$ ). The inequality $2^{n} h \leqslant \gamma$ implies that $n=O(\log h)$. From (3.5), with $\tau=2^{n} h$, we get

$$
|g(h)| \leqslant \frac{2 M}{2^{n}}+\frac{A n \tau}{2^{n}}=\frac{2 M h}{2^{n} h}+A n h \leqslant \frac{2 M h}{\frac{1}{2} \gamma}+O(h \log h)=O(h \log h),
$$

or $f(x+h)-f(x)=O(h \log h)$, which proves the theorem. $\dagger$
A function $f(x)$ defined on a set $E$ will be said to have property $\mathbf{D}$ if, given any two points $\alpha, \beta$ in $E$, the function $f$ takes on the product set $(\alpha, \beta) E$ all values between $f(\alpha)$ and $f(\beta)$. Property D may be considered as a (rather weak) substitute for continuity. A classical result of Darboux asserts that any exact derivative has property $D$ in an interval where it exists.
(3.6) Theorem. Under the hypothesis of (3-3), $F^{\prime}(x)$ has property D on $E$.

For let

$$
\alpha<\beta, \quad \alpha \in E, \quad \beta \in E, \quad F^{\prime}(\alpha)=A, \quad F^{\prime}(\beta)=B
$$

Let $C$ be any number between $A$ and $B$, say $A<C<B$. We have to show the existence in ( $\alpha, \beta$ ) of a point $\gamma$ such that $F^{\prime}(\gamma)=C$. By subtracting $C x$ from $F$, we may suppose that $C=0$. Then $A<0<B$. Consider the function $G(x)=\{F(x+h)-F(x)\} / h$, where $h<\beta-\alpha$ is fixed, positive, and so small that

$$
\begin{equation*}
G(\alpha)<0, \quad G(\beta-h)=\{F(\beta)-F(\beta-h)\} / h>0 . \tag{3•7}
\end{equation*}
$$

Since $G(x)$ is continuous, there is a point $x_{0}$ inside $(\alpha, \beta-h)$ such that $G\left(x_{0}\right)=0$, that is, $F\left(x_{0}+h\right)=F\left(x_{0}\right)$. If $\gamma$ is a point inside $\left(x_{0}, x_{0}+h\right)$ at which $F$ attains its maximum or minimum, then $F^{\prime}(\gamma)=0=C$. Since $\left(x_{0}, x_{0}+h\right) \subset(\alpha, \beta)$, the theorem follows.

Remark. The argument even shows that if $A<C<B$, and

$$
\liminf _{h \rightarrow 0}\{F(\alpha+h)-F(\alpha)\} / h \leqslant A, \quad \limsup _{h \rightarrow 0}\{\boldsymbol{F}(\beta)-\boldsymbol{F}(\beta-h)\} / h \geqslant B,
$$

then there is a point $\gamma$ between $\alpha$ and $\beta$ such that $F^{\prime}(\gamma)=C$.
$\dagger$ The same proof shows that if $f(x+h)+f(x-h)-2 f(x)=O\left(h^{\alpha}\right), 0<\alpha<1$, then $f \circ \Lambda_{\alpha}$ (se0 also Romark (d) on p. 120).

Let us now confine our attention to periodic functions. Given an $f \in \mathrm{~L}^{p}, p \geqslant 1$, the expression

$$
\omega_{p}(\delta)=\omega_{p}(\delta ; f)=\sup _{0 \leqslant h \leqslant \delta}\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi}|f(x+h)-f(x)|^{p} d x\right\}^{1 / p}
$$

will be called the integral modulus of continuity (in $\mathrm{I}^{p}$ ) of $f$. Theorem (1-11) implies that $\omega_{p}(\delta) \rightarrow 0$ with $\delta$, for every $f \in \mathrm{~L}^{p}$. Obviously $\omega_{p}(\delta)$ is a non-decreasing function of $\delta$ and $p$. If $f$ is continuous, then $\omega_{p}(\delta) \rightarrow \omega(\delta)$ as $p \rightarrow \infty$. Unlike $\omega(\delta), \omega_{p}(\delta)$ is not affected by a change of $f$ in a set of measure 0 .

If $\omega_{p}(\delta)=O\left(\delta^{\alpha}\right)$, we write $f \in \Lambda_{\alpha}^{p}$; and if $\omega_{p}(\delta)=o\left(\delta^{\alpha}\right)$, then $f \in \lambda_{\alpha}^{p}$. Here again the case $\alpha>1$ is of no interest: if $\omega_{p}(\delta)=o(\delta)$, then $f \equiv$ const. Since $\omega_{p}(\delta) \geqslant \omega_{1}(\delta)$, it is enough to take $p=1$. Let

$$
F(x)=\int_{0}^{x} f d t, \quad 0<x_{2}-x_{1}<2 \pi, \delta>0
$$

Then

$$
\left|\delta^{-1} \int_{x_{1}}^{x_{1}}\{f(x+\delta)-f(x)\} d x\right|=\left|\delta^{-1} \int_{x_{1}}^{x_{1}+\delta} f(u) d u-\delta^{-1} \int_{x_{1}}^{x_{1}+\delta} f(u) d u\right| .
$$

The left-hand side here is not greater than $2 \pi \delta^{-1} \omega_{1}(\delta)=o(1)$, as $\delta \rightarrow 0$. The right-hand side tends to $\left|F^{\prime \prime}\left(x_{2}\right)-F^{\prime}\left(x_{1}\right)\right|$, provided that $F^{\prime}\left(x_{1}\right), F^{\prime}\left(x_{2}\right)$ exist. Hence $F^{\prime}(x)$ is constant outside a set of measure 0 , which means that $f \equiv$ const.

We may also consider the class $\Lambda^{p}$ of periodic functions $F \in L^{p}, p \geqslant 1$, such that

$$
\left\{\int_{0}^{2 \pi}|F(x+h)+F(x-h)-2 F(x)|^{p} d x\right\}^{1 / p}=O(h)
$$

Replacing $O(h)$ by $o(h)$ we define the class $\lambda^{p}$; and for $p=\infty$ and $F$ continuous we get the classes $\Lambda_{*}$ and $\lambda_{*}$ respectively.

## 4. Order of magnitude of Fourier coefficients

The Fourier coefficients $c_{\nu}$ of a function $f$ satisfy the inequalities

$$
\left|c_{\nu}\right| \leqslant \frac{1}{2} \omega(\pi /|\nu|), \quad\left|c_{\nu}\right| \leqslant \frac{1}{2} \omega_{1}(\pi /|\nu|) \quad(\nu \neq 0),
$$

where $\omega$ and $\omega_{1}$ denote the moduli of continuity of $f$ (see §3). For, replacing $x$ by $x+\pi / \nu$ in the integral defining $c_{\nu}$ and taking the mean value of the new and old integrals, we find that $2 \pi c_{\nu}$ is

$$
\begin{align*}
\int_{0}^{2 \pi} f(x) e^{-i v x} d x=- & \int_{0}^{2 \pi} f\left(x+\frac{\pi}{\nu}\right) e^{-i \nu x} d x=\frac{1}{2} \int_{0}^{2 \pi}\left\{f(x)-f\left(x+\frac{\pi}{\nu}\right)\right\} e^{-i \nu x} d x . \\
& \left|c_{\nu}\right| \leqslant \frac{1}{4 \pi} \int_{0}^{2 \pi}\left|f(x)-f\left(x+\frac{\pi}{\nu}\right)\right| d x
\end{align*}
$$

and the right-hand side here exceeds neither $\frac{1}{2} \omega(\pi /\|\nu\|)$ nor $\frac{1}{2} \omega_{1}(\pi \| \nu \mid)$. If $f \in \mathrm{~L}^{p}, p \geqslant 1$, (4.2) implies
(see Chapter I, (10-12)(i)).
From the second inequality ( $4 \cdot 1$ ), and the fact that $\omega_{1}(\delta) \rightarrow 0$ with $\delta$, we obtain the following important theorem:
(4-4) Theorem of Riemann-Lebrsgur. The Fourier coefficients $c_{\nu}$ of an integrable $f$ tend to 0 as $|\nu| \rightarrow \infty$.

The same result holds of course for the coefficients $a_{\nu}, b_{\nu}$, since $c_{\nu}=\frac{1}{2}\left(a_{\nu}-i b_{\nu}\right)$ for $\nu>0$.

A slightly different proof of (4.4) runs as follows. We set $f=f_{1}+f_{2}$, where $f_{1}$ is bounded and $\int_{0}^{2 \pi}\left|f_{2}\right| d x<\epsilon$. Correspondingly $c_{\nu}=c_{\nu}^{\prime}+c_{\nu}^{\prime \prime}$. Here $f_{1} \in \mathrm{~L}^{2}$, so that $c_{\nu}^{\prime} \rightarrow 0$ (a consequence of $\Sigma\left|c_{\nu}^{\prime}\right|^{2}<\infty$ ). Since

$$
\left|c_{\nu}^{\prime \prime}\right| \leqslant \frac{1}{2} \pi \int_{0}^{2 \pi}\left|f_{2}\right| d x<\epsilon / 2 \pi
$$

$\left|c_{\nu}\right|$ is less than $\epsilon$ for $|\nu|$ large enough. This concludes the proof. The reader will notice that it proves (4.4) for the general uniformly bounded orthonormal system.

The following corollary of (4•4) is useful:
(4.5) Theorim. Let $E$ be a measuruble set in $(0,2 \pi)$, and let $\xi_{1}, \xi_{2}, \ldots$ be any sequence of real numbers. Then

$$
\int_{E} \cos ^{2}\left(n x+\xi_{n}\right) d x \rightarrow \frac{1}{2}|E| \quad(n \rightarrow \infty) .
$$

For the integrand here is $\frac{1}{2}+\frac{1}{2} \cos 2 n x \cos 2 \xi_{n}-\frac{1}{2} \sin 2 n x \sin 2 \xi_{n}$, and the integrals of $\cos 2 n x$ and $\sin 2 n x$ over $E$ tend to 0 since they are the Fourier coefficients (with a factor $\pi$ ) of the characteristic function of the set $E$.

The following is a slightly more general form of (4.4):
(4.6) Theorem. Let $f \in \mathrm{~L}(a, b)$, where $(a, b)$ is finite or infinite, and let $\lambda$ be a real variable. Let $a \leqslant a^{\prime}<b^{\prime} \leqslant b$. The integral

$$
\gamma_{\lambda}=\gamma_{\lambda}(f)=\gamma_{\lambda}\left(f ; a^{\prime}, b^{\prime}\right)=\int_{a^{\prime}}^{b^{\prime}} f(x) e^{-i \lambda x} d x
$$

tends to 0 as $\lambda \rightarrow \pm \infty$, and the convergence is uniform in $a^{\prime}$ and $b^{\prime}$.
Suppose first that $b-a<\infty$. If $f=C$ the result is obvious, since then $\left|\gamma_{\lambda}\right| \leqslant 2|C| /|\lambda|$. Hence the result holds if $f$ is a step-function (that is, if ( $a, b$ ) can be broken up into a finite number of subintervals in each of which $f$ is constant). Since a continuous $f$ may be uniformly approximated by step-functions, (4.6) is valid for continuous functions. Applying Theorem (11-8) of Chapter I with $r=1$ and writing $f$ as $\phi+(f-\phi)$, we find that

$$
\left|\gamma_{\lambda}(f)\right| \leqslant\left|\gamma_{\lambda}(\phi)\right|+\left|\gamma_{\lambda}(f-\phi)\right| \leqslant\left|\gamma_{\lambda}(\phi)\right|+\epsilon<2 \varepsilon
$$

for $|\lambda|$ large enough.
If $b-a=\infty$, for example if $(a, b)=(-\infty,+\infty)$, we write $f=f_{1}+f_{2}$, where $f_{1}=f$ in the interval $(-N,+N)$ and $f_{1}=0$ elsewhere. If $N$ is large enough, then

$$
\int_{a}^{b}\left|f_{2}\right| d x<\epsilon, \quad\left|\gamma_{\lambda}(f)\right| \leqslant\left|\gamma_{\lambda}\left(f_{1}\right)\right|+\left|\gamma_{\lambda}\left(f_{2}\right)\right| \leqslant o(1)+\epsilon
$$

and the result follows.
(4.7) Theorem. (i) If $f \in \Lambda_{\alpha}, 0<\alpha \leqslant 1$, or if only $f \in \Lambda_{\alpha}^{p}$, then $c_{\nu}=O\left(|\nu|^{-\alpha}\right)$;
(ii) If $f \in \Lambda_{*}$, or if only $f \in \Lambda_{*}^{p}$, then $c_{\nu}=O\left(\nu^{-1}\right)$.

Case (i) follows from (4•1) and (4•3). Here ' $O$ ' cannot be replaced by ' $o$ ' (see below), except in the extreme case $\alpha=1, f \in \Lambda_{1}$. In this latter case $f$ is an integral, $S^{\prime}[f]$ is still a Fourier series, and $\nu c_{\nu} \rightarrow 0$.

To prove (ii) we replace $x$ by $x \pm \pi / \nu$ in the integrals defining $c_{r}$. Then

$$
\begin{aligned}
& 2 \pi c_{\nu}=\int_{0}^{9 \pi} f(x) e^{-i \nu x} d x=-\int_{0}^{2 \pi} f\left(x \pm \frac{\pi}{\nu}\right) e^{-i \nu x} d x \\
&=-\frac{1}{4} \int_{0}^{2 \pi}\left[f\left(x+\frac{\pi}{\nu}\right)+f\left(x-\frac{\pi}{\nu}\right)-2 f(x)\right] e^{-i \nu x} d x, \\
& 8 \pi\left|c_{\nu}\right| \leqslant \int_{0}^{2 \pi}\left|f\left(x+\frac{\pi}{\nu}\right)+f\left(x-\frac{\pi}{\nu}\right)-2 f(x)\right| d x=O\left(\frac{1}{\nu}\right) .
\end{aligned}
$$

For $f \in \lambda$, we have $c_{\nu}=o(1 / \nu)$.
A good illustration of (4.7) is the Weierstrass function

$$
f(x)=f_{\alpha}(x)=\sum_{1}^{\infty} b^{-n \alpha} \cos b^{n} x
$$

where $b>1$ is an integer and $\alpha$ is a positive number. The series here converges absolutely and uniformly. The results which follow hold also for $\Sigma b^{-n \alpha} \sin b^{n} x$.
(4.9) Theorem. If $0<\alpha<1$, then $f_{\alpha} \in \Lambda_{x}$. The function $f_{1}$ belongs to $\Lambda_{*}$ but not to $\Lambda_{1}$. Let $0<\alpha<1, h>0$. Then

$$
\begin{aligned}
f(x+h)-f(x) & =-\sum b^{-n \alpha} \sin b^{n}\left(x+\frac{1}{2} h\right) 2 \sin \frac{1}{2} b^{n} h \\
& =-\sum_{1}^{N}-\sum_{N+1}^{\infty}=P+Q
\end{aligned}
$$

where $N=N(h)$ is the largest integer satisfying $b^{N} h \leqslant 1$, so that $b^{N+1} h>1$. Now

$$
\begin{aligned}
& |P| \leqslant \sum_{1}^{N} b^{-n \alpha} \cdot 1 \cdot b^{n} h=O\left\{h \cdot\left(b^{N}\right)^{1-\alpha}\right\}=O\left(h \cdot h^{\alpha-1}\right)=O\left(h^{\alpha}\right), \\
& |Q| \leqslant \sum_{N+1}^{\infty} b^{-n \alpha} \cdot 1 \cdot 2=O\left(b^{-(N+1) \alpha}\right)=O\left(h^{\alpha}\right) .
\end{aligned}
$$

Hence $P+Q=O\left(h^{\alpha}\right)$ uniformly in $x$, and $f \in \Lambda_{\alpha}$.
In order to show that $f_{1} \in \Lambda_{*}$, we write

$$
\begin{aligned}
f_{1}(x+h)+f_{1}(x-h)-2 f_{1}(x) & =-\sum^{N} b^{-n} \cos b^{n} x\left(2 \sin \frac{1}{2} b^{n} h\right)^{2} \\
& =-\sum_{1}^{N}-\sum_{N+1}^{\infty}=R+T
\end{aligned}
$$

with the same $N$ as before. Then

$$
\begin{aligned}
& |R| \leqslant h^{2} \sum_{1}^{N} b^{n}=h^{2} O\left(b^{N}\right)=h^{2} O\left(h^{-1}\right)=O(h), \\
& |T| \leqslant \sum_{N+1}^{\infty} b^{-n} \leqslant b^{-N}=O(h)
\end{aligned}
$$

so that $R+T=O(h)$ and $f_{1} \in \Lambda_{*}$. That $f_{1} \& \Lambda_{1}$ follows from the fact that otherwise $S^{\prime}\left[f_{1}\right]$ would be a Fourier series and the coefficients of $S^{\prime}\left[f_{1}\right]$ would tend to zero, which is not the case.

Minor changes in the preceding argument give the following result:
(4-10) Theorem. Let $\epsilon_{n} \rightarrow 0$ and

$$
g(x)=g_{\alpha}(x)=\sum_{1}^{\infty} \epsilon_{n} b^{-n \alpha} \cos b^{n} x
$$

Then $g_{\alpha} \in \lambda_{k}$ for $0<\alpha<1$, and $g_{1} \in \lambda_{*}$.

Weierstrass showed that for $\alpha$ small enough the function $f_{\alpha}(x)$ is nowhere differentiable. The extension to $\alpha \leqslant 1$ was first proved by Hardy. (For $\alpha>1, f^{\prime}(x)$ clearly exists and is continuous, since $S^{\prime}[f]$ then converges absolutely and uniformly.)
$f_{1}$ is an example of a function of class $\Lambda_{*}$ which is nowhere differentiable. On account of (4-10) and (3.3), $g_{1}(x)$ is differentiable in a set of the power of the continuum in every interval. As we shall see in Chapter $V$, p. 206, if $\Sigma \epsilon_{n}^{2}=\infty$ (for example if $\epsilon_{n}=n^{-\frac{1}{t}}$ ), then $g_{1}$ is differentiable in a set of measure zero only. Thus, smooth functions may be non-differentiable almost everywhere.

If we write (4•8) in the form $\Sigma a_{k} \cos k x$ then $a_{k}=O\left(k^{-\alpha}\right)$, and for $k=b^{n}$ this is the exact estimate. This shows that the results of (4.7) (i) cannot be improved.
(4•12) Theorem. Let $F(x)$ be a function of bounded variation over $0 \leqslant x \leqslant 2 \pi$, and let $C_{\nu}$ and $c_{\nu}$ be the coefficients of $F$ and $d F$ respectively. If $V$ is the total variation of $F$ over $(0,2 \pi)$, then

$$
\left|C_{\nu}\right| \leqslant \frac{V}{\pi|\nu|} \quad(\nu \neq 0), \quad\left|c_{\nu}\right| \leqslant \frac{V}{2 \pi}
$$

The second inequality follows from the formula

$$
2 \pi\left|c_{\nu}\right|=\left|\int_{0}^{2 \pi} e^{-i \nu x} d F(x)\right| \leqslant \int_{0}^{2 \pi}|d F(x)|=V
$$

Integrating by parts, we see that

$$
2 \pi C_{\nu}=\int_{0}^{2 \pi} e^{-i \nu x} F(x) d x=\frac{F(2 \pi)-F(0)}{-i \nu}+\frac{2 \pi c_{\nu}}{i \nu}
$$

for $\nu \neq 0$, and the last sum is absolutely $\leqslant 2 V /|\nu|$.
Thus the coefficients of a function of bounded variation are $O(1 / \nu)$. The example of the series $\Sigma \nu^{-1} \sin \nu x$ (see Chapter I, (4•12)) shows that we cannot replace ' $O$ ' by ' $o$ ' here. The function in this example is, however, discontinuous; examples of continuous functions of bounded variation with coefficients not $o(1 / \nu)$ are much less obvious and will be given later (see, for example, Chapter $V$, §§ 3 and 7 ).

Consider the Fourier sine series $\Sigma b_{r} \sin v x$ of a function $f(x)$ defined in $(0, \pi)$. For the existence of the coefficients

$$
b_{\nu}=\frac{2}{\pi} \int_{0}^{\pi} f \sin \nu x d x
$$

it is not necessary to suppose that $f$ is integrable over $(0, \pi)$; it is enough to assume the integrability of $f \sin x$, for then $f \sin \nu x$ is also integrable. In this case we shall call our series a generalized Fourier sine series. For example, we have, in this sense,

$$
\frac{1}{2} \cot \frac{1}{2} x \sim \sin x+\sin 2 x+\ldots+\sin n x+\ldots
$$

a relation suggested by making $r \rightarrow 1$ in the formula for $\Sigma r^{r} \sin \nu x$ (see Chapter I, §1). We have only to verify that the numbers

$$
\beta_{v}=\frac{2}{\pi} \int_{0}^{\pi} \frac{1}{2} \cot \frac{1}{2} x \sin v x d x
$$

satisfy the relations $\beta_{1}=1, \beta_{\nu}-\beta_{v+1}=0$ for $\nu=1,2, \ldots$, so that $\beta_{1}=\beta_{2}=\ldots=1$.
This example shows that the generalized Fourier sine coefficients need not tend to 0 .

They are, however, $o(\nu)$. For $b_{\nu+1}-b_{\nu-1}$ is the $\nu$ th cosine coefficient of the integrable function $2 f(x) \sin x$, and so tends to 0 . Hence if, for example, $\nu$ is odd,

$$
b_{\nu}=b_{1}+\left(b_{3}-b_{1}\right)+\ldots+\left(b_{\nu}-b_{\nu-2}\right)=o(\nu) ;
$$

and the same argument holds for $\nu$ even.
The following result both generalizes and illuminates the Riemann-Lebeague theorem.
(4-15) Theorem. Let $\alpha(x)$ be integrable, $\beta(x)$ bounded, both periodic. Then

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \alpha(x) \beta(n x) d x \rightarrow \frac{1}{2 \pi} \int_{0}^{2 \pi} \alpha(x) d x \frac{1}{2 \pi} \int_{0}^{2 \pi} \beta(x) d x \text { as } n \rightarrow \infty .
$$

Observe that if, for every $\epsilon>0$, we have $\alpha=\alpha_{1}+\alpha_{2}$ with $9 \mathbb{R}\left[\alpha_{1}\right]<\epsilon$ and with the relation (4.16) holding for $\alpha_{2}$ and each bounded $\beta$, then (4.16) is true. Now (4•16) is certainly true if $\alpha$ is the characteristic function of an interval and so, more generally, a step function. If $\alpha$ is integrable, we set $\alpha=\alpha_{1}+\alpha_{2}$, where $\alpha_{2}$ is a step function and $M\left[\alpha_{1}\right]$ small.

The Riemann-Lebesgue theorem is the special cases $\beta=e^{ \pm i x}$. As the above proof shows, (4-16) holds if we replace $\beta(n x)$ by $\beta\left(n x+\theta_{n}\right)$, where $\theta_{n}$ are arbitrary numbers. In this, moreover, $n$ may tend to infinity by continuous values.

## 5. Formulae for partial sums of $S[f]$ and $S_{[ }[f]$

Given an integrable and periodic $f$, let
so that

$$
a_{\nu}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos \nu t d t, \quad b_{\nu}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin \nu t d t
$$

are $S[f]$ and $\tilde{S}[f]$ respectively. The partial sums of $S[f]$ will be denoted by $S_{n}[f]$, or by $S_{n}(x ; f)$, or simply by $S_{n}(x)$; those of $\tilde{S}[f]$ by $\tilde{S}_{n}[f], S_{n}(x ; f)$, or $S_{n}(x)$. Using (5.1), we have

$$
\begin{aligned}
& S_{n}(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t)\left\{\begin{array}{l}
1 \\
2
\end{array}+\sum_{\nu=1}^{n} \cos \nu(t-x)\right\} d t=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) D_{n}(t-x) d t \\
& S_{n}(x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(t)\left\{\sum_{\nu=1}^{n} \sin \nu(t-x)\right\} d t=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) D_{n}(t-x) d t
\end{aligned}
$$

where

$$
\begin{aligned}
& D_{n}(v)=\frac{1}{2}+\sum_{v=1}^{n} \cos v v=\sin \left(n+\frac{1}{2}\right) v / 2 \sin \frac{1}{2} v, \\
& D_{n}(v)=\sum_{v=1}^{n} \sin v v=\left\{\cos \frac{1}{2} v-\cos \left(n+\frac{1}{2}\right) v\right\} / 2 \sin \frac{1}{2} v
\end{aligned}
$$

(cf. Chapter I, §1). The polynomials $D_{n}(v)$ and $\bar{D}_{n}(v)$ are called Dirichlet's kernel and Dirichlet's conjugate kernel respectively. The formulae for $S_{n}$ and $S_{n}$ may also be written

$$
S_{n}(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+u) D_{n}(u) d u, \quad S_{n}(x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+u) \tilde{D}_{n}(u) d u
$$

Sometimes there is a slight advantage in taking the last term in $S_{n}$ or $S_{n}$ with a
factor $\frac{1}{2}$. The new expressions will be called the modified partial sums, and will be denoted by $S_{n}^{*}$ and $S_{n}^{*}$ respectively. Thus

$$
S_{n}^{*}(x)=\frac{1}{2} a_{0}+\sum_{\nu=1}^{n-1}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right)+\frac{1}{2}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\frac{1}{2}\left\{S_{n}(x)+S_{n-1}(x)\right\}
$$

and $S_{n}^{*}$ is defined similarly. If we set

$$
\left.\begin{array}{l}
D_{n}^{*}(v)=D_{n}(v)-\frac{1}{2} \cos n v=\sin n v / 2 \tan \frac{1}{2} v, \\
\tilde{D}_{n}^{*}(v)=\tilde{D}_{n}(v)-\frac{1}{2} \sin n v=(1-\cos n v) / 2 \tan \frac{1}{2} v,
\end{array}\right\}
$$

and proceed as before, we get

$$
S_{n}^{*}(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) D_{n}^{*}(t) d t, \quad S_{n}^{*}(x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) D_{n}^{*}(t) d t .
$$

By (4.4), $S_{n}-S_{n}^{*}$ tends uniformly to $0 ; S_{n}^{*}$ and $S_{n}$ are equivalent with regard to convergence, and $S_{n}^{*}$ is slightly the simpler. Similarly for $\mathcal{S}_{n}, S_{n}^{*}$. We call $D_{n}^{*}$ the modified Dirichlet kernel, $D_{n}^{*}$ the modified conjugate Dirichlet kernel.

With a fixed $f$ and a fixed point $x$ we set

$$
\begin{aligned}
& \phi(t)=\phi_{x}(t)=\phi_{x}(t ; f)=\frac{1}{2}\{f(x+t)+f(x-t)-2 f(x)\}, \\
& \psi(t)=\psi_{x}(t)=\psi_{x}(t ; f)=\frac{1}{2}\{f(x+t)-f(x-t)\},
\end{aligned}
$$

and we shall adhere throughout the book to this notation.
The polynomial

$$
D_{n}^{*}(u)=\frac{1}{2}+\cos u+\ldots+\frac{1}{2} \cos n u
$$

is even, and integrating it term by term we see that

$$
\int_{-\pi}^{\pi} D_{n}^{*}(t) d t=\pi
$$

Hence

$$
\begin{align*}
S_{n}^{*}(x)-f(x) & =\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) D_{n}^{*}(t) d t-\frac{f(x)}{\pi} \int_{-\pi}^{\pi} D_{n}^{*}(t) d t \\
& =\frac{2}{\pi} \int_{0}^{\pi} \phi_{x}(t) D_{n}^{*}(t) d t=\frac{2}{\pi} \int_{0}^{\pi} \frac{\phi_{x}(t)}{2 \tan \frac{1}{2} t} \sin n t d t .
\end{align*}
$$

$\bar{D}_{n}^{*}(u)$ being odd, we similarly get

$$
S_{n}^{*}(x)=-\frac{2}{\pi} \int_{0}^{\pi} \psi_{x}(t) D_{n}^{*}(t) d t=-\frac{2}{\pi} \int_{0}^{\pi} \frac{\psi_{x}(t)}{2 \tan \frac{1}{2} t}(1-\cos n t) d t .
$$

For future reference we also state the following formulae:

$$
\left.\begin{array}{rl}
S_{n}(x) & =\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) D_{n}(t) d t=\frac{1}{\pi} \int_{0}^{\pi}[f(x+t)+f(x-t)] D_{n}(t) d t, \\
S_{n}(x)-f(x) & =\frac{2}{\pi} \int_{0}^{\pi} \phi_{x}(t) D_{n}(t) d t=\frac{2}{\pi} \int_{0}^{\pi} \phi_{x}(t) \frac{\sin \left(n+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t} d t, \\
S_{n}(x) & =-\frac{2}{\pi} \int_{0}^{\pi} \psi_{x}(t) D_{n}(t) d t=-\frac{2}{\pi} \int_{0}^{\pi} \psi_{x}(t) \cdots \frac{\cos \frac{1}{2} t-\cos \left(n+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t} d t .
\end{array}\right\}
$$

Our main task in this chapter will be to show that, subject to suitable conditions on $f$ at the point $x, S_{n}(x ; f)$, or, what amounts to the same thing, $S_{n}^{*}(x ; f)$, tends to $f(x)$
as $n \rightarrow \infty$. The summation problem for the conjugate series $\tilde{S}[f]$ leads us to consider the expression

$$
-\frac{2}{\pi} \int_{0}^{\pi} \frac{\psi_{x}(t)}{2 \tan \frac{1}{2} t} d t=-\frac{1}{\pi} \int_{0}^{\pi} \frac{f(x+t)-f(x-t)}{2 \tan \frac{1}{2} t} d t
$$

where the integral is meant as the limit (if it exists) of

$$
-\frac{2}{\pi} \int_{0}^{\pi} \frac{\psi_{x}(t)}{2 \tan \frac{1}{2} t} d t
$$

for $\epsilon \rightarrow+0$. The value of the expression (5•7), wherever it exists, will be denoted by $f(x)$, and the function $f(x)$ will be said to be conjugate to $f(x)$. The expression (5.8) will be denoted by $f(x ; \epsilon)$. We show later (see Chapter IV, § 3 and Chapter VII, § 1 ) that for any integrable $f$ the function $f$ exists almost everywhere; but the proof of this is far from simple.

The expression (5•7) can also be written

$$
-\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{f(x+t)}{2 \tan \frac{1}{2} t} d t \text { or }-\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{f(t)}{2 \tan \frac{1}{2}(t-x)} d t
$$

where the integrals are taken in the 'principal value' sense, that is are the limits, for $\epsilon \rightarrow+0$, of integrals taken over the complements of intervals of length $2 \epsilon$ around the point of non-integrability of the integrand ( $t=0$ in the first case and $t=x$ in the second).

From (5.5) we get formally

$$
S_{n}^{* *}(x)-f(x)=\frac{2}{\pi} \int_{0}^{\pi} \frac{\psi_{x}(t)}{2 \tan \frac{1}{2} t} \cos n t d t .
$$

There is an analogy between this integral and the last integral in (5•4), though the latter always converges, even absolutely, whereas in (5.9) both $f(x)$ and the right-hand side may not exist at some points. We shall see later that to a theorem on the convergence (or summability) of $S[f]$ there usually corresponds an analogous theorem for $\tilde{S}[f]$.

We record some inequalities useful in 'convergence theory':

$$
\left|D_{n}^{*}(t)\right| \leqslant n, \quad\left|D_{n}^{*}(t)\right| \leqslant 1 / t \quad(0<t \leqslant \pi ; n=1,2, \ldots)
$$

For $\left|D_{n}^{*}\right| \leqslant \frac{1}{2}+1+\ldots+\frac{1}{2}=n$; and the second estimate follows from (5.2), since $2 \tan \frac{1}{2} t \geqslant t$. The first inequality (5.10) is preferable for $t$ not too large in comparison with $\mathrm{l} / n$, for example for $0 \leqslant t \leqslant \pi / n$, the second for larger $t$ 's. Similarly

$$
\left|D_{n}^{*}(t)\right|<n, \quad\left|D_{n}^{*}(t)\right| \leqslant 2 / t .
$$

Analogous inequalities hold for $D_{n}$ and $D_{n}$.
With the notation of $\S 1$ of Chapter I we have easily

$$
\begin{aligned}
& \frac{1}{2}\left[f\left(x_{0}+t\right)+f\left(x_{0}-t\right)\right] \sim \sum_{0}^{\infty} A_{n}\left(x_{0}\right) \cos n t \\
& \frac{1}{2}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right] \sim-\sum_{1}^{\infty} B_{n}\left(x_{0}\right) \sin n t
\end{aligned}
$$

Thus $\mathrm{S}[f]$ at $x=x_{0}$ is the same as the Fourier series at $t=0$ of the even function $\frac{1}{2}\left[f\left(x_{0}+t\right)+f\left(x_{0}-t\right)\right] ; \bar{S}[f]$ at $x=x_{0}$ is the series conjugate to the Fourier series at $t=0$ of the odd function $\frac{1}{2}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right]$.

## 6. The Dini test and the principle of localization

(6-1) Theorem. If the first of the integrals

$$
\int_{0}^{x} \frac{\left|\phi_{x}(t)\right|}{2 \tan \frac{1}{2} t} d t, \quad \int_{0}^{x} \frac{\left|\psi_{x}(t)\right|}{2 \tan \frac{1}{2} t} d t
$$

is finite, then $\mathrm{S}[f]$ converges at the point $x$ to sum $f(x)$. If the second integral is finite, then $f^{\prime}(x)$ exists and $\tilde{S}[f]$ at $x$ converges to $f(x)$.

The formulae (5.4) and (5.9) display the fundamental fact that, formally at least, $S_{n}^{*}(x)-f(x)$ and $S_{n}^{*}(x)-f^{\prime}(x)$ are the sine and cosine coefficients of certain functions. In each of the cases the function concerned is, by hypothesis, integrable, and in the second case $f(x)$ exists. Thus, by (4.4), we have respectively

$$
S_{n}^{*}(x)-f(x) \rightarrow 0, \quad S_{n}^{*}(x)-f(x) \rightarrow 0
$$

The first part of ( $6 \cdot 1$ ) is called the Dini test for the convergence of $S[f]$. The second part is due to Pringsheim. Since $2 \tan \frac{1}{2} t \simeq t$ as $t \rightarrow 0$, the finiteness of the integrals (6.2) is equivalent to that of

$$
\int_{0}^{\pi} \frac{\left|\phi_{x}(t)\right|}{t} d t, \quad \int_{0}^{\pi} \frac{\left|\psi_{x}(t)\right|}{t} d t
$$

Both integrals are finite if, for example,

$$
f(x+t)-f(x)=O\left(|t|^{\alpha}\right) \quad(\alpha>0)
$$

as $t \rightarrow 0$, and in particular if $f^{\prime}(x)$ exists and is finite. The first integral converges even if $f$ is discontinuous at $x$, provided that $\phi_{x}(t)$ tends to 0 sufficiently rapidly. The second integral diverges if $f(x \pm 0)$ exist and are different, and we shall see later that $\tilde{S}[f]$ always diverges at such points.
(6.3) Theorkm. If $f(x)$ vanishes in an interval $I$, then $S[f]$ and $\tilde{S}[f]$ converge uniformly in every interval $I^{\prime}$ interior to $I$, and the sum of $S[f]$ there is 0 .

If the word 'uniformly' is omitted, (6.3) is a corollary of (6.1). For if $x \in I$ ', both $\phi_{x}(t)$ and $\psi_{x}(t)$ vanish for small $|t|$ and the integrals (6-2) converge. To prove the general result, we need the following lemma:
(6.4) Lemma. Let $f$ be integrable, $g$ bounded, and both periodic. Then the Fourier coefficients of the function $\chi(t)=f(x+t) g(t)$ tend to 0 uniformly in the parameter $x$.

By the second inequality in (4•1) it is enough to show that $\omega_{1}(\delta ; \chi) \rightarrow 0$ uniformly in $x$. Now

$$
\begin{aligned}
\int_{-\pi}^{\pi}|\chi(t+h)-\chi(t)| d t \leqslant \int_{-\pi}^{\pi} \mid f(x+t+h) & -f(x+t)| | g(t+h) \mid d t \\
& +\int_{-\pi}^{\pi}|f(x+t)||g(t+h)-g(t)| d t=P+Q
\end{aligned}
$$

say. Suppose that $|g|<M,|h| \leqslant \delta$. Then

$$
P \leqslant M \omega_{1}(\delta ; f) \rightarrow 0
$$

In order to show that $Q \rightarrow 0$, we set $f=f_{1}+f_{2}$, where $f_{1}$ is bounded, say $\left|f_{1}\right| \leqslant B$, and $\int_{-\pi}^{\pi}\left|f_{2}\right| d t<\varepsilon / 4 M$. Then

$$
Q \leqslant \int_{-\pi}^{\pi}\left|f_{1}(x+t)\right||g(t+h)-g(t)| d t+\int_{-\pi}^{\pi}\left|f_{2}(x+t)\right||g(t+h)-g(t)| d t \leqslant B \omega_{1}(\delta ; g)+\frac{1}{2} \epsilon
$$

and so is less than $\epsilon$ for $\delta$ small enough. This proves (6.4).
Returning to (6.3), let $x \in I^{\prime}$. Then $f(x+t)=0$ for $|t|<\eta$, say. Let $\lambda(t)$ be the periodic function equal to 0 for $|t|<\eta$ and to 1 elsewhere. Using (5.3) and (5.2), we write

$$
S_{n}^{*}(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) \frac{\lambda(t)}{2 \tan \frac{1}{2} t} \sin n t d t=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) g(t) \sin n t d t .
$$

Here $g(t)=\lambda(t) / 2 \tan \frac{1}{2} t$ is bounded. By (6.4), $S_{n}^{*}(x)$ tends uniformly to 0 for $x \in I^{\prime}$.
Similarly $\tilde{S}_{n}^{*}(x)$ tends uniformly to $f^{\prime}(x)$ in $I^{\prime}$; for the difference $\widehat{S}_{n}^{*}(x)-f^{\prime}(x)$ is represented by (6.5) with sin $n t$ replaced by $\cos n t$.

The result may be stated differently. Let us call two series $u_{0}+u_{1}+\ldots$ and $v_{0}+v_{1}+\ldots$ (convergent or not) equiconvergent if the difference $\left(u_{0}-v_{0}\right)+\left(u_{1}-v_{1}\right)+\ldots$ converges to 0 . If this difference converges, but not necessarily to 0 , the two series will be called equiconvergent in the wider sense. It is clear what 'uniform equiconwergence' means. The theorem that follows is a consequence of (6.3) when we set $f=f_{1}-f_{2}$.
(6.6) Theorem. If two functions $f_{1}$ and $f_{2}$ are equal in an interval 1 , then $S\left[f_{1}\right]$ and $S\left[f_{2}\right]$ are uniformly equiconvergent in any interval $I^{\prime}$ interior to $I ; \bar{S}\left[f_{1}\right]$ and $\widetilde{S}\left[f_{8}\right]$ are uniformly equiconvergent in $I^{\prime}$ in the wider sense.

Considering for simplicity convergence at a single point, we see that the convergence of $S[f]$ and $\tilde{S}[f]$, and the sum of $S[f]$ (but not that of $\tilde{S}[f]$ ) at a point $x$, depend only on the behaviour of $f$ in an arbitrarily small neighbourhood of $x$.

Theorems ( $6 \cdot 3$ ) and (6.6) express the Riemann-Lebesgue localization principle.
(6-7) Theorem. (i) Let $f(x)$ be integrable, $\rho(x)$ bounded, both periodic. If at a point $x_{0}$ the Dini numbers of $\rho$ are bounded, the series $S[\rho f]$ and $\rho\left(x_{0}\right) S[f]$ are equiconvergent for $x=x_{0}$. The series $\tilde{S}[\rho f]$ and $\rho\left(x_{0}\right) \tilde{S}[f]$ are equiconvergent at $x_{0}$ in the wider sense.
(ii) If $\rho(x) \in \Lambda_{1}$, the equiconvergence of $S[\rho f]$ and $\rho\left(x_{0}\right) S[f]$, and that (in the wider sense) of $\tilde{S}[\rho f]$ and $\rho\left(x_{0}\right) \tilde{S}[f]$, is uniform in $x_{0}$.

If $\rho\left(x_{0}\right)=1$, case (i) may be interpreted as follows: 'slight' modifications of $f$ in the neighbourhood of $x_{0}$ which leave $f\left(x_{0}\right)$ unaltered have no influence either upon the convergence of $S[f]$ and $\tilde{S}[f]$ at $x_{0}$, or on the sum of $S[f]$ at that point (though they can influence the sum of $\tilde{S}[f]$ ).

To prove (i), we observe that
where

$$
\begin{gathered}
S_{n}^{*}\left(x_{0} ; \rho f\right)-\rho\left(x_{0}\right) S_{n}^{*}\left(x_{0} ; f\right)=\frac{1}{\pi} \int_{-\pi}^{\pi} f\left(x_{0}+t\right) g(t) \sin n t d t, \\
g(t)=g_{x_{0}}(t)=\left[\rho\left(x_{0}+t\right)-\rho\left(x_{0}\right)\right] / 2 \tan \frac{1}{2} t
\end{gathered}
$$

is a bounded function. Hence the integral on the right, being the Fourier coefficient
of an integrable function, tends to 0 with $1 / n$. For $S_{n}^{*}\left(x_{0} ; \rho f\right)-\rho\left(x_{0}\right) S_{n}^{*}\left(x_{0} ; f\right)$ we have the value

$$
\begin{aligned}
-\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{\rho\left(x_{0}+t\right)-\rho\left(x_{0}\right)}{2 \tan \frac{1}{2} t} f\left(x_{0}+t\right) & (1-\cos n t) d t \\
& =-\frac{1}{\pi} \int_{-\pi}^{\pi} f\left(x_{0}+t\right) g(t) d t+\frac{1}{\pi} \int_{-\pi}^{\pi} f\left(x_{0}+t\right) g(t) \cos n t d t
\end{aligned}
$$

and the last integral tends to 0 . This proves (i).
Let us set

$$
\chi(t)=\chi_{x}(t)=f(x+t) g_{x}(t)
$$

The above argument and (4•1) will give (ii), if we can prove that $\omega_{1}(\delta ; \chi) \rightarrow 0$ uniformly in $x$ as $\delta \rightarrow 0$. Arguing as in the proof of (6.4), and observing that $\left|g_{x}(t)\right|<M$, say, we have only to show that the integral $\int_{-\pi}^{\pi}\left|g_{x}(t+h)-g_{x}(t)\right| d t$ tends to 0 with $h$, uniformly in $x$. We break up the interval of integration into two parts: the interval $|t| \leqslant \epsilon / 8 M$, and the remainder of $(-\pi, \pi)$. The first integral does not exceed $2 M .2 \varepsilon / 8 M=\frac{1}{2} \epsilon$. Outside the first interval the function $g_{x}(t)$ is continuous in $t$, uniformly in $x$, so that the second integral tends to 0 with $h$, uniformly in $x$. The whole is thus less than $\epsilon$ for small $|h|$, and this completes the proof. For the conjugate series we argue similarly.

Theorem (6.7) includes (6.3). For let $\rho(x)$ denote the continuous function which is equal to 0 in $I^{\prime}$, is equal to 1 outside $I$, and is linear elsewhere. For $x_{0} \in I^{\prime}$ we have $\rho\left(x_{0}\right) S[f]=0$, and since $S[\rho f]=S[f]$, (6.7) implies that $S[f]$ and $S[f]$ converge uniformly in $I^{\prime}$, the sum of $S[f]$ being 0 there.

The analogue of ( $6 \cdot 1$ ) for uniform convergence is as follows.
(6.8) Theorem. Suppose that $f$ is continuous in a closed interval $I=(a, b)$ and let $\omega(\delta)$ be its modulus of continuity there. If $\omega(\delta) / \delta$ is integrable near $\delta=0$, and if the integrals

$$
\int_{0}^{\pi} \frac{|f(a)-f(a-t)|}{t} d t, \quad \int_{0}^{\pi} \frac{|f(b+t)-f(b)|}{t} d t,
$$

are finite, then both $S[f]$ and $\tilde{S}[f]$ converge uniformly in $I$, to $f$ and $f$ respectively.
For let $\xi(t)$ be the sum of the numbers

$$
\omega(t), \quad|f(a)-f(a-t)|, \quad|f(b+t)-f(b)| \quad \text { for } \quad 0 \leqslant t \leqslant h=b-a .
$$

The function $\xi(t) / t$ is integrable. Write

$$
S_{n}^{*}(x)-f(x)=\frac{1}{\pi}\left\{\int_{|t| \leqslant \sigma}+\int_{\sigma \leqslant|t| \leqslant \pi}\right\}[f(x+t)-f(x)] D_{n}^{*}(t) d t=P+Q
$$

say, where $0<\sigma \leqslant h$, and consider first the term $P$. Let $x \in I$. If $x+t$ is in $I$, then $|f(x+t)-f(x)| \leqslant \omega(|t|)$. If $x+t$ is not in $I$, say $x+t>b$, then

$$
|f(x+t)-f(x)| \leqslant|f(b)-f(x)|+|f(t+x)-f(b)| \leqslant \omega(t)+|f(t+x)-f(b)|
$$

and since $\left|D_{n}^{*}(t)\right| \leqslant|t|^{-1}$ it is easy to see that

$$
|P| \leqslant \frac{2}{\pi} \int_{0}^{\sigma} \frac{\xi(t)}{t} d t<\epsilon
$$

provided $\sigma$ is small enough. Since $Q$ is the Fourier coefficient of the function
 that $Q \rightarrow 0$ uniformly in $I$. Hence $S_{n}^{*}(x) \rightarrow f(x)$ uniformly in $I$.
$W_{i}$ ith the hypotheses of ( $6 \cdot 8$ ), the integral defining $f(x)$ converges absolutely and uniformly in $I$, since

$$
\int_{0}^{\sigma} \frac{\left|\psi_{x}(t)\right|}{2 \tan \frac{1}{2} t} d t \leqslant \int_{0}^{\sigma} \frac{\xi(t)}{t} d t \quad(0<\sigma \leqslant h) .
$$

In particular, $f(x)$ is continuous in $I$. An argument similar to that above shows that $S_{n}^{*}(x)-f^{\prime}(x) \rightarrow 0$ uniformly in $I$.
(6-10) Theorem. If $f \in L, \rho \in \Lambda_{1}$, the integrals

$$
\int_{-\pi}^{\pi} \rho(t) f(t) \frac{1}{2} \cot \frac{1}{2}(t-x) d t, \quad \int_{-\pi}^{\pi} \rho(x) f(t) \frac{1}{2} \cot \frac{1}{2}(t-x) d t,
$$

taken in the 'principal value' sense, are uniformly equiconvergent in the wider sense.
This is immediate, since $[\rho(t)-\rho(x)] \frac{1}{2} \cot \frac{1}{2}(t-x)$ is bounded in $x, t$.

## 7. Some more formulae for partial sums

Let $\epsilon$ be a fixed positive number less than $\pi$. It is sometimes convenient to use the formulae

$$
\left.\begin{array}{rl}
S_{n}(x) & =\frac{1}{\pi} \int_{-e}^{e} f(x+t) \frac{\sin n t}{t} d t+o(1), \\
S_{n}(x)-f(x) & =\frac{2}{\pi} \int_{0}^{e} \phi_{x}(t) \frac{\sin n t}{t} d t+o(1) .
\end{array}\right\}
$$

In the former the o(1) term tends to 0 uniformly in $x$; in the latter it tends to 0 for every $x$ and uniformly in every interval where $f$ is bounded.

To prove the first formula we note that the difference between the integral on the right and the integral defining $S_{n}^{*}(x)\left(=S_{n}(x)+o(1)\right)$ is the sine coefficient of the function $f(x+t) g(t)$, where $g(t)$ is the function equal to $1 / t-\frac{1}{\frac{1}{2} \cot \frac{1}{j} t=O(1) \text { for }|t|<\epsilon, ~(t)}$ and to $-\frac{1}{2} \cot \frac{1}{2} t$ at the remaining points of $(-\pi, \pi)$. Similarly, the difference between the second integral and the one defining $S_{n}^{*}(x)-f(x)$ is the sine coefficient of

$$
\{f(x+t)-f(x)\} g(t)
$$

and the second formula (7.1) follows.
We note also the formula

$$
S_{n}(x)=-\frac{1}{\pi} \int_{-6}^{e} f(x+t) \frac{1-\cos n t}{t} d t+R_{n}(x)
$$

where $R_{n}(x)$ tends uniformly to a continuous function of $x$.
It is instructive to compare this and the first formula (7.1) with the exaot formulae

$$
\begin{gather*}
\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x+t) \frac{\sin \omega t}{t} d t=\sum_{v<\omega}^{\prime} A_{\nu}(x), \\
-\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x+t) \frac{1-\cos \omega t}{t} d t=\sum_{v<\infty}^{\prime} B_{\nu}(x), \tag{7•3}
\end{gather*}
$$

where $\omega$ is positive but not necessarily an integer, the integrals are defined as $\lim _{T \rightarrow+\infty} \int_{-T}^{T}$, and the dash indicates that if $\omega$ is an integer then the last term of the sum is taken with a factor $\frac{1}{2}$.

We take the first formula only, the proof of the second being analogous. The familiar equation

$$
\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\sin t}{t} d t=1
$$

(see (8.4) below) shows that

$$
\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\sin \lambda t}{t} d t=\operatorname{sign} \lambda \quad(-\infty<\lambda<+\infty)
$$

Hence, if $f(x)=e^{i v x}$, the left-hand side of (7.2) is

$$
\pi^{-1} e^{i \nu x} \lim \int_{-T}^{T} e^{i \nu t} \frac{\sin \omega t}{t} d t=(2 \pi)^{-1} e^{i \nu x} \int_{-\infty}^{+\infty}\left[\begin{array}{c}
\sin (\omega+\nu) t \\
t
\end{array}+\frac{\sin (\omega-\nu) t}{t}\right] d t
$$

and the last integral is $2 \pi, \pi, 0$ according as $|\nu|<\omega,|\nu|=\omega,|\nu|>\omega$. This proves the formula if $f$ is a trigonometric polynomial. Hence we may assume that $c_{\nu}=0$ for $|\nu| \leqslant \omega$.

We now use a result which will be established in Chapter IV, p. 160, and which asserts that a Fourier series can be integrated termwise over any finite interval after having been multiplied by any function of bounded variation. Thus if $S[f]=\Sigma c_{\nu} e^{i \nu x}$ we have

$$
\frac{1}{\pi} \int_{-T}^{T} f(x+t) \frac{\sin \omega t}{t} d t=\Sigma c_{\nu} e^{i \nu x} \frac{1}{\pi} \int_{0}^{T}\left[\frac{\sin (\nu+\omega) t}{t}-\frac{\sin (\nu-\omega) t}{t}\right] d t
$$

Integrating by parts twice we get

$$
\int_{u}^{\infty} \frac{\sin t}{t} d t=\frac{\cos u}{u}+\frac{\sin u}{u^{2}}-2 \int_{u}^{\infty} \frac{\sin t}{t^{3}} d t=\frac{\cos u}{u}+O\left(\frac{1}{u^{2}}\right) \quad(u>0) .
$$

Since $|\nu|>\omega$ and $\int_{0}^{T}=\int_{0}^{\infty}-\int_{T}^{\infty}$, the sum in (7.5) is

$$
\begin{aligned}
& \frac{1}{\pi} \Sigma c_{\nu} e^{i \nu x}\left[\frac{\cos T(\nu-\omega)}{T(\nu-\omega)}-\frac{\cos T(\nu+\omega)}{T(\nu+\omega)}+O\left(\frac{1}{T^{2} \nu^{2}}\right)\right] \\
& \quad=\frac{1}{\pi T} \Sigma c_{\nu} e^{i \nu x}\left[\frac{\cos T(\nu-\omega)}{\nu}-\frac{\cos T(\nu+\omega)}{\nu}+O\left(\frac{1}{\nu^{2}}\right)\right] \\
& =\frac{2 \sin T \omega}{\pi T} \Sigma c_{\nu} \frac{e^{i \nu x}}{\nu} \sin \nu T+o(1)
\end{aligned}
$$

as $T \rightarrow \infty$ (observe that $\Sigma\left|c_{\nu}\right| \nu^{-2}<\infty$ ). If $F$ denotes the integral of $f, F$ is bounded and periodic, and the penultimate term is $(\pi T)^{-1} \sin T \omega[F(x+T)-F(x-T)]=0(1)$. Hence (7.5) tends to 0 as $T \rightarrow \infty$ and this completes the proof of (7.2).

The integral (7.4) converges uniformly in $\lambda$ outside an arbitrarily small neighbourhood of $\lambda=0$. From the preceding proof it follows that the integrals (7.2) and (7.3) converge uniformly over the set obtained by removing from any finite interval $|\omega| \leqslant \Omega$ arbitrarily small neighbourhoods of the points $0, \pm 1, \pm 2, \ldots$. (The neighbourhoods must be removed, since the right-hand sides of the formulae are, in general, discontinuous at the points $\nu$.)

We have also the formula

$$
f(x)=-\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{f(x+t)}{t} d t=-\frac{1}{\pi} \lim _{t \rightarrow 0}\left\{\lim _{x \rightarrow+\infty}\left(\int_{-T}^{-\epsilon}+\int_{0}^{T}\right) \frac{f(x+t)}{t} d t\right\},
$$

valid at every point at which $f(x)$ exists. (The internal limit always exists.) For if we subtract from $f$ a constant, which changes nothing in (7.6), we may assume that the integral of $f$ over a period is zero, and then the application of the second mean-value theorem gives the existence of each of the integrals

$$
-\frac{1}{\pi} \int_{\pi}^{\infty} \frac{f(x+t)}{t} d t, \quad-\frac{1}{\pi} \int_{-\infty}^{-\pi} \frac{f(x+t)}{t} d t
$$

separately. Their sum is

$$
-\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t)\left[\sum_{k=-\infty}^{+\infty} \frac{1}{t+2 k \pi}\right] d t=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t)\left[\frac{1}{2} \cot \frac{1}{2} t-\frac{1}{t}\right] d t,
$$

where the dash ' indicates the omission of $k=0$ in the summation. This is

$$
-\frac{1}{\pi}\left(\int_{-\pi}^{-\epsilon}+\int_{\varepsilon}^{\pi}\right)\left[\frac{1}{2} \cot \frac{1}{2} t-\frac{1}{t}\right] f(x+t) d t+o(1)=f(x ; \epsilon)+\frac{1}{\pi} \int_{0 \leqslant|t|<\pi} \frac{f(x+t)}{t} d t+o(1)
$$

as $\epsilon \rightarrow+0$, and (7.6) easily follows.

## 8. The Dirichlet-Jordan test

This name is usually given to the following theorem (see also (8.14) below).
(8-1) Theorem. Suppose that $f(x)$ is of bounded variation over ( $0,2 \pi$ ). Then
(i) at every point $x_{0}, S[f]$ converges to the value $\frac{1}{2}\left[f\left(x_{0}+0\right)+f\left(x_{0}-0\right)\right]$; in particular, $S[f]$ converges to $f(x)$ at every point of continuity of $f$;
(ii) if further $f$ is continuous at every point of a closed interval $I$, then $S[f]$ converges uniformly in $I$.

We prove first the following lemma, only part of which is needed here:
(8-2) Lhmma. The integrals

$$
\frac{2}{\pi} \int_{0}^{\xi} D_{n}(t) d t, \quad \frac{2}{\pi} \int_{0}^{\xi} D_{n}^{*}(t) d t, \quad \frac{2}{\pi} \int_{0}^{\xi} \frac{\sin n t}{t} d t \quad(0 \leqslant \xi \leqslant \pi)
$$

are all uniformly bounded in $n$ and $\xi$. The difference between any two of these integrals tends to 0 with $1 / n$, uniformly in $\xi$.

Let us denote these integrals respectively by $\alpha_{n}(\xi), \beta_{n}(\xi), \gamma_{n}(\xi)$. Plainly, $\beta_{n}-\alpha_{n}$ is uniformly bounded and tends uniformly to 0 as $n \rightarrow \infty$. Furthermore,

$$
\gamma_{n}-\beta_{n}=\frac{2}{\pi} \int_{0}^{\xi}\left\{\frac{1}{t}-\frac{1}{2} \cot \frac{1}{2} t\right\} \sin n t d t=\frac{2}{\pi} \int_{0}^{\pi} w_{\xi}(t) \sin n t d t,
$$

where $w_{\xi}(t)$ is $1 / t-\frac{1}{2} \cot \frac{1}{2} t$ in $(0, \xi)$ and 0 in $(\xi, \pi)$. Since the total variation of $w_{\xi}(t)$ over $(0, \pi)$ is uniformly bounded, the last integral is uniformly bounded and tends uniformly to 0 (see (4-13)). It is thus enough to show the boundedness of
where

$$
\begin{gather*}
\gamma_{n}(\xi)=\frac{2}{\pi} \int_{0}^{n \xi \sin u} \frac{u}{u} d u=\frac{2}{\pi} G(n \xi), \\
G(v)=\int_{0}^{v} \frac{\sin u}{u} d u
\end{gather*}
$$

and this will follow if we show that $G(v)$ tends to a limit as $v \rightarrow+\infty$. Since the integrand tends to 0 it is enough to prove the existence of $\lim G(n \pi)$. But $\alpha_{n}(\pi)=1$ and
$\alpha_{n}(\pi)-\gamma_{n}(\pi) \rightarrow 0$ together imply $G(n \pi) \rightarrow \frac{1}{2} \pi$, which proves (8.2). We have obtained incidentally the well-known formula

$$
\int_{0}^{\infty} \frac{\sin t}{t} d t=\frac{1}{2} \pi
$$

Return now to (8.1), and apply the last remark of §5. Replacing $f(x)$ by

$$
\frac{1}{2}\left[f\left(x_{0}+x\right)+f\left(x_{0}-x\right)\right],
$$

we may assume that $x_{0}=0$ and that $f(x)$ is even. We have to show that $S_{n}(0) \rightarrow f(+0)$.
Suppose first that $f(x)$ is non-negative and non-decreasing in ( $0, \pi$ ). Let $C$ be a number greater than $\left|\beta_{n}(\xi)\right|$ for all $n$ and $\xi$. We write

$$
S_{n}^{*}(0)-f(+0)=\frac{2}{\pi} \int_{0}^{\pi}[f(t)-f(+0)] D_{n}^{*}(t) d t=\frac{2}{\pi}\left(\int_{0}^{\eta}+\int_{\eta}^{\pi}\right)=A+B,
$$

say, where $\eta$ is so chosen that $|f(\eta)-f(+0)|<\epsilon / 4 C$. Since $f(t)-f(+0)$ is non-negative and non-decreasing the second mean-value theorem gives

$$
|A|=\left|\{f(\eta)-f(+0)\} \frac{2}{\pi} \int_{\eta^{\prime}}^{\eta} D_{n}^{*}(t) d t\right| \leqslant \frac{\epsilon}{4 C} 2 C=\frac{1}{2} \epsilon \quad\left(0<\eta^{\prime}<\eta\right) .
$$

For fixed $\eta, B$ is a sine coefficient of the function $w_{7}(t)$ equal to 0 in $(0, \eta)$ and to $\{f(t)-f(+0)\} \frac{1}{2} \cot \frac{1}{2} t$ in $(\eta, \pi)$. Thus, by (4-13),

$$
B \rightarrow 0, \quad|A+B|<\epsilon \quad \text { for } \quad n>n_{0}, \quad S_{n}(0) \rightarrow f(+0)
$$

In the general case $f$ is, in $(0, \pi)$, the difference $f_{1}-f_{2}$ of two non-negative and nondecreasing functions (the positive and negative variations of $f$ ). If we define $f_{1}$ and $f_{2}$ in $(-\pi, 0)$ by the condition of evenness, the formula $f=f_{1}-f_{2}$ becomes valid in $(-\pi, \pi)$ and the general result follows from the special case just proved.

Case (ii) follows from the argument just used if we note that the continuity of $f$ in $I$ implies the continuity of the positive and negative variations of $f$ in that interval, and that all the estimates obtained above hold uniformly for $x_{0} \in I$.

In Chapter III, § 3, we give a different proof of (8.1) that does not require the theorem on the continuity of the positive and negative variations.

A sequence of functions $s_{n}(x)$ defined in the neighbourhood of $x=x_{0}$ and converging for $x=x_{0}$ (but not necessarily for $x \neq x_{0}$ ) is said to converge uniformly at $x_{0}$ to limit $s$, if to every $\epsilon>0$ there is a $\delta=\delta(\epsilon)$ and a $p=p(\epsilon)$ such that

$$
\left|8_{n}(x)-8\right|<\epsilon \text { for }\left|x-x_{0}\right|<\delta \text { and } n>p .
$$

An equivalent definition is that $s_{n}\left(x_{n}\right) \rightarrow s$ for each sequence $x_{n} \rightarrow x_{0}$.
(8.6) Theorem. If $f$ is of bounded variation, $S[f]$ converges uniformly at every point of continuity of $f$.

It is enough to consider the case when $x_{0}=0$ and $f$ is even and non-decreasing in $(0, \pi)$. A proof similar to that of $(8 \cdot 1)$ (i) shows that if $n$ is large enough and $x$ small enough and, e.g., positive then $S_{n}(x)$ is arbitrarily close to $f(+0)=f(0)$. We omit the details since a simpler proof will be given in Chapter III, § 3.
(8.7) Theorem. Let $a_{\nu}, b_{\nu}$ be the coefficients of $f$, and let $F(x)$ be the indefinite integral of $f$. Then

$$
F(x)=\frac{1}{2} a_{0} x+C+\sum_{\nu=1}^{\infty}\left(a_{\nu} \sin \nu x-b_{\nu} \cos \nu x\right) / \nu
$$

the series on the right being uniformly convergent.
For the proof it is enough to observe that the right-hand side without the term $\frac{1}{2} a_{0} x$ is $S\left[F-\frac{1}{2} a_{0} x\right]$ (see (2.5)), and that $F(x)-\frac{1}{2} a_{0} x$ is a continuous function of bounded variation.

It follows from (8.8) that

$$
\int_{a}^{\beta} f(x) d x=\left[\frac{1}{2} a_{0} x\right]_{\alpha}^{\beta}+\sum_{\nu=1}^{\infty}\left[\frac{a_{\nu} \sin \nu x-b_{\nu} \cos \nu x}{\nu}\right]_{\alpha}^{\beta}
$$

for every $\alpha, \beta$. Thus, if $S[f]$ is integrated term by term over any interval ( $\alpha, \beta$ ), the resulting series converges to $\int_{\alpha}^{\beta} f d x$.

Putting $x=0$ in (8.8) we see that the series $\Sigma b_{\nu} / \nu$ converges for any $f$. This may be false for $\Sigma a_{\nu} / \nu$ (see Chapter V, ( $1 \cdot 11$ )).

The following result is an analogue of (8.1)(i) for $\tilde{S}[f]$ :
(8.9) Theorem. If $f(x)$ is of bounded variation, a necessary and sufficient condition for the convergence of $\tilde{S}[f]$ at $x$ is the existence of the integral

$$
f^{\prime}(x)=-\frac{2}{\pi} \int_{0}^{\pi} \frac{\psi_{x}(t)}{2 \tan \frac{1}{2} t} d t=\lim _{h \rightarrow+0}\left\{-\frac{2}{\pi} \int_{h}^{\pi} \frac{\psi_{x}(t)}{2 \tan \frac{1}{2} t} d t\right\}=\lim _{h \rightarrow+0} f(x ; h),
$$

which represents then the sum of $\tilde{S}[f]$.
We first show that:
(8-11) Lemma. If $f$ is of bounded variation, $S_{n}^{*}(x)-f(x ; \pi / n)$ tends to 0 at every point of continuity of $f$ and is bounded at every point of discontinuity.

Let $\psi(t)=\frac{1}{2}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right]$. Since $\left.S_{[f]}\right]$ at $x_{0}$ is the same thing as $\mathcal{S}_{[ }[\psi]$ at $t=0$ we may suppose that $x_{0}=0$ and that $f(x)$ is odd. Hence $\psi_{x_{0}}(t)=f(t)$. Let us also temporarily assume that $f(x)$ is non-negative and non-decreasing in $(0, \pi)$. Then

$$
\begin{equation*}
S_{n}^{*}(0)-f(0 ; \pi / n)=-\frac{2}{\pi} \int_{0}^{\pi / n} f(t) D_{n}^{*}(t) d t+\frac{2}{\pi} \int_{\pi / n}^{\pi} \frac{f(t)}{2 \tan \frac{1}{2} t} \cos n t d t=A+B \tag{8.12}
\end{equation*}
$$

Suppose first that $f$ is continuous at $t=0$, i.e. that $f(t) \rightarrow 0$ with $t$. Since $\left|D_{n}^{*}\right| \leqslant n$,

$$
|A| \leqslant \frac{2 n}{\pi} \int_{0}^{\pi / n} f(t) d t \leqslant 2 f(\pi / n)=o(1) .
$$

Given $\epsilon>0$. we choose $\eta$ such that $f(\eta)<\epsilon$, and write

$$
B=\frac{2}{\pi}\left(\int_{\pi / n}^{\pi}+\int_{\eta}^{\pi}\right)=B^{\prime}+B^{n},
$$

say. Applying the second mean-value theorem twice, we get

$$
\left|B^{\prime}\right|=\left|\frac{1}{\pi} \cot (\pi / 2 n) \int_{\pi / n}^{\nabla^{\prime}} f(t) \cos n t d t\right|=\left|\frac{1}{\pi} \cot (\pi / 2 n) f\left(\eta^{\prime}\right) \int_{\theta^{\prime}}^{\eta^{\prime}} \cos n t d t\right|<\frac{1}{\pi} \frac{2 n}{\pi} \epsilon \frac{2}{n},
$$

so that $\left|B^{\prime}\right|<\epsilon$. Since $B^{n}$ is a Fourier coefficient, it tends to 0 . Thus (8-12) tends tn 0 . We prove similarly that when $f(+0) \neq 0,(8 \cdot 12)$ is bounded.

When $f$ is no longer assumed to be non-negative and non-decreasing in $(0, \pi)$, we decompose it into its positive and negative variations. These are continuous at $t=0$ when $f$ is, so that ( $8 \cdot 11$ ) is proved.

Now let $\pi /(n+1) \leqslant h \leqslant \pi / n$. In the general case of an $f$ of bounded variation we have

$$
\left|f\left(0 ; \frac{\pi}{n}\right)-f(0 ; h)\right| \leqslant \frac{2}{\pi} \int_{\pi(n+1)}^{\pi / n}|f(t)| \frac{d t}{2 \tan \frac{1}{2} t} \leqslant \frac{2(n+1)}{\pi^{2}}\left(\frac{\pi}{n}-\frac{\pi}{n+1}\right) \sup |f(t)|=o(1)
$$

as $n \rightarrow \infty$, and this, together with (8.11), proves (8.9).
If $f$ has a jump at a point $x$, then obviously $f^{\prime}(x ; \pi / n) \rightarrow \pm \infty$. Thus $\tilde{S}[f]$ diverges at $x$ to $\pm \infty$. This is also contained in the following more precise result, in which only the integrability of $f$ is assumed.
(8.13) Theorem. If $f\left(x_{0} \pm 0\right)$ exist, and if $f\left(x_{0}+0\right)-f\left(x_{0}-0\right)=l$, then

$$
\tilde{S}_{n}\left(x_{0}\right) / \log n \rightarrow-l / \pi
$$

We may suppose that $x_{0}=0$ and that $f$ is odd. It is easy to verify the result for the function $\phi(x)$ defined in Chapter I, (4•12), using the fact that the partial sums of the harmonic series are asymptotically equal to $\log n$. Subtracting $(l / \pi) \phi(x)$ from $f$ we obtain an odd function $g$ continuous and vanishing at the origin, and it is enough to prove that $S_{n}(0 ; g)=o(\log n)$. For this purpose we write (cf. (5•11))

$$
\begin{aligned}
\left|S_{n}^{*}(0 ; g)\right| & \leqslant \frac{2}{\pi} \int_{0}^{\pi}|g(t)|\left|D_{n}^{*}(t)\right| d t=\frac{2}{\pi} \int_{0}^{\pi / n}+\frac{2}{\pi} \int_{\pi / n}^{\pi} \\
& \leqslant \frac{2 n}{\pi} \int_{0}^{\pi / n}|g(t)| d t+\frac{4}{\pi} \int_{\pi / n}^{\pi} \frac{|g(t)|}{t} d t=o(1)+o(\log n)=o(\log n)
\end{aligned}
$$

(cf. Chapter I, (8.1)).
A corollary of (8-13) is that, if the Fourier coefficients $a_{n}, b_{n}$ offare o(1/n), fcannot have discontinuities of the first kind. For the hypothesis implies that

$$
S_{n}(x)=o\left(1+\frac{1}{2}+\ldots+\frac{1}{n}\right)=o(\log n)
$$

In particular, if the Fourier coefficients of a function $f$ of bounded variation are $o(1 / n)$, the function $f$ has only removable discontinuities. For $f(x+0)=f(x-0)$ for every $x$, and by changing the values of $f$ at the at most denumerable set of points where $f$ is discontinuous, we can make $f$ everywhere continuous.
(8.14) Theorem. Suppose that $f$ is integrable and periodic, and of bounded variation in an interval $I$. Then $S[f]$ converges to $\frac{1}{2}[f(x+0)+f(x-0)]$ at every point $x$ interior to $I$. If, in addition, fis continuous in $I$, the convergence is uniform in any interval interior to $I$. A necessary and sufficient condition for the convergence of $\bar{S}[f]$ at an $x$ interior to $I$ is the existence of the integral $f(x)$, which represents then the sum of $\tilde{S}[f]$.

For we can modify $f$ by making it equal to 0 outside 1 . The new function is of bounded variation, and it is enough to combine ( $8 \cdot 1$ ) and (8.9) with ( $6 \cdot 6$ ).

## 9. Gibbs's phenomenon

We now study the partial sums $s_{n}(x)$ of the special series

$$
\sum_{\nu=1}^{\infty} \frac{\sin \nu x}{\nu}=\frac{1}{2}(\pi-x)=\phi(x) \quad(0<x<2 \pi)
$$

in the neighbourhood of $x=0$. The series cannot converge uniformly there since $\phi(x)$ is discontinuous at $x=0$. Supposing that $x>0$, and using (8.2), we see that

$$
s_{n}(x)+\frac{1}{2} x=\int_{0}^{x} D_{n}(t) d t=\int_{0}^{n x} \frac{\sin t}{t} d t+o(1)
$$

uniformly in $0 \leqslant x \leqslant \pi$. Hence the $s_{n}(x)$ are uniformly bounded, and

$$
\begin{equation*}
s_{n}(x)=\int_{0}^{n x} \frac{\sin t}{t} d t+R_{n}(x) \tag{9-2}
\end{equation*}
$$

where $\left|R_{n}(x)\right|<\epsilon$ if $x<\epsilon, n>n_{0}(\epsilon)$.
Consider the integral (8.3). The integrals of $(\sin t) / t$ over the intervals $(k \pi,(k+1) \pi)$ decrease in absolute value and are of alternating sign when $k=0,1,2, \ldots$. This shows that the curve $y=G(x)$ has a wave-like shape with maxima $M_{1}>M_{3}>M_{5}>\ldots$ at $\pi, 3 \pi, 5 \pi, \ldots$ and minima $m_{2}<m_{4}<m_{6}<\ldots$ at $2 \pi, 4 \pi, \ldots$. Substituting $x=\pi / n$ in (9.2), we get

$$
s_{n}(\pi / n) \rightarrow G(\pi)>G(\infty)=\frac{1}{2} \pi .
$$

Thus, though $s_{n}(x)$ tends to $\phi(x)$ at every fixed $x, 0<x<2 \pi$, the curves $y=s_{n}(x)$, which pass through the point $(0,0)$, condense to the interval $0 \leqslant y \leqslant G(\pi)$ of the $y$-axis (cf. also (9.4), below), the ratio of whose length to that of the interval $0 \leqslant y \leqslant \phi(+0)=\frac{1}{2} \pi$ is

$$
\frac{2}{\pi} \int_{0}^{\pi} \frac{\sin t}{t} d t=1 \cdot 179 \ldots
$$

Similarly, to the left of $x=0$ the curves $y=s_{n}(x)$ condense to the interval $-G(\pi) \leqslant y \leqslant 0$. This behaviour is called Gibbs's phenomenon, and its generalized form may be described as follows. Suppose that a sequence $\left\{f_{n}(x)\right\}$ converges for $x_{0}<x \leqslant x_{0}+h$, say, to limit $f(x)$ and that $f\left(x_{0}+0\right)$ exists. Suppose that, when $n \rightarrow \infty$ and $x \rightarrow x_{0}$ independently, we have

$$
\limsup f_{n}(x)>f\left(x_{0}+0\right) \quad \text { or } \quad \liminf f_{n}(x)<f\left(x_{0}+0\right)
$$

then we say that $\left\{f_{n}(x)\right\}$ shows Gibbs's phenomenon in the right-hand neighbourhood of $x=x_{0}$. Similarly for the left-hand neighbourhood. If $f(x)=\lim f_{n}(x)$ is defined and continuous at $x_{0}$, the absence of the phenomenon at the point $x_{0}$ is equivalent to the uniform convergence of $\left\{f_{n}(x)\right\}$ at $x_{0}$.
(9.3) Theorem. If $f$ is of bounded variation $\dagger$ and has no removable discontinuities, $S[f]$ shows Gibbs's phenomenon at every point of discontinuity of $f$ and only there.

We may suppose that $f$ has only regular discontinuities, i.e.
for each $x$.

$$
f(x)=\frac{1}{2}\{f(x+0)+f(x-0)\}
$$

Suppose that $f(\xi+0)-f(\xi-0)=l \neq 0$. The function

$$
\Delta(x)=f(x)-\frac{l}{\pi} \phi(x-\xi)
$$

$\dagger$ It is enough to asaume that the coefficients of $f$ are $O(1 / n)$; seo Theorem (3.8) of Chapter III.
is continuous at $\xi$. Hence $S[\Delta]$ converges uniformly at $\xi$ (see (8.6)). The behaviour of $S_{n}(x ; f)$ near $x$ is then effectively dominated by that of $S_{n}\left[l \pi^{-1} \phi(x-\xi)\right]$ so that $S[f]$ will show Gibbs's phenomenon at $x=\xi$. If $f$ is continuous at $\xi, \mathrm{S}[f]$ converges uniformly at $\xi$ and the phenomenon is absent.
(9-4) Theorem. The partialsums $s_{n}(x)$ of the series (9•1) are strictly pasitive for $0<x<\pi$.
The theorem is true for $n=1$. Suppose that it is established for $n-1$ and that $s_{n}(x)$ has a non-positive minimum at a point $x_{0}, 0<x_{0}<\pi$. Since

$$
s_{n}^{\prime}\left(x_{0}\right)=D_{n}\left(x_{0}\right)-\frac{1}{2}=\left\{\sin \left(n+\frac{1}{2}\right) x_{0}-\sin \frac{1}{2} x_{0}\right\} / 2 \sin \frac{1}{2} x_{0}=0,
$$

we infer that $\sin \left(n+\frac{1}{2}\right) x_{0}=\sin \frac{1}{2} x_{0}$ and so also that $\left|\cos \left(n+\frac{1}{2}\right) x_{0}\right|=\cos \frac{1}{2} x_{0}$. Hence

$$
\sin n x_{0}=\sin \left(n+\frac{1}{2}\right) x_{0} \cos \frac{1}{2} x_{0}-\cos \left(n+\frac{1}{2}\right) x_{0} \sin \frac{1}{2} x_{0} \geqslant 0 .
$$

It follows that $s_{n}\left(x_{0}\right)-s_{n-1}\left(x_{0}\right) \geqslant 0$ and so $s_{n-1}\left(x_{0}\right) \leqslant s_{n}\left(x_{0}\right) \leqslant 0$, contrary to hypothesis.

## 10. The Dini-Lipschitz test

We know that $S_{n}^{*}(x)-f(x)$ is formally a Fourier sine coefficient (see (5•4)). We may therefore apply to it the device which led to the estimate (4.2) for Fourier coefficients. We fix $x$ and take

$$
\phi(t)=\phi_{x}(t), \quad \chi(t)=\phi(t) \frac{1}{2} \cot \frac{1}{2} t, \quad \eta=\pi / n .
$$

Then

$$
\begin{aligned}
\pi\left[S_{n}^{*}(x)-f(x)\right]= & 2 \int_{0}^{\pi} \chi(t) \sin n t d t=-2 \int_{-\eta}^{\pi-\eta} \chi(t+\eta) \sin n t d t \\
= & \int_{0}^{\pi} \chi(t) \sin n t d t-\int_{-\eta}^{\pi-\eta} \chi(t+\eta) \sin n t d t \\
= & \int_{\eta}^{\pi}\{\chi(t)-\chi(t+\eta)\} \sin n t d t+\int_{\pi-\eta}^{\pi} \chi(t) \sin n t d t \\
& +\int_{0}^{\eta} \chi(t) \sin n t d t-\int_{-\eta}^{\eta} \chi(t+\eta) \sin n t d t .
\end{aligned}
$$

Denote the last four integrals by $I_{1}, I_{2}, I_{3}, I_{4}$ respectively. Since $\left|\sin n t \frac{1}{2} \cot \frac{1}{2} t\right| \leqslant n$, we have

$$
\left|I_{3}\right|+\left|I_{4}\right| \leqslant n \int_{0}^{\eta}|\phi(t)| d t+n \int_{-\eta}^{\eta}|\phi(t+\eta)| d t \leqslant 2 n \int_{0}^{2 \eta}|\phi(t)| d t .
$$

For $n \geqslant 2$ and $t \in(\pi-\eta, \pi)$,

$$
|\chi(t) \sin n t| \leqslant|\phi(t)| \leqslant \frac{\lambda}{2}\{|f(x+t)|+|f(x-t)|+2|f(x)|\},
$$

and since the indefinite integral is a continuous function we have $I_{2}=o(1)$, and uniformly in every interval where $f$ is bounded. Finally, $\left|I_{1}\right|$ does not exceed

$$
\int_{\eta}^{\pi-\eta}|\phi(t)|\left\{\frac{1}{2 \tan \frac{1}{2} t}-\frac{1}{2 \tan \frac{1}{2}(t+\eta)}\right\} d t+\int_{\eta}^{\pi-\eta|\phi(t)-\phi(t+\eta)|} \frac{2 \tan \frac{1}{2} t}{} d t .
$$

 Collecting results and observing that $2 \tan \frac{1}{2} t \geqslant t$ in $(0, \pi)$ we have
(10.1) Theorem. Let $\eta=\pi / n$. For every $x,\left|S_{n}^{*}(x)-f(x)\right|$ is majorized by

$$
\frac{1}{\pi} \int_{\eta}^{\pi}|\phi(t)-\phi(t+\eta)| d t+\eta \int_{\eta}^{\pi} \frac{|\phi(t)|}{t^{2}} d t+2 \eta^{-1} \int_{0}^{2 \eta}|\phi(t)| d t+o(1)
$$

the o(1) being uniform in every interval where $f$ is bounded.

As a corollary we obtain the following:
(10.3) Theorem of Dini-Lipsceitz. If $f$ is continuous and its modulus of continuity $\omega(\delta)$ satisfies the condition $\omega(\delta) \log \delta \rightarrow 0$ with $\delta$, then $S[f]$ converges uniformly.

For since

$$
\begin{equation*}
|\phi(t)-\phi(t+\eta)| \leqslant \frac{1}{2}|f(x+t)-f(x+t+\eta)|+\frac{1}{2}|f(x-t)-f(x-t-\eta)| \leqslant \omega(\eta), \tag{10.4}
\end{equation*}
$$

the first term in (10.2) does not exceed $\omega(\eta) \log n=o(1)$. Similarly, since $\phi(t) \rightarrow 0$ uniformly in $x$, the remaining terms in (10-2) tend uniformly to 0 (Chapter $I,(8 \cdot 1)$ ).
(10.5) Theorem. If the modulus of continuity of $f$ in an interval $I$ is $o\left(|\log \delta|^{-1}\right)$, then $\mathrm{S}[f]$ converges uniformly in every interval interior to $I$.

For the continuous function coinciding with $f$ on $I$ and, say, linear outside $I$ satisfies the hypothesis of ( 10.3 ), and it is enough to apply (6.6).

We shall see in Chapter VIII, § 2, that the condition

$$
f\left(x_{0} \pm t\right)-f\left(x_{0}\right)=o\left(\frac{1}{|\log t|}\right) \quad(t \rightarrow+0)
$$

does not ensure the convergence of $S[f]$ at $x_{0}$, so that ( 10.5 ) is primarily a result about uniform convergence. However:
(10.7) Theorem. $S[f]$ converges at $x_{0}$ to sum $f\left(x_{0}\right)$ provided the condition (10.6) is satisfied and the coefficients of $f$ are $O\left(n^{-d}\right)$ for some $\delta>0$.

Without loss of generality we may suppose that $x_{0}=0, f$ is even, $f(0)=0$. It is also convenient to have $a_{0}=0$, which may be achieved by subtracting $\frac{1}{2} a_{0}(1-\cos x)$ from $S[f]$. Finally, suppose that $\left|a_{n}\right| \leqslant n^{-\delta}(0<\delta<1)$ for $n=1,2, \ldots$. We set $r=\frac{1}{2} \delta$ and write

$$
S_{n}^{*}(0)=\frac{2}{\pi} \int_{0}^{\pi} f(t) \frac{\sin n t}{2 \tan \frac{1}{2} t} d t=\int_{0}^{n^{-2}}+\int_{n^{-1}}^{n^{-r}}+\int_{n^{-r}}^{\pi}=P+Q+R .
$$

Here $P \rightarrow 0$ as $n \rightarrow \infty$, since $f$ is continuous at $t=0$ and $\left|D_{n}^{*}\right| \leqslant n$. If

$$
\epsilon(t)=\sup |f(u) \log u| \quad \text { for } \quad 0<u \leqslant t,
$$

then

$$
Q \leqslant \epsilon\left(n^{-r}\right) \int_{n^{-1}}^{n^{-r}} \overline{\log } \frac{d t}{(1 / t)}=\epsilon\left(n^{-r}\right) \log 1 / r=o(1),
$$

and it only remains to prove that $R \rightarrow 0$. To this end we shall take for granted a result which will be eatablished later (Chapter IV, Theorem (8-16)), namely that Fourier series can be integrated term by term after multiplication by any function of bounded variation. Then

$$
R=\sum_{\nu=1}^{\infty} a_{\nu} \frac{2}{\pi} \int_{n^{-}}^{\pi} \frac{\sin n t \cos \nu t}{2 \tan \frac{1}{2} t} d t .
$$

We replace the products sin $n t \cos \nu t$ by differences of sines and apply the second meanvalue theorem to the factor $\frac{1}{2} \cot \frac{1}{2} t$. We find that for $\nu \neq \boldsymbol{n}$ the factor of $a_{\nu}$ does not exceed $4 n^{r} / \pi\left|\nu-n^{r}\right|$ in absolute value. The factor of $a_{n}$ is bounded. Hence

$$
|R| \leqslant o(1)+\frac{4}{\pi} \sum_{\nu=1}^{\infty} \frac{\nu^{-\delta} n^{r}}{|\nu-n|}=o(1)+\sum_{\nu=1}^{n-1}+\sum_{\nu=n+1}^{\infty}=o(1)+R_{1}+R_{2},
$$

say, where the dash indicates the omission of the term $\nu=n$. Now

$$
\begin{aligned}
& \frac{\pi}{4} R_{1}<\frac{n^{r}}{\frac{1}{2} n} \sum_{\nu=1}^{i n\}} \nu^{-\delta}+n^{r}\left(\frac{1}{2} n\right)^{-\delta} \sum_{\{i n\}+1}^{n-1} \frac{1}{n-\nu}=O\left(n^{-1 \delta}\right)+O\left(n^{-\frac{1}{\delta} \delta} \log n\right)=o(1), \\
& \pi \\
& \frac{\pi}{4} R_{2}<n^{r-\delta} \sum_{\nu=n+1}^{2 n} \frac{1}{\nu-n}+n^{r} \sum_{2 n+1}^{\infty} \frac{\nu^{-\delta}}{\frac{1}{2} \nu}=O\left(n^{-\frac{1}{2} \delta} \log n\right)+O\left(n^{-\frac{1}{2} \delta}\right)=o(1) .
\end{aligned}
$$

so that $R \rightarrow 0$, and this completes the proof.
A similar argument shows that, under the hypotheses of (10.7),

$$
S_{n}\left(x_{6}\right)-f^{\prime}\left(x_{0} ; \pi / n\right) \rightarrow 0
$$

The proof of the following theorem is very similar to that of (10.3).
(10.8) Theorem. If $f \in \Lambda_{x}, 0<\alpha \leqslant 1$, then $S_{n}(x ; f)-f(x)=O\left(n^{-\alpha} \log n\right)$, uniformly in $x$.

For now $\phi(t)=O\left(t^{\alpha}\right), \phi(t+\eta)-\phi(t)=O\left(\eta^{\alpha}\right)$ (cf. (10.4)). The first term in (10.2) is $O\left(n^{-\alpha} \log n\right)$; the second is $O\left(n^{-\alpha}\right)$ or $O\left(n^{-1} \log n\right)$, according as $\alpha<1$ or $\alpha=1$; the third is $O\left(n^{-\alpha}\right)$. A glance back at the source of the fourth term shows that it is $O(\eta)=O\left(n^{-\alpha}\right)$.

It can be shown by examples that the factor $\log n$ in (10.8) cannot, in general, be omitted (see p. 315, Example 10). Suppose, however, that there is a constant $C$ such that the function $f(x)+C x$ is monotone for all $x$. (The function $f$ itself, being periodic, cannot be monotone, unless it is constant.) Such functions $f$ will be called of monotonic type. We have now:
(10.9) Theorem. If $f$ is of monotonic type and of class $\Lambda_{\alpha}, 0<\alpha<1$, then
uniformly in $x$.

$$
S_{n}(x, f)-f(x)=O\left(n^{-\alpha}\right), \quad S_{n}(x, f)-f^{f}(x)=O\left(n^{-\alpha}\right)
$$

Suppose that $g(x)=f(x)+C x$ is increasing. The difference $S_{n}(x)-f(x)$ is given by the integral of $\pi^{-1}\{f(x+t)-f(x)\} D_{n}(t)$ extended over $(-\pi, \pi)$. We can replace $f$ by $g$ in this, since the integral of $t D_{n}(t)$ over $(-\pi, \pi)$ is zero. It is enough to show that the integral over $(0, \pi)$ is $O\left(n^{-\alpha}\right)$, the proof for the remaining integral being similar. Let $2^{k-1} \leqslant n<2^{k}$. Our integral is

$$
\frac{1}{\pi} \int_{0}^{\pi}\{g(x+t)-g(x)\} D_{n}(t) d t=\int_{0}^{\pi 2^{-k}}+\sum_{1}^{k} \int_{\pi 2-j}^{\pi 2^{-(j-1)}}=P+\sum_{1}^{k} Q_{j} .
$$

Since $g(x+t)-g(x)=O\left(t^{\alpha}\right)$ and $D_{n}=O(n)$, it follows that $P=O\left(n 2^{-(1+\alpha) k}\right)=O\left(n^{-\alpha}\right)$. Also $g(x+t)-g(x)$ is non-negative and increasing. Applying the second mean-value theorem twice, we get for $Q_{j}$ the value

$$
O\left(2^{-j \alpha}\right) \int_{\xi}^{\pi 2^{-(j-1)}} \sin \left(n+\frac{1}{2}\right) t \quad 2 \sin \frac{1}{2} t d t=O\left(2^{-j \alpha}\right) O\left(2^{j}\right) \int_{\xi}^{\xi^{\prime}} \sin \left(n+\frac{1}{2}\right) t d t=O\left(2^{j(1-\alpha)} n^{-1}\right)
$$

from which it follows that

$$
\sum_{1}^{k} Q_{j}=\sum_{1}^{k} O\left(n^{-1}\right) 2^{j(1-\alpha)}=O\left(n^{-1} 2^{k(1-\alpha)}\right)=O\left(n^{-\alpha}\right) .
$$

Hence $P+\Sigma Q_{j}=O\left(n^{-\alpha}\right)$, and the first estimate (10.10) follows. The proof of the second is similar.

## 11. Lebesgue's test

(11.1) Theorem. If $f$ is integrable, then, for almost all $x$,

$$
\int_{0}^{h}|f(x \pm t)-f(x)| d t=o(h) \quad \text { as } \quad h \rightarrow+0 .
$$

This theorem is due to Lebesgue. It generalizes the familiar fact (to which it reduces if the sign of absolute value on the left of ( $11 \cdot 2$ ) is dropped) that the derivative of the indefinite integral of $f(x)$ exists and equals $f(x)$ for almost all $x$. The set of $x$ for which we have (11-2) is sometimes called the Lebesgue set of $f$.
We shall prove the following slightly more general result.
(11.3) Theorem. Suppose that $f \in \mathrm{~L}^{r}(r \geqslant 1)$. Then, for almost all $x$,

$$
\int_{0}^{h}|f(x \pm t)-f(x)|^{\cdot} d t-o(h) \quad \text { as } \quad h \rightarrow+0 .
$$

Let $\alpha$ be any rational number. The function $|f(x)-\alpha|^{r}$ is integrable and so

$$
h^{-1} \int_{0}^{h}|f(x \pm t)-\alpha|^{r} d t \rightarrow|f(x)-\alpha|^{i r}
$$

for almost all $x$. Let $E_{a}$ be the set of the $x$ for which this does not hold. Since $\left|E_{a}\right|=0$, the sum $E$ of all the $E_{\alpha}$ is of measure 0 . We shall prove (11-4) for $x$ not in $E$. Suppose that $x_{0}$ is not in $E$ and $\epsilon>0$ is given, and let $\beta$ be rational and such that $\left|f\left(x_{0}\right)-\beta\right|<\frac{1}{2} \epsilon$. In the inequality

$$
\left\{\frac{1}{h} \int_{0}^{\lambda}\left|f\left(x_{0} \pm t\right)-f\left(x_{0}\right)\right|^{r} d t\right\}^{1 / r} \leqslant\left\{\frac{1}{h} \int_{0}^{h}\left|f\left(x_{0} \pm t\right)-\beta\right|^{r} d t\right\}^{1, r}+\left\{\frac{1}{h} \int_{0}^{h}\left|\beta-f\left(x_{0}\right)\right|^{r} d t\right\}^{1 / r},
$$

the first term on the right tends by hypothesis to $\left|f\left(x_{0}\right)-\beta\right|<\frac{1}{2} \epsilon$. The second term is $\left|\beta-f\left(x_{0}\right)\right|$. Thus the right-hand side is $<\epsilon$ for $h$ small enough, and (11-3) follows.

We shall systematically use the notation

$$
\Phi(h)=\Phi_{x_{0}}(h)=\int_{0}^{h}\left|\phi_{x_{0}}(t)\right| d t, \quad \Psi(h)=\Psi_{x_{0}}(h)=\int_{0}^{h}\left|\psi_{x_{0}}(t)\right| d t .
$$

It follows from (11-1) that $\quad \Phi_{x}(h)=o(h), \quad \Psi_{x}(h)=0(h)$
for almost all $x$.
The following test for the convergence of $S[f]$ is due to Lebesgue:
(11.5) Theorem. S[f] converges to $f(x)$ at every point $x$ at which

$$
\Phi(h)=o(h), \quad \int_{\eta}^{\pi} \frac{|\phi(t)-\phi(t+\eta)|}{t} d t \rightarrow 0 \quad \text { as } \quad \eta=\pi / n \rightarrow 0,
$$

and the convergence is uniform over any closed interval of continuity of $f$ where the second condition (11.6) is satisfied uniformly.
We apply ( $10 \cdot 1$ ). The first term in ( $10 \cdot 2$ ) is o(1) by hypothesis. The third term there is $2 \eta^{-1} \Phi(2 \eta)=o(1)$. Integration by parts gives for the second term the value

$$
\eta\left\{\left[\Phi(t) t^{-2}\right]_{\eta}^{\pi}+2 \int_{\eta}^{\pi} \Phi(t) t^{-3} d t\right\}=o(1),
$$

since $\Phi(t)=o(t)$ (see Chapter I, (8•1)). This completes the proof.

Using the analogue of ( $10 \cdot 1$ ) for conjugate series we find, by a similar argument, that the conditions

$$
\Psi_{x}(h)=o(h), \quad \int_{\eta}^{x} \frac{|\psi(t)-\psi(t+\eta)|}{t} d t \rightarrow 0
$$

together imply the relation $\quad S_{n}^{*}(x)-f(x ; \pi / n) \rightarrow 0$.
If we also observe that, for $\pi /(n+1) \leqslant h \leqslant \pi / n$, the first condition (11.7) gives

$$
|f(x ; h)-f(x ; \pi /(n+1))| \leqslant \frac{2}{\pi} \int_{\pi / n+1)}^{\pi / n} \frac{|\psi(t)|}{t} d t \leqslant 2 \pi^{-2}(n+1) \Psi(\pi / n)=o(1)
$$

as $n \rightarrow \infty$, we deduce that under the conditions (11-7), $\tilde{S}[f]$ converges at the point $x$ if and only if $f^{\prime}(x)$ exists.

The conditions (11.7) are certainly satisfied if fsatisfies the Dini-Lipschitz condition in an interval containing $x$.

In Chapter VIII, §4, we shall see that there exist integrable functions $f$ such that $S_{n}(x ; f)$ is unbounded at every $x$. We now show, in the opposite direction, that $S_{n}(x)$ and $S_{n}(x)$ are $o(\log n)$ at almost all $x$. More precisely,
(11.9) Theorem. If $\Phi_{x_{0}}(h)=o(h)$, then $S_{n}\left(x_{0} ; f\right)=o(\log n)$; if $\Psi_{x_{0}}(h)=o(h)$, then $S_{n}\left(x_{0} ; f\right)=o(\log n)$.

By (5.4) and (5•10), $\left|S_{n}^{*}\left(x_{0}\right)-f\left(x_{0}\right)\right|$ does not exceed

$$
n \int_{0}^{1 / n}|\phi(t)| d t+\int_{1 / n}^{\pi} t^{-1}|\phi(t)| d t=n \Phi(1 / n)+\left[\Phi(t) t^{-1}\right]_{1 / n}^{\pi}+\int_{1 / n}^{\pi} t^{-2} \Phi(t) d t .
$$

The sum of the first two terms on the right is $\Phi(\pi) / \pi=O(1)=o(\log n)$. Since $\Phi(t)=o(t)$, the remaining integral is $o(\log n)$. Thus $S_{n}^{*}\left(x_{0}\right)=o(\log n)$.

Similarly (cf. (5.5) and (5.11)),

$$
\left|S_{n}^{*}\left(x_{0}\right)\right| \leqslant n \int_{0}^{1 / n}|\psi(t)| d t+2 \int_{1 / n}^{\pi} \frac{|\psi(t)|}{t} d t=o(\log n) .
$$

By $(11.9), S_{n}(x)$ and $S_{n}(x)$ are $o(\log n)$ at every point of continuity of $f$. Moreover, if $f$ is continuose in an interval $I$, then $S_{n}(x)$ and $S_{n}(x)$ are o $(\log n)$ uniformly in every interval interior to $I$. The proofs are slightly simpler than those of ( 11.9 ), no integration by parts being necessary.

The most important tests for the convergence of Fourier series are those of Dini, Dini-Lipschitz and Dirichlet-Jordan, each of which is based on a different idea. Lebesgue's test may be shown to include the other three, but in practice it is less convenient to use because the second condition ( $11 \cdot 6$ ) corresponds to no simple property of the function $f$. The following application of Lebesgue's test is, however, of interest.
(11-10) Theorem. Suppose that $f \in \lambda_{1 / p}, p>1$. Then $S[f]$ converges to $f(x)$ at each point $x$ of the Lebesgue set of $f$; and the convergence is uniform over any closed arc of continuity of $f$. At each point of the Lebesgue set where $f(x)$ exists, $\mathcal{S}_{[ }[f]$ converges to $f(x)$.

It is enough to prove the part about $S[f]$. This will follow if we show that the second condition (11.6) is satisfied everywhere and uniformly in $x$. By Hölder's inequality, with $p^{\prime}=p /(p-1)$,

$$
\int_{\eta}^{\pi} \frac{|\phi(t)-\phi(t+\eta)|}{t} d t \leqslant\left\{\int_{\eta}^{\pi}|\phi(t)-\phi(t+\eta)|^{p} d t\right\}^{1 / p}\left\{\int_{\eta}^{\pi} \frac{d t}{t^{p^{\prime}}}\right\}^{1 / p^{\prime}}=o\left(\eta^{1 / p}\right) O\left(\eta^{-1 / p}\right)=o(1)
$$

uniformly in $x$.

## 12. Lebesgue constants

This name is given to the numbers

$$
L_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi}\left|D_{n}(t)\right| d t=\frac{2}{\pi} \int_{0}^{\pi}\left|\frac{\sin \left(n+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t}\right| d t .
$$

It is clear that if $|f| \leqslant l$ then

$$
\left|S_{n}(x ; f)\right| \leqslant \frac{1}{\pi} \int_{-\pi}^{\pi}|f(x+t)|\left|D_{n}(t)\right| d t \leqslant L_{n}
$$

for all $x$; and for $f(t)=\operatorname{sign} D_{n}(t)$, we actually have $S_{n}(0 ; f)=L_{n}$. While the function sign $D_{n}(t)$ is discontinuous at a finite number of points, given any $\epsilon>0$ we can, by smoothing this function slightly at the points of discontinuity, obtain a continuous $f$ such that $S_{n}(0 ; f)>L_{n}-\epsilon$. Thus, for each $n, L_{n}$ is
(i) the maximum of $\left|S_{n}(x ; f)\right|$ for all $x$ and $f$ satisfying $|f| \leqslant 1$;
(ii) the upper bound $\dagger$ of $\left|S_{n}(x ; f)\right|$ for all $x$ and all continuous $f$ satisfying $|f| \leqslant 1$. We shall prove that

$$
L_{n}=4 \pi^{-2} \log n+O(1) \simeq 4 \pi^{-2} \log n \quad \text { as } \quad n \rightarrow \infty
$$

Since $\left|D_{n}-D_{n}^{*}\right| \leqslant \frac{1}{2}$ and the function $1 / t-\frac{1}{2} \cot \frac{1}{2} t$ is bounded for $|t| \leqslant \pi$,

$$
\begin{aligned}
L_{n} & =\frac{2}{\pi} \int_{0}^{\pi}\left|D_{n}^{*}(t)\right| d t+O(1)=\frac{2}{\pi} \int_{0}^{\pi} \frac{|\sin n t|}{t} d t+O(1) \\
& \left.=\frac{2}{\pi} \sum_{k=0}^{n-1} \int_{k \pi / n}^{(k+1) \pi / n} \frac{|\sin n t|}{t} d t+O(1)=\frac{2}{\pi} \int_{0}^{\pi / n} \sin n t \int_{k=1}^{n-1} \frac{1}{t+k \pi / n}\right\} d t+O(1) .
\end{aligned}
$$

The sum in curly brackets lies between

$$
n \pi^{-1}\left(1+\frac{1}{2}+\ldots+1 /(n-1)\right) \text { and } n \pi^{-1}\left(\frac{1}{2}+\ldots+1 / n\right),
$$

and so is equal to $\pi^{-1} n[\log n+O(1)]$. Since the integral of $\sin n t$ over $(0, \pi / n)$ is $2 / n$, we obtain (12-1).

We may add that, since $\left|D_{n}(t)\right|$ is uniformly bounded in any interval $\epsilon \leqslant t \leqslant \pi, 0<\epsilon<\pi$, the formula (12.1) implies that

$$
\frac{2}{\pi} \int_{0}^{c}\left|D_{n}(t)\right| d t=\frac{4}{\pi^{2}} \log n+O(1) \simeq \frac{4}{\pi^{2}} \log n
$$

for any fixed $\epsilon(0<\varepsilon \leqslant \pi)$.
The formulae

$$
L_{n}=\frac{2}{\pi} \int_{0}^{\pi}\left|D_{n}(t)\right| d t \simeq \frac{2}{\pi} \log n, \quad \frac{2}{\pi} \int_{0}^{\pi} D_{n}^{*}(t) d t \simeq \frac{2}{\pi} \log n
$$

are also useful. They are equivalent, since $\left|D_{n}-D_{n}^{*}\right| \leqslant \frac{1}{2}$ and $D_{n}^{*}(t) \geqslant 0$ in $(0, \pi)$. The left-hand member of the second formula represents $-\boldsymbol{S}_{n}^{*}(0 ; f)$ where $f(t)=$ sign $t$ $(-\pi<t<\pi)$. Since $f$ has jump 2 at $t=0,(8 \cdot 13)$ gives $-S_{n}^{*}(0 ; f) \simeq 2 \pi^{-1} \log n$ and (12.3) follows.

The first integral (12.3) is an analogue of the Lebeague constant $L_{n}$, and is the maximum of $\left|\boldsymbol{S}_{\boldsymbol{n}}(0 ; f)\right|$ for all functions $f$ with $|f| \leqslant 1$. This maximum is attained for $f(t)=\operatorname{sign} D_{n}(t)$.

## 13. Poisson's summation formula

The notion of the Fourier transform

$$
\gamma(u)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} g(x) e^{-i v x} d x
$$

of a function $g(x)$ defined in $(-\infty,+\infty)$ (see Chapter I, §4) is useful in the theory of Fourier series in connexion with the following simple fact.

Suppose first that $g(x)$ is absolutely integrable over $(-\infty,+\infty)$. The series

$$
\sum_{k=-\infty}^{+\infty} g(x+2 k \pi)
$$

is then absolutely convergent at almost all $x$ in $(0,2 \pi)$, as is seen from the inequality

$$
\sum_{k=-\infty}^{+\infty} \int_{0}^{2 \pi}|g(x+2 k \pi)| d x=\int_{-\infty}^{+\infty}|g(x)| d x<\infty
$$

(cf. Chapter I, (11.5)). Let $G_{n}(x)$ be the $n$th symmetric partial sum, and $G(x)=\lim G_{n}(x)$ the sum, of (13.2). The function $G(x)$ exists for almost all $x$ and is periodic. Since the $G_{n}(x)$ are majorized by an integrable function, the Fourier coefficient $c_{\nu}$ of $G$ is

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{1}{2 \pi} \int_{0}^{2 \pi} G_{n}(x) e^{-i v x} d x=\lim _{n \rightarrow \infty} \frac{1}{2 \pi} \int_{-2 n \pi}^{2(n+1) \pi} g(x) e^{-i \nu x} d x=\gamma(\nu) \tag{13.3}
\end{equation*}
$$

Thus, with our hypothesis, the Fourier coefficient $c_{\nu}$ of the sum $G(x)$ of (13.2) is equal to the Fourier transform $\gamma(\nu)$ of $g(x)$.

If, moreover, it happens that $\Sigma c_{\nu} e^{i v x}=S[G]$ converges at $x=0$, and to a value which is the sum of (13-2) at $x=0$, we are led to the equation

$$
\sum_{k=-\infty}^{+\infty} g(2 k \pi)=\sum_{v=-\infty}^{+\infty} \frac{1}{2 \pi} \int_{-\infty}^{+\infty} g(x) e^{-i v i} d x .
$$

This is called the Poisson summation formula, and it has many applications. The sum on the right is defined as the limit of the symmetric partial sums.

Suppose, for example, that $g(x)$ is not only absolutely integrable over $(-\infty,+\infty)$ but also of bounded variation, and that $2 g(x)=g(x+0)+g(x-0)$ for all $x$. We shall prove (13.4) under these hypotheses.

Let $v_{k}$ be the total variation of $g$ over the interval $I_{k}=(2 k \pi, 2(k+1) \pi), k=0, \pm 1, \ldots$. Since the series (13.2) converges absolutely at some point $x_{0}$ in $I_{0}$, the inequalities $\left|g(x+2 k \pi)-g\left(x_{0}+2 k \pi\right)\right| \leqslant v_{k}$, for $x \in I_{0}$, and $\Sigma v_{k}<\infty$, prove that (13.2) converges absolutely and uniformly in $I_{0}$ to a sum $G(x)$, obviously of bounded variation and such that $2 G(x)=G(x+0)+G(x-0)$. Formula (13.4) is then a consequence of Theorem (8.1).

The equation $c_{\nu}=\gamma(\nu)$, slightly modified, remains valid in cases when $g(x)$ is not absolutely integrable over $(-\infty,+\infty)$. Suppose, namely, that $g(x)$ is integrable over every finite interval and that
(i) $\int_{2 k \pi}^{2(k+1) \pi}|g(x)| d x \rightarrow 0$ as $k \rightarrow \pm \infty$;
(ii) the function $g^{*}$ defined by the formula

$$
g^{*}(x)=g(x)-\frac{1}{2 \pi} \int_{2 k \pi}^{2(k+1) \pi} g(t) d t \quad \text { for } \quad 2 k \pi \leqslant x<2(k+1) \pi \quad(k=0, \pm 1, \pm 2, \ldots)
$$

is absolutely integrable over $(-\infty,+\infty)$.
Conditions (i) and (ii) are certainly satisfied if, for example, $g(x)$ tends to 0 monotonically in the neighbourhoods of $+\infty$ and of $-\infty$. We prove now the following theorem :
(13.5) Theorem. Under conditions (i) and (ii) the integral (13.1), defined as $\lim _{\alpha \rightarrow \infty} \int_{-\infty}^{+\infty}$, exists for $u= \pm 1, \pm 2, \ldots$, and the Fourier coefficients $c_{p}^{*}$ of the function

$$
G^{*}(x)=\lim _{n \rightarrow+\infty}\left\{\sum_{k=-n}^{n} g(x+2 k \pi)-\frac{1}{2 \pi} \int_{-9 n \pi}^{9 n \pi} g(x) d x\right\}
$$

satisfy the equations $c_{0}^{*}=0, \quad c_{\nu}^{*}=\gamma(\nu)$ for $\nu= \pm 1, \pm 2, \ldots$.
The function $G^{*}(x)$ can be written in the form $\Sigma g^{*}(x+2 k \pi)$; thus, by the case already dealt with, it is integrable over ( $0,2 \pi$ ), and $c_{\nu}^{*}$ is given by (13.3), with $G_{n}^{*}$ for $G_{n}$ and $g^{*}$ for $g$. Since the integral of $e^{-i \nu x}$ over a period is zero for $\nu= \pm 1, \pm 2, \ldots$, we have, by (i),

$$
c_{\nu}^{*}=\lim _{\alpha \rightarrow \infty} \frac{1}{2 \pi} \int_{\sim}^{\omega} g(x) e^{-i \nu x} d x=\gamma(\nu) \quad(\nu= \pm 1, \pm 2, \ldots) .
$$

The integral of $g^{*}(x)$ over any interval $(2 k \pi, 2(k+1) \pi), k=0, \pm 1, \ldots$, is evidently 0 . Hence $\int_{0}^{9 \pi} G^{*}(x) d x=0$ and $c_{0}^{*}=0$.

The following application of Theorem (13.5) will be useful in fractional integration (Chapter XII, §8):
(13.7) Theorem. Let $0<\alpha<1$, and let $\Psi_{\alpha}(x)$ be the periodic function defined for $0<x<2 \pi$ by the formula

Then

$$
\begin{equation*}
\Psi_{\alpha}(x)=\lim _{n \rightarrow \infty} \frac{2 \pi}{\Gamma(\alpha)}\left\{x^{\alpha-1}+(x+2 \pi)^{\alpha-1}+\ldots+(x+2 n \pi)^{\alpha-1}-\frac{(2 \pi)^{\alpha-1}}{\alpha} n^{\alpha}\right\} . \tag{13.8}
\end{equation*}
$$

$$
\Psi_{\alpha}(x) \sim \sum_{\nu=-\infty}^{+\infty} \frac{e^{-\frac{1 \pi i \alpha}{} \operatorname{sign} \nu}}{|\nu|^{\alpha}} e^{i v x},
$$

where the dash' indicates that the term $\nu=0$ is omitted from the summation.
The function $\Psi_{\alpha}(x)$ is the $G^{*}(x)$ corresponding to a $g(x)$ equal to $2 \pi x^{\alpha-1} / \Gamma(\alpha)$ for $x>0$ and to 0 elsewhere. The coefficients of $\Psi_{\alpha}$ are

$$
c_{0}^{*}=0, \quad c_{\nu}^{*}=\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} t^{\alpha-1} e^{-i v t} d t \quad \text { for } \quad \nu \neq 0
$$

We now observe that $\dagger$

$$
e^{-\frac{1}{2} \pi i \alpha} \Gamma(\alpha)=\int_{0}^{\infty} t^{\alpha-1} e^{-i t} d t \quad \text { for } \quad 0<\alpha<1
$$

$\dagger$ This formula is easily obtainable from the classical definition $\Gamma(\alpha)=\int_{0}^{\infty} x^{\alpha-1} e^{-\varepsilon} d x$ by applying Cauchy's theorem to the integral of the function $z^{\alpha-1} e^{-z}$, taken along the boundary of the domain limited by the arcs $0 \leqslant \arg z \leqslant \frac{1}{1} \pi$ of the circles $|z|=\epsilon$ and $|z|=R$, and by the rectilinear segments $(\epsilon, R)$ and (ic, iR) of the real and imaginary axes; if $0<\alpha<1$, the integrals taken along the circular arcs tend to 0 as $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$, and (13-10) follows.

Substituting $t=\nu u$, we see that $c_{\nu}^{*}=\nu^{-\alpha} \exp \left(-\frac{1}{2} \pi i \alpha\right)$ for $\nu>0$, and since $c_{-\nu}^{*}=\bar{c}_{\nu}^{*}$, we get (13.9).

By (2.6) of Chapter I, the series in (13.9) converges uniformly outside any neighbourhood of $x=0$. If we omit the term $x^{\alpha-1}$ in (13.8), the limit will exist uniformly in $0 \leqslant x \leqslant 2 \pi$ (this will be the function $G^{*}$ corresponding to a $g(x)$ equal to $2 \pi x^{\alpha-1} / \Gamma(\alpha)$ for $x>2 \pi$ and to zero elsewhere). Hence, with an error uniformly $O(1)$, the periodic function $\Psi_{\alpha}(x)$ is 0 for $-\pi \leqslant x<0$ and is $2 \pi x^{\alpha-1} / \Gamma(\alpha)$ for $0<x \leqslant \pi$.

By considering the Fourier series of $\Psi_{\alpha}(x) \pm \Psi_{\alpha}(-x)$, and using the relation $\Gamma(\alpha) \Gamma(1-\alpha)=\pi / \sin \pi \alpha$, we get the useful formulae

$$
\left.\begin{array}{l}
\sum_{\nu=1}^{\infty} \frac{\cos \nu x}{\nu^{\alpha}}=\Gamma(1-\alpha) \sin \frac{1}{2} \pi \alpha \cdot x^{\alpha-1}+O(1) \simeq \Gamma(1-\alpha) \sin \frac{1}{2} \pi \alpha \cdot x^{\alpha-1} \\
\sum_{\nu=1}^{\infty} \frac{\sin \nu x}{\nu^{\alpha}}=\Gamma(1-\alpha) \cos \frac{1}{2} \pi \alpha \cdot x^{\alpha-1}+O(1) \simeq \Gamma(1-\alpha) \cos \frac{1}{2} \pi \alpha \cdot x^{\alpha-1}
\end{array}\right\} \quad(0<x \leqslant \pi) .
$$

Poisson's summation formula may be written in a slightly different and more symmetric form. Let $a>0$ and let $g(x)=h(a x / 2 \pi)$. Then, by (13.4),

$$
\sum_{k=-\infty}^{+\infty} h(a k)=\sum_{\nu=-\infty}^{+\infty} \frac{1}{a} \int_{-\infty}^{+\infty} h(y) e^{-e^{m i v y / a}} d y
$$

If, as is often convenient, we modify the definition (13.1) of the Fourier transform by replacing the factor $1 / 2 \pi$ there by $1 /(2 \pi)^{\frac{1}{2}}$, and accordingly set

$$
\begin{equation*}
\chi(u)=\frac{1}{(2 \pi)^{\frac{1}{2}}} \int_{-\infty}^{+\infty} h(y) e^{i u \nu} d y, \tag{13.13}
\end{equation*}
$$

the terms on the right of (13.12) can be written ( $2 \pi)^{\frac{1}{2}} a^{-1} \chi(2 \pi \nu / a)$ and Poisson's formula becomes

$$
\sqrt{ } a \sum_{k=-\infty}^{+\infty} h(a k)=\sqrt{ } b \sum_{k=-\infty}^{+\infty} \chi(b k),
$$

where $a, b$ are any two positive numbers satisfying the condition $a b=2 \pi$, and $\chi(u)$ is the Fourier transform (13-13) of $h$.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. Given any sequence of positive numbers $\epsilon_{n}$ tending to 0 , there is always a continuous function $f(x)$ whose Fourier coefficients satisfy the inequality $\left|a_{n}\right|+\left|b_{n}\right| \geqslant \epsilon_{n}$ for infinitely many $n$. (Lebeague [1], Hardy [1].)
[Take, for example, $f(x)=\epsilon_{n_{1}} \cos n_{1} x+\epsilon_{n_{2}} \cos n_{s} x+\ldots$, where $\left\{n_{k}\right\}$ increases so rapidly that $\boldsymbol{\Sigma} \varepsilon_{\boldsymbol{a}_{k}}<\infty$.]
2. Suppose that $f \in \Lambda_{\alpha_{1}}^{p_{1}}$ and $f \in \Lambda_{\alpha_{i}}^{s,}, p_{1} \geqslant 1, p_{2} \geqslant 1$. Show that $f \in \Lambda_{g}^{?}$ if the point with Cartecian co-ordinates ( $\alpha, 1 / p$ ) is on the segment joining $\left(\alpha_{1}, 1 / p_{1}\right),\left(\alpha_{2}, 1 / p_{2}\right)$. Hardy and Littlewood [5].)
[Use Chapter I, (10.12) (iii).]
3. Using the equation

$$
\sum_{\lambda}^{N}\left(a_{n} \sin n x-b_{n} \cos n x\right) / n=\frac{1}{\pi} \int_{0}^{2 n} f(t) \sum_{\lambda}^{\mu} \frac{\sin n(x-t)}{n} d t
$$

prove (8.7) and the formula

$$
\sum_{1}^{\infty} b_{n} / n=\frac{1}{\pi} \int_{0}^{2 \pi} f(t) \frac{1}{t}(\pi-t) d t
$$

4. The number $C_{s}=1+2^{-8 k}+3^{-8 k}+\ldots(k=1,2, \ldots)$ is a rational multiple of $\pi^{2 k}$.

5. If $f(x)$ is periodic and has $k$ continuous derivatives, the Fourier coefficients of $f$ satisfy the inequality

$$
\left|c_{n}\right| \leqslant \frac{\omega\left(\pi / n, f^{(k)}\right)}{2 n^{k}} \quad(n>0)
$$

If $f^{(k)}$ is of bounded variation, then

$$
\left|c_{n}\right| \leqslant V / \pi n^{k+1} \quad(n>0)
$$

where $V$ is the total variation of $f^{(k)}$ over $0 \leqslant x \leqslant 2 \pi$.
6. Suppose that $f(x), 0 \leqslant x \leqslant 2 \pi$, has $k$ continuous derivatives in the closed interval $(0,2 \pi)$, but is not necessarily continuous when continued periodically. Show that the Fourier coefficient $c_{n}$ of $f$ is

$$
\frac{\alpha}{n}+\frac{\beta}{n^{2}}+\ldots+\frac{\lambda+o(1)}{n^{k}} \quad \text { as } \quad n \rightarrow \pm \infty
$$

7. Let $f(x) \sim \Sigma c_{n} e^{i n z}, h>0, f_{h}(x)=\frac{1}{2 h} \int_{x-h}^{x+h} f(t) d t$. Show that

$$
f_{A}(x) \sim c_{0}+\Sigma^{\prime} c_{n}\left(\frac{\sin n h}{n h}\right) e^{i n x}
$$

The dash indicates that the term $n=0$ is omitted in summation. The sign ' $\sim$ ' can also be replaced by ' $=$ '.
[If $F(x)$ is the integral of $f$, then $f_{h}(x)=[F(x+h)-F(x-h)$ ]/2h. Apply (8.7).]
8. Let $0 \leqslant \alpha<1$. The system $\left(e^{\mu(n+\alpha) x}\right)_{x=0, \pm 1, \pm 2 \ldots}$ is orthogonal and complete over any interval of length $2 \pi$.

Each of the systems $\cos \left(n+\frac{1}{1}\right) x$ and $\sin \left(n+\frac{1}{1}\right) x, n=0,1,2, \ldots$, is orthogonal and complete over ( $0, \pi$ ).

The joint system $\cos \left(n+\frac{1}{2}\right) x, \sin \left(n+\frac{1}{2}\right) x$ is orthogonal and complete over any interval of length $2 \pi$.

$$
\text { Show that } \quad \frac{1}{2}(\pi-x)=\frac{2}{\pi} \sum_{-\infty}^{+\infty} \frac{e^{\mu(n+1) \varepsilon}}{(2 n+1)^{2}}=\frac{4}{\pi} \sum_{0}^{\infty} \frac{\cos \left(n+\frac{1}{1}\right) x}{(2 n+1)^{2}} \quad(0 \leqslant x \leqslant 2 \pi),
$$

the series boing absolutely and uniformly convergent.
9. Let $f(x)$ be defined for $0 \leqslant x \leqslant 2 \pi$. No matter how well behaved the function $f(x), \mathrm{S}[f]$ cannot converge uniformly if $f(+0) \neq f(2 \pi-0)$. Suppose, however, that $\alpha$ is such that $g(x)=f(x) e^{-i \alpha x}$ takes the same values at the end-points 0 and $2 \pi$. (Such an $\alpha$ always exists, though it need not be real, provided $f(+0) \neq 0$ and $f(2 \pi-0) \neq 0$.) If $S[g]$ converges uniformly to $g(x)$, we get the uniformly convergent representation

$$
f(x)=\sum_{-\infty}^{+\infty} c_{n} e^{u(n+\alpha) z} \text {, with } c_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x) e^{-\dot{u} n+\alpha) x} d x \text {. }
$$

The series here is a Fourier series if $\alpha$ is real; if $f(+0)=-f(2 \pi-0)$, we have $\alpha=\frac{1}{1}$ (compare Ex. 8).
10. If $\alpha$ is not a real integer, then

$$
\sum_{n=-\infty}^{+\infty} \frac{\sin (n+\alpha) x}{n+\alpha}=\pi, \quad \sum_{n=-\infty}^{+\infty} \frac{\cos (n+\alpha) x}{n+\alpha}=\pi \cot \pi \alpha
$$

for $0<x<2 \pi$.
[See Chapter I, (4-19).]
11. Let $f(x)$ be periodic, non-negative and not identically 0. Prove that the Fourier coefficients of $f$ satisfy the inequalities

$$
\left|a_{m}\right|<a_{0}, \quad\left|b_{m}\right|<a_{0}, \quad\left|c_{m}\right|<a_{0} \quad(m \neq 0) . \quad \text { (Carathéodory [1].) }
$$

12. Let $g(x)$ be periodic, odd, non-negative in $(0, \pi)$ and not identically 0 . The Fourier coeffcients $b_{m}$ of $g$ satisfy the inequality

$$
\left|b_{m}\right|<m b_{1} \quad(m=2,3, \ldots) . \quad \text { (Rogosinski [1], Dieudonné [1].) }
$$

[Prove, by induction, that $|\sin m t| \leqslant m|\sin t|, m=1,2, \ldots$. ]
13. Let $0<\alpha<1$. The (non-integrable) function $x^{-\alpha-1}, 0<x \leqslant \pi$, has generalized sine coefficients $b_{n} \simeq C n^{\alpha}$, where $C \neq 0$ is independent of $n$.

$$
\left[\left(\frac{1}{2} \pi\right) b_{n}=\int_{0}^{\pi} x^{-\alpha-1} \sin n x d x=n^{\alpha} \int_{0}^{n \pi} x^{-\alpha-1} \sin x d x .\right]
$$

14. Show that

$$
\begin{gathered}
r \sin x+r^{3} \sin 3 x+\ldots=\frac{1}{2} \frac{k \sin x}{1-k^{2} \cos ^{2} x}, \quad k=\frac{2 r}{1+r^{2}} \quad(0 \leqslant r<1) \\
\frac{1}{2 \sin x} \sim \sin x+\sin 3 x+\sin 5 x+\ldots
\end{gathered}
$$

The second formula is, formally, a limiting case of the first when $r \rightarrow 1$.
15. Let $f(x), 0 \leqslant x \leqslant \pi$, (not necessarily integrable) be such that $g(x)=f(x) \sin x$ is of bounded variation. Then $\lim b_{2 k+1}-g(+0)+g(\pi-0), \lim b_{2 k}=g(0)-g(\pi-0)$. Hence $b_{n}=o(1)$ if, and only if, $g(+0)=g(\pi-0)=0$.
[Observe that

$$
b_{n}=\frac{2}{\pi} \int_{0}^{\pi} g(x) \frac{\sin n x}{\sin x} d x=\frac{2}{\pi} \int_{0}^{2 \pi} g\left(\frac{1}{2} x\right) \frac{\sin \frac{1}{2} n x}{2 \sin \frac{1}{2} x} d x
$$

If $n=2 k+1$, the last integral is $2 S_{k}\left(0 ; g\left(\frac{1}{2} x\right)\right)$.
16. Let
(*) $\Sigma c_{n} e^{u(n+\alpha) z}$
be the Fourier series of any integrable $f(x), 0 \leqslant x \leqslant 2 \pi$, with respect to the orthogonal system $e^{i(n+\alpha) x}, 0 \leqslant \alpha<1$. (Thus $c_{n}=c_{n}^{(\alpha)}$.) Show that all the series (*) are uniformly equiconvergent in every interval $(\epsilon, 2 \pi-\epsilon)$. The equiconvergence cannot, in general, hold in the whole interval $(0,2 \pi)$ (if, for instance, $\alpha=\frac{1}{2}$, the sum $S(x)$ of the series ( $*$ ) satisfies the condition $S(x+2 \pi)=-S(x)$ ).
17. Let $f(x)$ be periodic and integrable, and consider the functions

$$
f_{1}(t)=\frac{f\left(x_{0}+t\right)+f\left(x_{0}-t\right)-2 f\left(x_{0}\right)}{4 \tan \frac{1}{2} t}, \quad f_{2}(t)=\frac{f\left(x_{0}+t\right)+f\left(x_{0}-t\right)-2 f\left(x_{0}\right)}{4 \sin \frac{1}{\frac{1}{2} t}}
$$

which are periodic and odd. Show that the generalized sine coefficients of $f_{1}(t)$ are $S_{n}^{*}\left(x_{0} ; f\right)-f\left(x_{0}\right)$, and that the coefficients of $f_{8}(t)$ with respect to the system $\sin \left(n+\frac{1}{\left.\frac{1}{2}\right) t}\right.$ are $S_{n}\left(x_{0}\right)-f\left(x_{0}\right)$.
18. Let $f(x)$ be periodic and integrable, and suppose that the even functions

$$
f_{3}(t)=\frac{f\left(x_{0}+t\right)-f\left(x_{0}-t\right)}{4 \tan \frac{1}{2} t}, \quad f_{4}(t)=\frac{f\left(x_{0}+t\right)-f\left(x_{0}-t\right)}{4 \sin \frac{1}{2} t}
$$

are integrable over ( $0, \pi$ ). (This amounts to the integrability of $\left|f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right| t^{-1}$.) Show that the cosine coefficients of $f_{3}(t)$ and the coefficients of $f_{4}(t)$ with respect to the system $\cos \left(n+\frac{1}{2}\right) t$ are respectively $\bar{S}_{n}^{*}\left(x_{0}\right)-f\left(x_{0}\right)$ and $\bar{S}_{n}\left(x_{0}\right)-f\left(x_{0}\right)$.
19. If $f(x)$ is the characteristic function of the interval $(-h, h), 0<h \leqslant \pi$, then

$$
f(x)=\frac{1}{\pi} \log \left|\frac{\sin \frac{1}{2}(x+h)}{\sin \frac{1}{2}(x-h)}\right| .
$$

[Observe that $\int_{a}^{b} \frac{1}{2} \cot \frac{1}{2} t d t=\log \left|\sin \frac{1}{2} b / \sin \frac{1}{\frac{1}{2}} a\right|$ for any subinterval $(a, b)$ of $(-2 \pi, 2 \pi)$.]
20. Let $g(x)=0$ for $|x| \leqslant h$, and $g(x)=\frac{1}{2} \cot \frac{1}{2} x$ elsewhere in $(-\pi, \pi), 0<h \leqslant \pi$. Show that

$$
\tilde{g}(x)=\frac{1}{2}\left(1-\frac{h}{\pi}\right)-\frac{1}{\pi} \frac{1}{2} \cot \frac{1}{2} x \log \left|\frac{\sin \frac{1}{2}(x+h)}{\sin \frac{1}{2}(x-h)}\right|
$$

In particular,

$$
\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{1}{2} \cot \frac{1}{2} x \log \left|\begin{array}{l}
\sin \frac{1}{2}(x+h) \\
\sin \frac{1}{2}(x-h)
\end{array}\right| d x=\pi-h
$$

the integrand on the left being non-negative. (M. Riesz [1].)
21. Considering $S[\cos \alpha x]$ at the points $x=0, \pi$ show that

$$
\begin{aligned}
& \frac{\pi}{\sin \alpha \pi}=\frac{1}{\alpha}+2 \alpha \sum_{k=1}^{\infty} \frac{(-1)^{k}}{\alpha^{2}-k^{2}}=\lim _{N \rightarrow+\infty} \sum_{k \cdot N}^{N} \frac{(-1)^{k}}{\alpha+k}, \\
& \tan \alpha \pi \\
& =\frac{1}{\alpha}+2 \alpha \sum_{k=1}^{\infty} \frac{1}{\alpha^{2}-k^{2}}=\lim _{N \rightarrow+\infty} \sum_{k=-N}^{N} \frac{1}{\alpha+k} .
\end{aligned}
$$

22. If $f\left(x_{0}+t\right)+f\left(x_{0}-t\right)$ increases monotonically to $+\infty$ as $t \rightarrow 0,0<t<t_{0}$, then $S[f]$ diverges to $+\infty$ at the point $x_{0}$.
$\left[\right.$ Let $\left[f\left(x_{0}+t\right)+f\left(x_{0}-t\right)\right] / t=\chi(t)$. Then

$$
\begin{aligned}
\int_{0}^{\pi / n} \chi(t) \sin n t d t+o(1) \geqslant \pi S_{n}^{*}\left(x_{0}\right) & \geqslant \int_{0}^{\pi / n}[\chi(t)-\chi(t+\pi / n)] \sin n t d t+o(1) \\
& \left.\geqslant \frac{1}{2} \int_{0}^{\pi / n} \chi(t) \sin n t d t+o(1) .\right]
\end{aligned}
$$

23. Using for the Lebesgue constants (see § 12) the formula

$$
L_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} \operatorname{sign} \sin \left(n+\frac{1}{2}\right) x\left[\frac{1}{2}+\sum_{k=1}^{n} \cos k x\right] d x,
$$

and integrating termwise, prove that

$$
L_{n}=\frac{1}{2 n+1}+\frac{2}{\pi} \sum_{k=1}^{n} \dot{1}^{1} \tan \frac{\pi k}{2 n+1} . \quad \text { (Fejér [8].) }
$$

24. Using $S[|\sin x|]$ (see p. 34, Example 3) and the formula

$$
(\sin k x)^{2} / \sin x=\sin x+\sin 3 x+\ldots+\sin (2 k-1) x
$$

prove

$$
L_{n}=\frac{16}{\pi^{2}} \sum_{k=1}^{\infty} \frac{1+\frac{1}{3}+\frac{1}{5}+\ldots+\frac{1}{2 k(2 n+1)-1}}{4 k^{2}-1}
$$

This equation shows, in particular, that $\left\{L_{n}\right.$ ) is strictly increasing. (Szegö [1].)
25. Show that the conclusions of (6.7) (i) remain valid if the hypotheses are replaced by the following ones: (i) $f(x)$ is bounded; (ii) $\rho(x)$ is integrable and satisfies

$$
\int_{-\pi}^{\pi}\left|\rho\left(x_{0}+t\right)-\rho\left(x_{0}\right)\right||t|^{-1} d t<\infty \text {. (W.H.Young [11].) }
$$

26. Consider the periodic functions $f_{p}(x)$ defined by the formulae

$$
\begin{aligned}
& f_{p}(x)=|x|^{1 / p^{\prime}} \quad(1<p<\infty) \\
& f_{i}(x)=\log |x|
\end{aligned}
$$

for $|x| \leqslant \pi, p^{\prime}=p /(p-1)$. Show that (i) $f_{p}(x)$ belongs to $\Lambda_{\text {? }}, l \leqslant p<\infty$, but not to $\Lambda_{q}, q>p$; (ii) $f_{p}(x)$ does not belong to $\Lambda_{i}^{p}$.
27. Let $0 \leqslant \alpha<1,-\infty<\beta<+\infty$. The modulus of continuity of

$$
f_{\alpha . \beta}(x)=\sum_{n=1}^{\infty} b^{-n a_{n}-\beta} \cos b^{n} x \quad(b=2,3, \ldots)
$$

is $O\left(\delta^{a} \log ^{-\beta} 1 / \delta\right)$ if $\alpha>0$, and is $O\left(\log ^{-(\beta-1)} 1 / \delta\right)$ if $\alpha=0, \beta>1$.

## CHAPTER III

## SUMMABILITY OF FOURIER SERIES

## 1. Summability of numerical series

We consider a doubly infinite matrix

$$
\mathrm{M}=\left(\begin{array}{ccccc}
a_{00} & a_{01} & \ldots & a_{0 n} & \ldots \\
a_{10} & a_{11} & \ldots & a_{1 n} & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
a_{n 0} & a_{n 1} & \ldots & a_{n n} & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right)
$$

of numbers. With every sequence $s_{0}, s_{1}, s_{2}, \ldots$ we associate the sequence $\left\{\sigma_{n}\right\}$ given by

$$
\sigma_{n}=a_{n 0} s_{0}+a_{n 1} s_{1}+\ldots+a_{n \nu} s_{\nu}+\ldots \quad(n=0,1,2, \ldots),
$$

provided the series on the right converges for all $n$. If $\sigma_{n}$ tends to a limit $s$ we shall say that the sequence $\left\{s_{\nu}\right\}$, or the series whose partial sums are $s_{\nu}$, is summable $M$ to limit (sum) 8 . The $\sigma_{n}$ are also called the linear means (determined by the matrix M) of the $\left\{s_{\nu}\right\}$. Matrices $M$ such that $a_{n_{\nu}}=0$ for $n<\nu$ are called triangular.

Let us suppose that the numbers

$$
N_{n}=\left|a_{n 0}\right|+\left|a_{n 1}\right|+\ldots, \quad A_{n}=a_{n 0}+a_{n 1}+\ldots
$$

exist (and are finite) for all $n$. The matrix will be called regular if the following conditions are satisfied:
(i) $\lim _{n \rightarrow+\infty} a_{n \nu}=0$ for $\nu=0,1, \ldots$;
(ii) the $N_{n}$ are bounded;
(iii) $\lim _{n \rightarrow \infty} A_{n}=1$.

The finiteness of $N_{n}$ implies the existence of $A_{n}$. It also implies the convergence of the series ( $1 \cdot 1$ ) for every bounded (in particular, convergent) sequence $\left\{s_{\nu}\right\}$.
(1-2) Theorem. If $M$ is a regular matrix, and if $s_{\nu}$ tends to a finite limit $s$, then $\sigma_{n} \rightarrow s$.
For let $s_{\nu}=s+\epsilon_{\nu}, \epsilon_{\nu} \rightarrow 0$. Correspondingly, $\sigma_{n}=\sigma_{n}^{\prime}+\sigma_{n}^{\prime \prime}$, where

$$
\sigma_{n}^{\prime}=s A_{n}, \quad \sigma_{n}^{\prime \prime}=\epsilon_{0} a_{n 0}+\epsilon_{1} a_{n 1}+\ldots
$$

Here $\sigma_{n}^{\prime} \rightarrow s$ by condition (iii). Let $N$ be the upper bound of the $N_{\mu}$, and let $\left|\epsilon_{\nu}\right|<\eta / 2 N$ for $\nu>\nu_{0}$, where $\eta$ is any given positive number. Then

$$
\left|\sigma_{n}^{n}\right| \leqslant\left(\left|\epsilon_{0}\right|\left|a_{n 0}\right|+\ldots+\left|\epsilon_{v_{0}}\right|\left|a_{n v_{0}}\right|\right)+\left(\left|a_{n, v_{0}+1}\right|+\left|a_{n, v_{0}+2}\right|+\ldots\right) \eta / 2 N
$$

The first sum on the right tends to 0 ass $n \rightarrow \infty$ (condition (i)), and so is less than $\frac{1}{\frac{1}{2} \eta}$ for $n>n_{0}$. The remainder does not exceed $N \eta / 2 N=\frac{1}{2} \eta$. Hence $\left|\sigma_{n}^{*}\right|<\eta$ for $n>n_{0}$, $\sigma_{n}^{\prime \prime} \rightarrow 0, \sigma_{n} \rightarrow s$, as desired.

We note that if $s=0$ condition (iii) is not needed in the above argument.

Condition (ii) by itself shows that the boundedness of $\left\{s_{\nu}\right\}$ implies that of $\left\{\sigma_{n}\right\}$; for if $\left|s_{\nu}\right| \leqslant A$ for all $\nu$, then $\left|\sigma_{n}\right| \leqslant A N$.

It is interesting to observe that conditions (i), (ii), (iii) are also necessary, if $\left\{\sigma_{n}\right\}$ is to tend to $s$ for every $\left\{s_{\nu}\right\} \rightarrow s$. For consider the sequence $s_{\nu}=1$ for all $\nu$, and the sequence $s_{\nu}=0$ for all $\nu \neq \mu, s_{\mu}=1$. In the first case $s=1$, in the second $s=0$. Since $\sigma_{n}=A_{n}$ in the first case and $\sigma_{n}=a_{n \mu}$ in the second, the necessity of conditions (i) and (iii) is evident. The necessity of (ii) is less simple and will not be discussed here (see Chapter IV, p. 168).

Condition (ii) is a consequence of (iii) if the numbers $a_{n \nu}$ are non-negative. Such matrices $M$ are called positive.
(1-3) Theorem. If M is a positive regular matrix, then

$$
\liminf s_{\nu} \leqslant \lim \inf \sigma_{n} \leqslant \lim \sup \sigma_{n} \leqslant \lim \sup s_{\nu}
$$

for any sequence $\left\{\delta_{\nu}\right\}$ for which the $\sigma_{n}$ are defined.
In particular, if M is positive Theorem (1-2) holds for $s=+\infty$ and $s=-\infty$.
Let $\lim \inf s_{\nu}=8, \lim \sup \varepsilon_{\nu}=\overline{8}$. To prove the last inequality in (1•4), we may suppose that $\overline{8}<+\infty$. Let $\alpha$ be any number greater than $\overline{8}$. Then $s_{\nu}<\alpha$ for $\nu>\nu_{0}$ and, by (i),

$$
\sigma_{n} \leqslant o(1)+\alpha\left(a_{n, v_{0}+1}+a_{n, v_{0}+2}+\ldots\right)=o(1)+\alpha\left(A_{n}+o(1)\right) .
$$

Hence, by (iii), $\lim \sup \sigma_{n} \leqslant \alpha$, and so $\lim \sup \sigma_{n} \leqslant \overline{8}$. The first inequality (1-4) is proved similarly.

If $M$ is not positive, (1-4) need not be true. However, we have:
(1.5) Theorem. Let $M$ be a regular matrix, and let $C=\lim \sup N_{i}$. For any $\left\{s_{\nu}\right\}$ for which $\underline{s}$ and $\overline{\bar{s}}$ are finite, the numbers $\underline{\sigma}=\liminf \sigma_{n}, \bar{\sigma}=\lim \sup \sigma_{n}$ are both contained in the interval whose end-points are

$$
\frac{1}{2}(\underline{s}+\bar{s}) \pm C . \frac{1}{2}(\overline{8}-\underline{s}) .
$$

In other words, $\underline{\sigma}$ and $\bar{\sigma}$ lie in the interval concentric with ( $\underline{s}, \bar{s}$ ) and $C$ times as large
Let us set $s_{\nu}=s_{\nu}^{\prime}+s_{\nu}^{\prime \prime}$, where $s_{\nu}^{\prime}=\frac{1}{2}(\underline{s}+\bar{s})$ for all $\nu$. Then lim sup $\left|s_{\nu}^{\prime \prime}\right|=\frac{1}{2}(\bar{s}-8)$. Correspondingly $\sigma_{n}=\sigma_{n}^{\prime}+\sigma_{n}^{\prime \prime}$, where

$$
\sigma_{n}^{\prime} \rightarrow \frac{1}{2}(\underline{s}+\bar{s}) . \quad \lim \sup \left|\sigma_{n}^{\prime \prime}\right| \leqslant C \cdot \frac{1}{2}(\bar{s}-\underline{8}) .
$$

This completes the proof.
(1.6) Throrem. Let $p_{0}, p_{1}, p_{2}, \ldots$ and $q_{0}, q_{1}, q_{2}, \ldots$ be two sequences and let

$$
P_{n}=p_{0}+p_{1}+\ldots+p_{n}, \quad Q_{n}=q_{0}+q_{1}+\ldots+q_{n}, \quad q_{n}>0 \text { for all } n, \quad Q_{n} \rightarrow \infty
$$

Under these conditions, if $p_{n} / q_{n} \rightarrow s$ then $P_{n} / Q_{n} \rightarrow s$.
Set $s_{\nu}=p_{l} / / q_{\nu}, \sigma_{n}=P_{n} / Q_{n}$. Then

$$
\sigma_{n}=\left(q_{0} s_{0}+q_{1} s_{1}+\ldots+q_{n} s_{n}\right) / Q_{n}
$$

The $\sigma$ 's here are linear means of the $s$ 's, and we may verify that the matrix M is a positive regular matrix. It is therefore enough to apply (1-3).

In particular, taking $q_{\nu}=1$ for all $\nu$, we obtain the classical result of Cauchy: if $s_{\nu} \rightarrow s$, then $\left(s_{0}+s_{1}+\ldots+s_{n}\right) /(n+1) \rightarrow s$.

Given a sequence $s_{0}, s_{1}, s_{2}, \ldots$ we define, for every $k=0,1, \ldots$, the sequence $S_{0}^{k}, S_{1}^{k}$. $S_{1}^{k}, \ldots$ by the conditions

$$
S_{n}^{0}=s_{n}, \quad S_{n}^{k}=S_{0}^{k-1}+S_{1}^{k-1}+\ldots+S_{n}^{k-1} \quad(k=1,2, \ldots ; n=0,1, \ldots)
$$

Similarly, for $k=0,1,2, \ldots$ we define the sequence of numbers $A_{0}^{k}, A_{1}^{k}, A_{2}^{k}, \ldots$ by the conditions

$$
A_{n}^{0}=1, \quad A_{n}^{k}=A_{0}^{k-1}+A_{1}^{k-1}+\ldots+A_{n}^{k-1} \quad(k=1,2, \ldots ; n=0,1, \ldots) .
$$

We say that the sequence $s_{0}, s_{1}, s_{q}, \ldots$ (or the series whose partial sums are $s_{n}$ ) is summable by the $k$-th arithmetic mean of Cesdro, or, briefly, summable ( $\mathrm{C}, k$ ), to limit (sum) 8 , if

$$
\lim _{n \rightarrow \infty} S_{n}^{k} / A_{n}^{k}=s
$$

Summability ( $C, 0$ ) is ordinary convergence. Summability ( $C, k$ ) of a sequence implies summability ( $\mathrm{C}, k+1$ ) to the same limit (take $p_{n}=S_{n}^{k}, q_{k}=A_{n}^{k}$ in (1-6)). To find the numerical values of the $A_{n}^{k}$ we use the following proposition: If

$$
A_{n}=a_{0}+a_{1}+\ldots+a_{n}
$$

for all $n$, and if $|x|<1$, then

$$
\sum_{n=0}^{\infty} a_{n} x^{n}=(1-x) \sum_{n=0}^{\infty} A_{n} x^{n}
$$

provided either series converges. For if $\Sigma A_{n} x^{n}$ converges and if we multiply out the right-hand side and collect similar terms, we obtain the series on the left. Conversely, if $|x|<1$ and $\Sigma a_{n} x^{n}$ converges, then

$$
(1-x)^{-1} \sum_{0}^{\infty} a_{n} x^{n}=\sum_{0}^{\infty} x^{n} \sum_{0}^{\infty} a_{n} x^{n}=\sum_{0}^{\infty} A_{n} x^{n}
$$

by Cauchy's rule of multiplication of power series, and $\Sigma A_{n} x^{n}$ converges.
In particular,

$$
\begin{aligned}
& \sum_{n=0}^{\infty} A_{n}^{k} x^{n}=(1-x)^{-1} \sum_{n=0}^{\infty} A_{n}^{k-1} x^{n}=(1-x)^{-2} \sum_{n=0}^{\infty} A_{n}^{k-2} x^{n}=\ldots=(1-x)^{-(k+1)}, \\
& \sum_{n=0}^{\infty} S_{n}^{k} x^{n}=(1-x)^{-1} \sum_{n=0}^{\infty} S_{n}^{k-1} x^{n}=(1-x)^{-2} \sum_{n=0}^{\infty} S_{n}^{k-2} x^{n}=\ldots=(1-x)^{-k} \sum_{n=0}^{\infty} S_{n}^{0} x^{n} .
\end{aligned}
$$

This permits us to restate our definition as follows: $A$ sequence $s_{0}, s_{1}, \ldots$ (or $a$ series $u_{0}+u_{1}+u_{2}+\ldots$ with partial sums $s_{0}, s_{1}, s_{2}, \ldots$ ) is summable (C, $\alpha$ ) to limit (sum) $s$, if

$$
\begin{equation*}
\sigma_{n}^{\alpha}=S_{n}^{\alpha} / A_{n}^{\alpha} \rightarrow 8 \quad \text { as } \quad n \rightarrow \infty, \tag{1.8}
\end{equation*}
$$

$S_{n}^{\alpha}$ and $A_{n}^{\alpha}$ being given by the formulae

$$
\left.\begin{array}{l}
\sum_{n=0}^{\infty} A_{n}^{\alpha} x^{n}=(1-x)^{-\alpha-1},  \tag{1.9}\\
\sum_{n=0}^{\infty} S_{n}^{\alpha} x^{n}=(1-x)^{-\alpha} \sum_{n=0}^{\infty} s_{n} x^{n}=(1-x)^{-\alpha-1} \sum_{n=0}^{\infty} u_{n} x^{n} .
\end{array}\right\}
$$

We may then also write ( $\mathrm{C}, \alpha$ ) $\lim s_{n}=s$, or (C, $\left.\alpha\right) \sum_{0}^{\infty} u_{n}=s$, as the case may be.
If $\left\{\sigma_{n}^{\alpha}\right\}$ is bounded, we say that $\left\{s_{n}\right\}$ is bounded (C, $\alpha$ ).
In these new definitions a need no longer be a non-negative integer. The only restriction is that $\alpha \neq-1,-2,-3, \ldots$ (otherwise, as may be seen from the first formula (1.9), $A_{n}^{\alpha}$ is zero for large enough $n$ ). It turns out, however, that only the case $\alpha>-1$ is of interest. The numbers $S_{n}^{\alpha}$ and $\sigma_{n}^{\alpha}$ will be called respectively the Cesdro sums and Cesaro means of order $\alpha$ of the sequence $\left\{\delta_{\nu}\right\}$ (series $\Sigma u_{\nu}$ ). The $A_{n}^{\alpha}$ are called the Cesdro numbers
of order $\alpha$. It is useful to remember that in the case of a series $u_{0}+u_{1}+u_{2}+\ldots$ we have $S_{n}^{-1}=u_{n}$.

From the definitions of $A_{n}^{\alpha}$ and $S_{n}^{\alpha}$ it follows that

$$
\text { (i) } A_{n}^{\alpha+\beta+1}=\sum_{\nu=0}^{n} A_{\nu}^{\alpha} A_{n-\nu}^{\beta}, \quad \text { (ii) } S_{n}^{\alpha+\beta+1}=\sum_{\nu=0}^{n} S_{\nu}^{\alpha} A_{n-\nu}^{\beta},
$$

for all $\alpha$ and $\beta$. In particular, replacing $\alpha$ by $\alpha-1, \beta$ by 0 ,

Hence

$$
\begin{array}{cl}
A_{n}^{\alpha}=\sum_{\nu=0}^{n} A_{\nu}^{\alpha-1}, & S_{n}^{\alpha}=\sum_{\nu=0}^{n} S_{\nu}^{\alpha-1} . \\
A_{n}^{\alpha}-A_{n-1}^{\alpha}=A_{n}^{\alpha-1}, & S_{n}^{\alpha}-S_{n-1}^{\alpha}=S_{n}^{\alpha-1} .
\end{array}
$$

From (1-10) (ii) we get the fundamental formula
which shows that

$$
\begin{align*}
& S_{n}^{\beta}=\sum_{\nu=0}^{n} A_{n-\nu}^{\beta-1} s_{\nu}=\sum_{\nu=0}^{n} A_{n-\nu}^{s} u_{\nu}, \\
& \sigma_{n}^{\beta}=\sum_{\nu=0}^{n} \frac{A_{n}^{\beta-1}}{A_{n}^{\beta}} s_{\nu}=\sum_{\nu=0}^{n} \frac{A_{n-\nu}^{\beta}}{A_{n}^{\beta}} u_{\nu} .
\end{align*}
$$

The first formula in ( 1.9 ) implies, first,

$$
A_{n}^{\alpha}=\frac{(\alpha+1)}{(\alpha+2) \ldots(\alpha+n)} \underset{n!}{ }=\binom{n+\alpha}{n} \simeq \frac{n^{\alpha}}{\Gamma(\alpha+1)} \quad(\alpha \neq-1,-2, \ldots)
$$

so that

$$
\begin{equation*}
\sum_{\nu=0}^{\infty}\left|A_{\nu}^{\alpha}\right|<+\infty \quad \text { for } \quad \alpha<-1 \tag{1-16}
\end{equation*}
$$

and secondly
(1-17) Theorem. $A_{n}^{\alpha}$ is positive for $\alpha>-1$, increasing (as a function of $n$ ) for $\alpha>0$ and decreasing for $-1<\alpha<0$; and $A_{n}^{0}=1$ for all $n$. If $\alpha<-1, A_{n}^{\alpha}$ is of constant sign for $n$ large enough.

The $\Gamma$ in ( $1 \cdot 15$ ) is Euler's gamma function, and in fact the formula itself is just Gauss's definition of that function. Later (in Chapter V, §2) we shall need a slightly more precise formula, namely

$$
A_{n}^{\alpha}=\frac{n^{\alpha}}{\Gamma(\alpha+1)}\left\{1+O\left(\frac{1}{n}\right)\right\}
$$

To prove it we note that $\log (1+u)=u+O\left(u^{2}\right)$ for small $|u|$, and hence

$$
\log A_{n}^{\alpha}=\sum_{\nu=1}^{n} \log \left(1+\frac{\alpha}{\nu}\right)=\alpha \sum_{\nu=1}^{n} \frac{1}{\nu}+\sum_{\nu=1}^{n} O\left(\frac{1}{\nu^{2}}\right)=\alpha \log \cdot n+\text { const. }+O\left(\frac{1}{n}\right)
$$

by formula (8.9) of Chapter I and the fact that the remainders of a series with terms $O\left(1 / \nu^{2}\right)$ are $O(1 / n)$. Comparing the last formula with (1-15) we see that our constant is $\log \{1 / \Gamma(\alpha+1)\}$, and ( $1 \cdot 18$ ) follows from ( $1 \cdot 19$ ).

It is useful to note that if $\alpha$ is a positive integer, then

$$
A_{n}^{\alpha}=\binom{n+\alpha}{n}=\binom{n+\alpha}{\alpha}=\frac{(n+1)(n+2) \ldots(n+\alpha)}{\alpha!}
$$

(1-21) Theorem. If a series is summable (C, $\alpha$ ), $\alpha>-1$, to sum $s$, it is also summable (C, $\alpha+h$ ) to $s$, for every $h>0$.
(1-22) Theorem. If a series $u_{0}+u_{1}+\ldots$ is summable ( $\left.\mathrm{C}, \alpha\right), \alpha>-1$, to a finite sum then $u_{n}=o\left(n^{\alpha}\right)$.

Let $\sigma_{n}^{\alpha}$ be the Cesàro means of the series. Then

$$
\sigma_{n}^{\alpha+h}=\left(\sum_{\nu=0}^{n} A_{n-\nu}^{h-1} S_{\nu}^{\alpha}\right) / A_{n}^{\alpha+h}=\left(\sum_{\nu=0}^{n} A_{n-\nu}^{h-1} A_{\nu}^{\alpha} \sigma_{\nu}^{\alpha}\right) / A_{n}^{\alpha+n} .
$$

Hence the $\sigma_{n}^{\alpha+h}$ are linear means of the $\sigma_{n}^{\alpha}$, and using (1-10) and (1-15) we verify that conditions (i), (ii) and (iii) of regularity are satisfied for $\alpha>-1, h>0$. This proves (1-21). Moreover, since the matrix here is positive, the limits of indetermination of the sequence $\left\{\sigma_{n}^{\alpha+n}\right\}$ are contained between thase of $\left\{\sigma_{n}^{\alpha}\right\}$.

To prove (1-22) we write

$$
u_{n} / A_{n}^{\alpha}=\left(\sum_{\nu=0}^{n} A_{n=\nu}^{-\alpha-2} S_{\nu}^{\alpha}\right) / A_{n}^{\alpha}=\left(\sum_{\nu=0}^{n} A_{n-\nu}^{-\alpha-2} A_{\nu}^{\alpha} \sigma_{\nu}^{\alpha}\right) / A_{n}^{\alpha} .
$$

Suppose that $\sigma_{\nu}^{\alpha} \rightarrow 0$ (by subtracting a constant from $u_{0}$, we may assume that $u_{0}+u_{1}+\ldots$ is summable ( $\left.\mathrm{C}, \alpha\right)$ to 0 ). We have to show that the coefficients of the $\sigma_{\nu}^{\alpha}$ here satisfy conditions (i) and (ii) (condition (iii) is superfluous since $\sigma_{\nu}^{\alpha} \rightarrow 0$ ). Condition (i) follows from (1-15), since $\alpha>-1$. To prove (ii) suppose first that $\alpha \geqslant 0$. Then, since $A_{n}^{\alpha} \geqslant A_{\nu}^{\alpha}>0$, we have

$$
N_{n} \leqslant \sum_{\nu=0}^{n}\left|A_{n-\nu}^{-a-2}\right|=\sum_{\nu=0}^{n}\left|A_{\nu}^{-\alpha-2}\right| \leqslant \sum_{\nu=0}^{\infty}\left|A_{\nu}^{-\alpha-2}\right|<\infty
$$

(cf. (1-16)). If $-1<\alpha<0$, then $A_{0}^{-\alpha-2}=1, A_{\nu}^{-\alpha-2}<0$ for $\nu>0$, and using (1.11) we verify that $N_{n}=2$ for all $n$. This proves (1-22).
(1-23) Tineorem. Under the hypotheses of (1-22), if $\gamma<\alpha$ then $S_{n}^{\gamma}=o\left(n^{\alpha}\right)$.
For $\gamma=-1$, this is Theorem (1-22). (1-23) follows from the preceding argument applied to the formula

$$
S_{n}^{\gamma} / A_{n}^{\alpha}=\left(\sum_{\nu=0}^{n} A_{n-\nu}^{\gamma-\alpha-1} A_{v}^{\alpha} \sigma_{\nu}^{\alpha}\right) / A_{n}^{\alpha}
$$

For $\gamma \neq-1,-2, \ldots$ the conclusion may be written $\sigma_{n}^{\gamma}=o\left(n^{\alpha-\gamma}\right)$.
Consider a series $u_{0}+u_{1}+\ldots$. Its partial sums will be denoted by $s_{n}$, its first arithmetic means by $\sigma_{n}$. Thus

$$
\sigma_{n}=\frac{s_{0}+s_{1}+\ldots+s_{n}}{n+1}=\sum_{\nu=0}^{n}\left(1-\frac{\nu}{n+1}\right) u_{\nu}
$$

It is often useful to consider the difference

$$
\Delta_{n}=s_{n}-\sigma_{n}=\frac{u_{1}+2 u_{2}+\ldots+n u_{n}}{n+1}
$$

If $\Delta_{n} \rightarrow 0$, and if the series is summable ( $\mathrm{C}, 1$ ), it is also convergent. In particular, a series $u_{0}+u_{1}+\ldots$ summable (C,1) and having terms $u_{\nu}=o(1 / \nu)$ is convergent $\dagger$. If $u_{\nu}=O(1 / \nu)$ and if the series is bounded ( $\mathrm{C}, 1$ ), the partial sums of the series are bounded. Less obvious is the following:
(1-26) Theorem of Hardy. If $u_{0}+u_{1}+\ldots$ is summable ( $\mathrm{C}, 1$ ) and if $u_{\nu}=O(1 / \nu)$, the series is convergent.

[^4]We shall return to this presently. Meanwhile we observe that the condition $\Delta_{n} \rightarrow 0$ may be satisfied in cases other than $u_{\nu}=o(1 / \nu)$. We note two such cases:
(a) $\Sigma \nu\left|u_{\nu}\right|^{2}=M$ is finite;
(b) $u_{\nu} \rightarrow 0, u_{\nu}=0$ if $\nu$ does not belong to a sequence $n_{1}<n_{2}<n_{3}<\ldots$ of integers satisfying $n_{k+1} / n_{k}>q$, where $q$ is fixed and greater than 1 .

Suppose (a) is satisfied. By Schwarz's inequality,

$$
\left|\Delta_{n}\right| \leqslant \frac{1}{n+1} \sum_{\nu=1}^{n} \nu^{\frac{1}{2}}\left|u_{\nu}\right| \nu^{\frac{1}{2}} \leqslant \frac{1}{n+1}\left(\sum_{\nu=1}^{n} \nu\left|u_{\nu}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{\nu=1}^{n} \nu\right)^{\frac{1}{2}} \leqslant\left(\sum_{1}^{\infty} \nu\left|u_{\nu}\right|^{2}\right)^{\frac{1}{2}},
$$

so that $\lim \sup \left|\Delta_{n}\right| \leqslant M^{\ddagger}$. But limsup $\left|\Delta_{n}\right|$ is not affected if we replace each of $u_{0}, u_{1}, u_{2}, \ldots, u_{k}$ by zeros. Taking $k$ large enough we may make $M$ arbitrarily small; thus $\lim \Delta_{n}=0$.

We may replace (a) by ( $a^{\prime}$ ) $\quad \Sigma \nu^{p}\left|u_{\nu}\right|^{p+1}<\infty$,
where $p>0$. The conclusion and proof hold, if in the latter we use Hölder's inequality instead of Schwarz's.

In case (b), let $\left|u_{n \nu}\right|=\epsilon_{\nu}$ and let $n_{k} \leqslant n<n_{k+1}$. Then

$$
\left|\Delta_{n}\right| \leqslant\left(n_{k}+1\right)^{-1} \sum_{\nu=1}^{k} n_{\nu} \epsilon_{\nu} \leqslant \sum_{\nu=1}^{k}\left(n_{\nu} \mid n_{k}\right) \epsilon_{\nu} \leqslant \sum_{\nu=1}^{k} \epsilon_{\nu} q^{\nu-k},
$$

and the sum on the right is a linear mean of $\left\{\epsilon_{\nu}\right\}$. Conditions (i) and (ii) of regularity are satisfied, so that $\epsilon_{\nu} \rightarrow 0$ implies $\Delta_{n} \rightarrow 0$.

A series $\Sigma u_{\nu}$ will be said to possess a $\operatorname{gap}(p, q)$ if $c_{i}=0$ for $p<\nu \leqslant q$. Case (b) may be generalized as follows.
(1-27) Theorem. If a series $\Sigma u_{\nu}$, with partial sums $s_{n}$. has infinitely many gaps ( $m_{k}, m_{k}^{\prime}$ ) such that $m_{k}^{\prime} / m_{k} \geqslant q>1$, and is summable ( $\mathrm{C}, \mathrm{l}$ ) to sum $s$, then $s_{m:} \rightarrow s$ (and so also $\left.s_{m_{k}^{\prime}} \rightarrow s\right)$.

We may suppose that $s=0$. Since $s_{0}+s_{1}+\ldots+s_{n}=(n+1) \sigma_{n}$, we have

$$
\begin{align*}
\left(m_{k}^{\prime}-m_{k}\right) s_{m_{k}} & =s_{m_{k}}+s_{m_{k}+1}+\ldots+s_{m_{k}^{\prime}-1} \\
& =m_{k}^{\prime} \sigma_{m_{k}^{\prime}-1}-m_{k} \sigma_{m_{k}-1}=o\left(m_{k}^{\prime}\right)+o\left(m_{k}\right)=o\left(m_{k}^{\prime}\right)=o\left(m_{k}^{\prime}-m_{k}\right)
\end{align*}
$$

whence $s_{m_{k}}=o(1)$ and (1-27) follows.
If we assume nothing about the summability of $\sum u_{\nu}$ and set

$$
s^{*}=\sup _{k}\left|s_{m_{k}}\right|, \quad \sigma^{*}=\sup _{n}\left|\sigma_{n}\right|,
$$

the identity $\left(m_{k}^{\prime}-m_{k}\right) s_{m_{k}}=m_{k}^{\prime} \sigma_{m_{k}^{\prime}-1}-m_{k} \sigma_{m_{k}-1}$ gives

$$
\left|s_{m_{k}}\right| \leqslant \sigma^{*} \frac{m_{k}^{\prime}+m_{k}}{m_{k}^{\prime}-m_{k}} \leqslant \frac{q+1}{q-1} \sigma^{*} .
$$

and so

$$
\begin{equation*}
s^{*} \leqslant A_{q} \sigma^{*}, \tag{1.29}
\end{equation*}
$$

where $A_{q}$ depends on $q$ only.
Let $k$ be a positive integer. Consider the expression

$$
\sigma_{n, k}=\frac{s_{n}+s_{n+1}+\ldots+s_{n+k-1}}{k}=\frac{(n+k) \sigma_{n+k-1}-n \sigma_{n} 1}{k}=\left(1+\frac{n}{k}\right) \sigma_{n+k-1}-\frac{n}{k} \sigma_{n-1} .
$$

We verify that $\quad \sigma_{n, k}=s_{n}+\sum_{v-n+1}^{n+k-1}\left(1-\frac{\nu-n}{k}\right) u_{\nu}$.
(If $k=1$, we interpret the sum $\Sigma$ on the right as 0 .) If $k$ tends to $\infty$ with $n$ in such a way that $n / k$ is bounded, then $\sigma_{n, k}$ defines a method of summability which is at least as strong as the ( $\mathrm{C}, 1$ ) method: if $\sigma_{n} \rightarrow 8$, then $\sigma_{n, k} \rightarrow 8$. This follows from (1-30) if we set $\sigma_{\nu}=s+\epsilon_{\nu}, \epsilon_{\nu} \rightarrow 0$.

The peculiarity of the method is that $\sigma_{n, k}$ is obtained from $s_{n}$ by adding to it a linear combination, with coefficients positive and less than 1 , of the terms $u_{n+1}, u_{n+2}, \ldots, u_{n+k-1}(\mathbf{c f} .(1-31))$; it is useful in certain applications. The case

$$
\sigma_{n, n}=2 \sigma_{3 n-1}-\sigma_{n-1}
$$

is particularly simple. We may call the $\sigma_{n, k}$ the delayed first arithmetic means. We observe that $\sigma_{n, 1}=s_{n}, \sigma_{0, n}=\sigma_{n-1}$.

Returning to (1-26), suppose that $\sigma_{\nu} \rightarrow s,\left|u_{\nu}\right|<A / \nu$ for $\nu=1,2, \ldots$. By the remark just made,

$$
\left|\sigma_{n, k}-s_{n}\right| \leqslant \sum_{\nu=n+1}^{n+k-1}\left|u_{\nu}\right| \leqslant A \sum_{n+1}^{n+k-1} \frac{1}{\nu}<A \frac{k-1}{n}
$$

Let $\epsilon$ be any positive number, and let $k=[n \epsilon]+1 . \dagger$ The last expression is then $A[n \epsilon] / n \leqslant A \epsilon$. Since $n / k<n / n \epsilon=1 / \epsilon$ is bounded, $\sigma_{n, k} \rightarrow 8$, so that $\lim \sup \left|s_{n}-s\right| \leqslant A \epsilon$. This gives, $\epsilon$ being arbitrary, $\lim 8_{\boldsymbol{n}}=8$.

The series $u_{0}+u_{1}+\ldots$ is said to be summable by Abel's method (sometimes called Poisson's), or summable A , to sum $s$, if the series $u_{0}+u_{1} x+u_{2} x^{8}+\ldots$ is convergent for $|x|<1$ and if

$$
\lim _{x \rightarrow 1-0} \sum_{\nu=0}^{\infty} u_{\nu} x^{\nu}=s
$$

where $x$ tends to 1 along the real axis. By ( $1 \cdot 7$ ), summability $A$ of a sequence $\left\{\delta_{\nu}\right\}$ may be defined as the existence of

$$
\lim _{x \rightarrow 1-0}(1-x) \sum_{\nu=0}^{\infty} s_{\nu} x^{\nu}
$$

(1-33) Theorem. If the series $u_{0}+u_{1}+\ldots$ is summable ( $\left.\mathrm{C}, \alpha\right), \alpha>-1$, to sum $s$ (finite or not), it is also summable A to s.

For let $f(x)=u_{0}+u_{1} x+u_{2} x^{2}+\ldots$, and let $\left\{x_{n}\right\}$ be any sequence of points on the real axis tending to 1 from the left. By ( $1 \cdot 9$ ),

$$
f\left(x_{n}\right)=\left(1-x_{n}\right)^{\alpha+1} \sum_{\nu=0}^{\infty} S_{\nu}^{\alpha} x_{n}^{\nu}=\left(1-x_{n}\right)^{\alpha+1} \sum_{\nu=0}^{\infty} \sigma_{\nu}^{\alpha} A_{\nu}^{\alpha} x_{n}^{\nu}
$$

The expression on the right is a linear mean of the sequence $\left\{\sigma_{\nu}^{\alpha}\right\}$, and corresponds to the matrix M with $a_{n \nu}=A_{\nu}^{\alpha}\left(1-x_{n}\right)^{\alpha+1} x_{n}^{\nu}$. This matrix is positive and satisfies conditions (i) and (iii). Hence $f\left(x_{n}\right) \rightarrow s$, and ( $1 \cdot 33$ ) is proved.

The argument also shows that the limits of indetermination by the method $\mathbf{A}$ (i.e. $\liminf _{x \rightarrow 1} f(x)$ and $\left.\underset{x \rightarrow 1}{\limsup } f(x)\right)$ are contained between those by the method $(C, \alpha)$.
(1-34) Theorem. If $u_{0}+u_{1}+\ldots$ is summable ( $\mathrm{C}, \alpha$ ), $\alpha>-1$, to $a$ finite sum 8 , then (1-32) holds as $x$ tends to 1 along any path $L$ lying between two chords of the unit circle which pass through $x=1$.

[^5]Such paths $L$ will hereafter be spoken of as non-tangential. In the neighbourhood of the point 1 they are characterized by an inequality

$$
|1-x| /(1-|x|) \leqslant \text { const. }
$$

For the proof of ( 1.34 ) we observe that, if $\left\{x_{n}\right\}$ is any sequence of points tending to 1 along $L$, then $f\left(x_{n}\right)$ is as before a linear mean of the $\sigma_{v}^{\alpha}$ generated by a matrix $M$ satisfying conditions (i) and (iii). $M$ is no longer positive, but

$$
\sum_{\nu=0}^{\infty}\left|a_{n \nu}\right|=\sum_{\nu=0}^{\infty} A_{\nu}^{\alpha}\left|1-x_{n}\right|^{\alpha+1}\left|x_{n}\right|^{\nu}=\left|1-x_{n}\right|^{\alpha+1} /\left(1-\left|x_{n}\right|\right)^{\alpha+1}
$$

is bounded, by ( 1.35 ). This proves ( $1 \cdot 34$ ).
(1-36) Theorem of Tauber. Let $s_{n}$ and $f(x)$ denote the partial sums and the Abel means of a series $\Sigma u_{n}$ with terms $o(1 / n)$. Then, if $N=\left[\frac{1}{1-x}\right]$, we have

$$
f(x)-s_{N} \rightarrow 0 \quad \text { as } \quad x \rightarrow 1-0
$$

In particular, the series is Abel summable if and only if it converges.
The relation (1-37) still holds if the condition $u_{n}=o(1 / n)$ is replaced by

$$
u_{1}+2 u_{2}+\ldots+n u_{n}=o(n) .
$$

Suppose first that $\boldsymbol{\eta}_{\boldsymbol{n}}=\boldsymbol{n} u_{\boldsymbol{n}} \rightarrow 0$. The left-hand side in (1-37) is

$$
\sum_{1}^{N} u_{n}\left(x^{n}-1\right)+\sum_{N+1}^{\infty} u_{n} x^{n}=P+Q
$$

say. Observing that $N \leqslant 1 /(1-x)<N+1$ and $1-x^{n} \leqslant n(1-x)$, we have

$$
\begin{aligned}
& |P| \leqslant(1-x) \sum_{1}^{N}\left|\eta_{n}\right| \leqslant N^{-1} \sum_{1}^{N}\left|\eta_{n}\right| \rightarrow 0, \\
& |Q| \leqslant \sum_{N+1}^{\infty} \frac{\left|\eta_{n}\right|}{n} x^{n} \leqslant(N+1)^{-1} \max _{n>N}\left|\eta_{n}\right| \sum_{N+1}^{\infty} x^{n} \leqslant \frac{1}{(N+1)(1-x)} \max _{n>N}\left|\eta_{n}\right| \rightarrow 0 .
\end{aligned}
$$

Hence $P+Q \rightarrow 0$, and (1-37) follows.
Let now $v_{0}=0, v_{n}=u_{1}+2 u_{2}+\ldots+n u_{n}$ for $n>0$, and suppose that $v_{n}=o(n)$. Summation by parts gives

$$
\sum_{0}^{n} u_{k}=u_{0}+\sum_{k=1}^{n} \frac{v_{k}-v_{k-1}}{k}=u_{0}+\sum_{k=1}^{n} \frac{v_{k}}{k(k+1)}+\frac{v_{n}}{n+1} .
$$

Since $v_{n}=o(n)$, the series $\sum_{0}^{\infty} u_{k}$ and $u_{0}+\sum_{1}^{\infty} v_{k} / k(k+1)$ are equiconvergent. If, therefore, $t_{n}$ and $g(x)$ are the partial sums and the Abel means of the second series, we have $s_{N}-t_{N} \rightarrow 0, f(x)-g(x) \rightarrow 0$. But the terms of the second series are $o(l / n)$, so that, by the case already dealt with we have $g(x)-t_{N} \rightarrow 0$. This and the preceding two relations imply ( $1 \cdot 37$ ).

The following theorem partly generalizes (1-36).
(1-38) Theorem of Littlewood. A series $\sum_{0}^{\infty} u_{n}$ summable A and uith terms $O(1 / n)$ converges.

We may suppose that $\left|u_{n}\right| \leqslant 1 / n$ for $n>0$ and that $f(x)=\Sigma u_{n} x^{n} \rightarrow 0$ as $x \rightarrow 1$. If we substitute here $x^{k}$ for $x(k=1,2, \ldots)$, we see that for every power polynomial $P(x)$ without constant term we have

$$
\sum_{0}^{\infty} u_{n} P\left(x^{n}\right) \rightarrow 0
$$

as $x \rightarrow 1$.
Suppose that given any two numbers $0<\xi^{\prime}<\xi<1$ and a positive $\delta$ we can find a $P(x)$ such that
(i) $0 \leqslant P(x) \leqslant 1$ in $(0,1)$,
(ii) $P(x) \leqslant \delta x$ in $\left(0, \xi^{\prime}\right)$,
(iii) $1-P(x) \leqslant \delta(1-x)$ in $(\xi, 1)$.

We show that we can then prove the convergence of $\Sigma u_{n}$. Given any $0<x<1$, let $N=N(x)$ be the greatest non-negative integer satisfying $x^{N} \geqslant \xi$, and let $N^{\prime}=N^{\prime}(x)$ be the least positive integer satisfying $x^{N^{\prime}} \leqslant \xi^{\prime}$. Both $N$ and $N^{\prime}$ are non-decreasing functions of $x$ taking successively all values $1,2,3, \ldots$ as $x \rightarrow 1$. Clearly $N<N^{\prime}$ and

$$
N \simeq \frac{\log (1 / \xi)}{\log (1 / x)}, \quad N^{\prime} \simeq \frac{\log \left(1 / \xi^{\prime}\right)}{\log (1 / x)}
$$

For a $P$ satisfying (i), (ii), (iii) we have,

$$
\begin{aligned}
\sum_{0}^{\infty} u_{n} P\left(x^{n}\right)-s_{N} & =\sum_{1}^{N} u_{n}\left\{P\left(x^{n}\right)-1\right\}+\sum_{N+1}^{N^{\prime}} u_{n} P\left(x^{n}\right)+\sum_{N^{\prime}+1}^{\infty} u_{n} P\left(x^{n}\right) \\
& =A(x)+B(x)+C(x),
\end{aligned}
$$

say, and

$$
\begin{aligned}
& |A(x)| \leqslant \delta \sum_{1}^{N} \frac{1}{n}\left(1-x^{n}\right) \leqslant \delta \sum_{1}^{N}(1-x)=\delta N(1-x), \\
& |C(x)| \leqslant \delta \sum_{N^{\prime}+1}^{\infty} \frac{x^{n}}{n}<\frac{\delta}{N^{\prime}(1-x)}, \\
& |B(x)| \leqslant \sum_{N+1}^{N^{\prime}} \frac{1}{n}<\frac{N^{\prime}-N}{N} .
\end{aligned}
$$

Take any $\epsilon>0$. From the asymptotic expressions for $N$ and $N^{\prime}$ we see that if $\xi^{\prime}$ and $\xi$ are sufficiently close to each other and both away from 0 and 1 (we may take $\xi^{\prime}$ and $\xi$ symmetrically with respect to $\frac{1}{2}$ ), we have $\lim \sup |B(x)| \leqslant \epsilon$. Having fixed $\xi^{\prime}$ and $\xi$, and observing that $N(1-x)$ and $N^{\prime}(1-x)$ tend to finite non-zero limits, we obtain $\lim \sup |A(x)|<\epsilon, \lim \sup |C(x)|<\epsilon$, if $\delta$ is small enough. Since $\Sigma u_{n} P\left(x^{n}\right) \rightarrow 0$, we get $\lim \sup \left|s_{N}\right| \leqslant 3 \varepsilon$, that is $8_{N} \rightarrow 0$.

It remains to construct the required $P$, and it is enough to assume that $\xi^{\prime}=\frac{1}{\frac{1}{2}}-\eta$, $\xi=\frac{1}{2}+\eta$. Write

$$
R_{k}(x)=\{4 x(1-x)\}^{k}, \quad P(x)=\int_{0}^{x} R_{k}(t) d t / \int_{0}^{1} R_{k}(t) d t
$$

where $k$ is a positive integer. Clearly $P$ satisfies (i). Since $R_{k}(x) \leqslant\left(1-4 \eta^{2}\right)^{k}$ in $(0,1)$ but outside ( $\frac{1}{2}-\eta, \frac{1}{2}+\eta$ ), and

$$
\int_{0}^{1} R_{k}(t) d t \geqslant \int_{t-\frac{1}{2} k}^{t+\frac{k}{k}}\left(1-\frac{1}{k^{2}}\right)^{k} d t \simeq \frac{1}{k},
$$

we find that

$$
P(x) \leqslant x \max _{0 \leqslant x<t-1} R_{k}(x) / \int_{0}^{1} R_{k}(t) d t \leqslant \delta x
$$

for $0 \leqslant x \leqslant \frac{1}{2}-\eta$ and $k$ large enough. This is (ii), and (iii) is proved similarly.
Return for a moment to ( $1 \cdot 2$ ). If the sequence $\sigma_{n}$ in $(1 \cdot 1)$ is of bounded variation, we say that $\left\{\boldsymbol{s}_{\boldsymbol{n}}\right\}$ (or the series whose partial sums are $\boldsymbol{s}_{\boldsymbol{n}}$ ) is absolutely summable M . Only absolute summability A, however, is of interest for trigonometric series. The parameter $n$ in this case is a continuous variable and the definition must be modified in an obvious way: a series $\Sigma u_{n}$ is absolutely summable A if the function $f(r)=\Sigma u_{n} r^{n}$ is of bounded variation over $0 \leqslant r<1$. Every absolutely convergent series with, say, real terms is a difference of two convergent series with non-negative terms, and, correspondingly, $f(r)$ is a difference of two non-decreasing bounded functions. Hence every absolutely convergent series is absolutely summable $\mathbf{A}$.
Parallel to the theory of divergent series, one can construct a theory of divergent integrals. We shall only consider the analogue of the method ( $\mathrm{C}, 1$ ). Suppose we have a function $A(u)$ defined for $u \geqslant 0$ and integrable over every finite interval $0 \leqslant u \leqslant u_{0}$. We say that the function $A(u)$ tends to limit $s$, as $u \rightarrow \infty$, by the method of the first arithmetic mean, if

$$
\begin{equation*}
u^{-1} \int_{0}^{u} A(v) d v \rightarrow s \quad \text { as } \quad u \rightarrow+\infty . \tag{1-39}
\end{equation*}
$$

We shall then write $(\mathrm{C}, 1) \lim _{u \rightarrow \infty} A(u)=s$. It is easily seen that if $A(u)$ tends to $s$ as $u \rightarrow \infty$, then we also have ( 1.39 ).
Consider an integral

$$
\int_{0}^{\infty} a(v) d v
$$

where $a(v)$ is integrable over every finite interval $0 \leqslant v \leqslant v_{0}$. We shall say that ( $1 \cdot 40$ ) is summable ( $\mathrm{C}, 1$ ) to $s$ if the partial integrals $A(u)=\int_{0}^{u} a(v) d v$ satisfy (1-39), and we shall write

$$
(\mathrm{C}, 1) \int_{0}^{\infty} a(v) d v=8 .
$$

The latter relation is satisfied if (1-40) converges to $s$, that is, if $A(u) \rightarrow s$ as $u \rightarrow+\infty$. As an example one easily verifies that

$$
\int_{0}^{\infty} e^{i x v} d v
$$

is summable ( $C, 1$ ) to sum ix $x^{-1}$ or $+\infty$, according as $x \neq 0$ or $x=0$.
Consider a series $a_{0}+a_{1}+\ldots$. Generalizing the notion of the partial sum $A_{n}=a_{0}+\ldots+a_{n}$, we shall introduce that of sum function $A(u)$, defined by the formula

$$
A(u)=\sum_{n<u} a_{n} \quad(u \geqslant 0) .
$$

Thus $A(u)$ is a step function such that $A(u)=A_{n}$ for $n \leqslant u<n+1$. At $u=n, A(u)$ has jump $a_{n}$.
(1-41) Theorem. A necessary and sufficient condition for $a_{0}+a_{1}+\ldots$ to be summable $(\mathrm{C}, 1)$ to finite sum $s$ is that $(\mathrm{C}, 1) \lim _{u \rightarrow \infty} A(u)=s$.

For suppose that $n \leqslant u<n+1$. Then, denoting by $\boldsymbol{s}_{\boldsymbol{n}}$ the partial sums of the series,

$$
\frac{1}{u} \int_{0}^{u} A(t) d t=\frac{s_{0}+\ldots+s_{n-1}+(u-n) s_{n}}{u}=\frac{n}{u} \sigma_{n-1}+\frac{u-n}{u} s_{n} .
$$

If $\sigma_{n} \rightarrow s$, then $s_{n}=o(n)$, and so the right-hand side of (1-42) tends to $s$. The converse follows by substituting $u=n$ in (1-42).

The definition of summability ( $\mathrm{C}, 1$ ) of $a_{0}+a_{1}+\ldots$ in terms of the sum function $A(u)$ is often useful. Expressing the second member of (1-42) in terms of the $a$ 's, we get

$$
\frac{1}{u} \int_{0}^{u} A(t) d t=\sum_{\nu \leqslant u} a_{\nu}\left(1-\frac{\nu}{u}\right),
$$

a formula analogous to (1-24). (1-43) may be called the integral (C, 1) mean of $\Sigma a_{n}$.
Remark. In the foregoing discussion of summability we confined ourselves to series of constants. Analogous results hold for series of functions and various modes of convergence or summability, bounded, uniform, etc. For example, if a series $\Sigma u_{\nu}(t)$ is uniformly summable ( $\mathrm{C}, \alpha$ ), $\alpha>-1$, on a set $E$ of points $t$, it is also uniformly summable ( $\mathrm{C}, \beta$ ), $\beta>\alpha$, and uniformly summable A , on $E$. We shall use such results in the sequel without stating them explicitly. Changes of argument that the extensions call for can easily be supplied by the reader.

## 2. General remarks about the summability of $S[f]$ and $\tilde{S}[f]$

Given a sequence $s_{0}, s_{1}, \ldots$, consider the linear means

$$
\sigma_{n}=a_{n 0} s_{0}+a_{n 1} s_{1}+\ldots+a_{n k} s_{k}+\ldots
$$

generated by a matrix $M$ satisfying conditions (i), (ii) and (iii) of regularity (see § 1). If the $s_{k}$ are the partial sums of a series $\Sigma u_{k}$, and we write $s_{k}=u_{0}+u_{1}+\ldots+u_{k}$ in (2•1) we get

$$
\sigma_{n}=\alpha_{n 0} u_{0}+\alpha_{n 1} u_{1}+\ldots+\alpha_{n k} u_{k}+\ldots
$$

where $\alpha_{n k}=a_{n k}+a_{n, k+1}+\ldots$. On the right here we have linear means of the series $\sum u_{k}$.
The passage from (2•1) to (2•2) can be justified under very general conditions (it is trivially true if the matrix $M$ is row-finite). We shall not do so here since in all the cases which interest us either the justification is immediate or, as happens for instance in the case of Abel summability, the form (2.2) is simpler and more natural than ( $2 \cdot 1$ ). We shall take (2-2) as a fresh starting-point and apply the idea to Fourier series.

We recall that the case when the parameter $n$ is a continuous variable may be reduced to the standard case by considering discrete sequences of the parameter, and in what follows we shall not dwell on this point.

In all cases which interest us the $\alpha_{n k}$ satisfy the condition

$$
\sum_{k}\left|\alpha_{n k}\right|<\infty
$$

for all $n$, and we assume this once for all for the sake of simplicity. It is automatically satisfied if the matrix is row-finite.

A very important role is played by the linear means of the two basic series

$$
\begin{align*}
& \frac{1}{2}+\cos t+\cos 2 t+\ldots, \\
& 0+\sin t+\sin 2 t+\ldots
\end{align*}
$$

These means will be denoted by $K_{n}(t)$ and $\tilde{K}_{n}(t)$ :

$$
\begin{align*}
& K_{n}(t)=\frac{1}{2} \alpha_{n 0}+\sum_{k=1}^{\infty} \alpha_{n k} \cos k t \\
& \tilde{K}_{n}(t)=\sum_{k=1}^{\infty} \alpha_{n k} \sin k t .
\end{align*}
$$

They are both continuous and are even and odd functions respectively of $t$. If the linear forms are given in the form (2•1) then, clearly,

$$
\begin{align*}
& K_{n}(t)=\sum_{k=0}^{\infty} a_{n k} D_{k}(t)=\frac{1}{2 \sin \frac{1}{2} t} \sum_{k=0}^{\infty} a_{n k} \sin \left(k+\frac{1}{2}\right) t \\
& \tilde{K}_{n}(t)=\sum_{k=0}^{\infty} a_{n k} \tilde{D}_{k}(t)=A_{n} \cdot \frac{1}{2} \cot \frac{1}{2} t-\frac{1}{2 \sin \frac{1}{2} t} \sum_{k=0}^{\infty} a_{n k} \cos \left(k+\frac{1}{2}\right) t, \tag{2.9}
\end{align*}
$$

where $D_{k}$ and $\tilde{D}_{k}$ denote the Dirichlet and the conjugate Dirichlet kernel and $A_{n}=a_{n 0}+a_{n 1}+\ldots$.

It is customary to call linear means of $(2 \cdot 4)$ kernels corresponding to method M . Linear means of $(2 \cdot 5)$ are called conjugate kernels.

Let $a_{k}, b_{k}$ be the Fourier coefficients of an $f$. The linear means for $S[f]$ and $S[f]$ are

$$
\begin{align*}
& \sigma_{n}(x)=\sigma_{n}(x ; f)=\frac{1}{2} a_{0} \alpha_{n 0}+\sum_{k=1}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right) \alpha_{n k}, \\
& \tilde{\sigma}_{n}(x)=\tilde{\sigma}_{n}(x ; f)=\quad \sum_{k=1}^{\infty}\left(a_{k} \sin k x-b_{k} \cos k x\right) \alpha_{n k} .
\end{align*}
$$

Under the hypothesis (2.3) we have

$$
\begin{align*}
& \sigma_{n}(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) K_{n}(t) d t \\
& \tilde{\sigma}_{n}(x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) \tilde{K}_{n}(t) d t
\end{align*}
$$

For the left-hand side of (2.12) is

$$
\begin{gathered}
\alpha_{n 0} \frac{1}{2 \pi} \int_{-\pi}^{\pi} f(t) d t+\sum_{k=1}^{\infty} \alpha_{n k} \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos k(t-x) d t=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t)\left[\frac{1}{2} \alpha_{n 0}+\sum_{k=1}^{\infty} \alpha_{n k} \cos k(t-x)\right] d t \\
=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) K_{n}(t-x) d t=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) K_{n}(t) d t,
\end{gathered}
$$

the interchange of the order of integration and summation being justified by (2.3); and similarly we prove ( $2 \cdot 13$ ).

We shall always assume that

$$
\alpha_{n 0}=1 \text { for } n=0,1, \ldots
$$

(Observe that in any case $\alpha_{n 0} \rightarrow 1$, if the linear means (2.2) of the series $1+0+0+\ldots$, converging to 1 are also to tend to 1.) We shall call (2-14) condition (A). It can also be written

If it is satisfied, then

$$
\text { (A) } \frac{1}{\pi} \int_{-\pi}^{\pi} K_{n}(t) d t=1
$$

$$
\sigma_{n}(x)-f(x)=\frac{2}{\pi} \int_{0}^{\pi} \phi_{x}(t) K_{n}(t) d t
$$

since the left-hand side is

$$
\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) K_{n}(t) d t-\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) K_{n}(t) d t=\frac{1}{\pi} \int_{-\pi}^{\pi}\{f(x+t)-f(x)\} K_{n}(t) d t,
$$

and the last integral equals the right-hand side of (2-15) since $K_{n}(t)$ is even.
If $K_{n}$ satisfies conditions (A) and (B) $K_{n} \geqslant 0$
for all $n$, we shall call $K_{n}$ a positive kernel. If we have merely

$$
\text { ( } \left.\mathrm{B}^{\prime}\right) \frac{1}{\pi} \int_{-\pi}^{\pi}\left|K_{n}(t)\right| d t \leqslant C \text {, }
$$

with $C$ independent of $n$, we shall call the kernel $K_{n}$ quasi-pasitive. Every positive kernel is quasi-positive, as we see from condition (A).

The following theorem is an immediate corollary of (2.12):
(2-16) Theorem. If $K_{n}$ is a positive kernel, then for any fatisfying

$$
\begin{gather*}
m \leqslant f \leqslant M \\
m \leqslant \sigma_{n}(x ; f) \leqslant M .
\end{gather*}
$$

If $K_{n}$ is quasi-positive, $|f| \leqslant M$ implies

$$
\left|\sigma_{n}(x ; f)\right| \leqslant C M
$$

with the same $C$ as in condition ( $\mathrm{B}^{\prime}$ ).
We now introduce a condition (c) in addition to (A) and (B), or ( $B^{\prime}$ ), so far considered.
Let

$$
\mu_{n}(\delta)=\max _{\delta \leqslant t \leqslant \pi}\left|K_{n}(t)\right| \quad(0<\delta \leqslant \pi)
$$

we shall say that the kernels $K_{n}$ satisfy condition (c), if

$$
\text { (C) } \mu_{n}(\delta) \rightarrow 0 \text { for each fixed } \delta \quad(0<\delta \leqslant \pi)
$$

Condition (c) implies that (2.4) is uniformly summable $M$ to zero outside an arbitrarily small neighbourhood of $t=0$.

If condition (c) is satisfied, then the decomposition (see (2-12))

$$
\sigma_{n}(x)=\frac{1}{\pi} \int_{-\delta}^{\delta} f(x+t) K_{n}(t) d t+\frac{1}{\pi} \int_{\delta \leqslant|t| \leqslant \pi} f(x+t) K_{n}(t) d t
$$

in which the last term is numerically majorized by

$$
\mu_{n}(\delta) \frac{1}{\pi} \int_{\delta \leqslant|t| \leqslant \pi}|f(x+t)| d t \leqslant \mu_{n}(\delta) \frac{1}{\pi} \int_{-\pi}^{\pi}|f(t)| d t,
$$

shows that the behaviour of $\sigma_{n}(x)$ at the point $x$ depends solely on the values of $f$ in an arbitrarily small neighbourhood ( $x-\delta, x+\delta$ ). We know, of course, that this result holds also for the Dirichlet kernel, which does not satisfy condition (c), but in the new case the last integral in (2.20) is uniformly small for all functions $f$ such that $\int_{-\pi}^{\pi}|f(t)| d t$ is bounded.
(2.21) Theorem. Suppose that the kernel $K_{n}$ satisfies conditions ( $\mathbf{A}$ ), (B)-or merely $\left(B^{\prime}\right)$ - and (C). For any integrable $f$, if the numbers $f\left(x_{0} \pm 0\right)$ exist and are finite, then we have

$$
\begin{equation*}
\sigma_{n}\left(x_{0}\right) \rightarrow \frac{1}{\frac{1}{2}\left\{f\left(x_{0}+0\right)+f\left(x_{0}-0\right)\right\} . ~ . ~} \tag{2.22}
\end{equation*}
$$

In particular, if $f$ is continnorese of $x_{0}$, we have

$$
\sigma_{n}\left(x_{0}\right) \rightarrow f\left(x_{0}\right) .
$$

If $f$ is continuous at every point of a closed interval $I=(\alpha, \beta)$, the relation (2-23) holds uniformly in $x_{0} \in I$. In particular, if $f$ is everywhere continuous we have (2-23) uniformly in $x_{0}$.

Suppose first that $K_{n}$ is positive. By changing if necessary the value of $f\left(x_{0}\right)$ we may suppose that $f\left(x_{0}\right)=\frac{1}{2}\left[f\left(x_{0}+0\right)+f\left(x_{0}-0\right)\right]$, so that

$$
\left|\phi_{x_{0}}(t)\right|<\frac{1}{\delta} \epsilon \quad \text { for } \quad 0 \leqslant t \leqslant \delta=\delta(\epsilon) .
$$

By (2.15), $\left|\sigma_{n}\left(x_{0} ; f\right)-f\left(x_{0}\right)\right|$ does not exceed

$$
\begin{aligned}
& \frac{2}{\pi} \int_{0}^{\pi}|\phi(t)| K_{n}(t) d t=\frac{2}{\pi}\left(\int_{0}^{\delta}+\int_{\delta}^{\pi}\right) \leqslant \frac{\epsilon}{\pi} \int_{0}^{\delta} K_{n}(t) d t+\frac{2 \mu_{n}(\delta)}{\pi} \int_{z}^{\pi}|\phi| d t \\
&<\frac{\epsilon}{\pi} \int_{0}^{\pi} K_{n}(t) d t+\frac{2 \mu_{n}(\delta)}{\pi} \int_{0}^{\pi}|\phi(t)| d t=P+Q,
\end{aligned}
$$

say. Here

$$
P=\frac{1}{2} \varepsilon
$$

$$
\begin{equation*}
Q \rightarrow 0 \tag{2.26}
\end{equation*}
$$

$$
\begin{equation*}
P+Q<\varepsilon \quad \text { for } \quad n>n_{0} \tag{2•27}
\end{equation*}
$$

which proves the first part of (2.21).
If $f$ is continuous at every point of $I$ (which is understood to mean that $f$ is also continuous to the left at $x=\alpha$ and to the right at $x=\beta$ ), we can find a $\delta$ independent of $x_{0}$ such that (2.24) holds for all $x_{0} \in I$. As before we have (2.25). The integral in $Q$ does not exceed

$$
\int_{0}^{\pi}\left(\left|f\left(x_{0}+t\right)\right|+\left|f\left(x_{0}-t\right)\right|+2\left|f\left(x_{0}\right)\right|\right) d t=\int_{-\pi}^{\pi}|f(t)| d t+2 \pi\left|f\left(x_{0}\right)\right|,
$$

(2.26) holds uniformly in $I$, and (2.27) holds for all $x_{0} \in I$.

Only minor modifications are needed in the preceding argument if the kernel $K_{n}$ is quasi-positive. In the inequality for $\left|\sigma_{n}-f\right|$ we have to replace $K_{n}$ by $\left|K_{n}\right|$, which gives, with the previous notation,

$$
P \leqslant \frac{1}{2} C \epsilon, \quad Q \rightarrow 0,
$$

and the conclusion follows as before.
(2-28) Theorem. Suppose that a positive kernel $K_{n}$ satisfies condition (c), and that $m \leqslant f(x) \leqslant M$ for $x \in I=(a, b)$. Then for any $\epsilon>0$ and $0<\delta<\frac{1}{2}(b-a)$ there is an $n_{0}$ such that

$$
\begin{equation*}
m-\epsilon \leqslant \sigma_{n}(x) \leqslant M+\epsilon \quad \text { for } \quad x \in I_{\delta}=(a+\delta, b-\delta), n>n_{0} . \tag{2.29}
\end{equation*}
$$

It is enough to prove the second inequality. In view of the remark concerning the decomposition (2.20), we have

$$
\sigma_{n}(x)=\frac{1}{\pi} \int_{-\delta}^{\delta} f(x+t) K_{n}(t) d t+o(1)
$$

where the $o(1)$ is uniform in $x$. Suppose that $x \in I_{8}$. Then $x+t \in I$ for $|t|<\delta$, the integral last written does not exceed

$$
M \frac{1}{\pi} \int_{-0}^{8} K_{n}(t) d t \leqslant M \frac{1}{\pi} \int_{-\pi}^{\pi} K_{n}(t) d t=M
$$

and the result follows.

Given a function $f(x)$, let $M(a, b)$ and $m(a, b)$ be the upper and lower bounds of $f$ in the interval $a<x<b$. For every $x$ we set

$$
M(x)=\lim _{h \rightarrow+0} M(x-h, x+h), \quad m(x)=\lim _{h \rightarrow+0} m(x-h, x+h) .
$$

These limits exist, since the expressions under the limits $h \rightarrow+0$ are monotone functions of $h$. We shall call $M(x)$ and $m(x)$ the maximum and minimum of $f$ at the point $x$.
(2-30) Throrem. If a positive kernel $K_{n}$ satisfies condition (c), then for any sequence $\left\{x_{n}\right\} \rightarrow x_{0}$ we have

$$
m\left(x_{0}\right) \leqslant \liminf \sigma_{n}\left(x_{n}\right) \leqslant \lim \sup \sigma_{n}\left(x_{n}\right) \leqslant M\left(x_{0}\right) .
$$

In particular, $\left\{\sigma_{n}(x)\right\}$ converges uniformly at every point of continuity of $f$.
For if $h$ is small enough the values of $j$ in the interval $\left(x_{0}-h, x_{0}+h\right)$ will be contained between $m\left(x_{0}\right)-\epsilon$ and $M\left(x_{0}\right)+\epsilon$, and so for $n$ large enough $\sigma_{n}\left(x_{n}\right)$ is, by (2.28), contained between $m\left(x_{0}\right)-2 \varepsilon$ and $M\left(x_{0}\right)+2 \varepsilon$.

A special case of (2.30) may be stated separately: if $f(x)$ tends to $+\infty$ as $x \rightarrow x_{0}$ (that is, if $\left.M\left(x_{0}\right)=m\left(x_{0}\right)=+\infty\right)$ then $\sigma_{n}\left(x_{0}\right) \rightarrow+\infty$.

As regards the convergence of $\left\{\tilde{\sigma}_{n}(x)\right\}$, there are no results as simple as (2.21). Let us suppose that $A_{n}=1$ in (2.9). (This holds for all important methods of summability; in any case, $A_{n} \rightarrow 1$, by condition (iii) of regularity.) Then the difference

$$
H_{n}(t)=\tilde{K}_{n}(t)-\frac{1}{2} \cot \frac{1}{2} t
$$

has some resemblance to $K_{n}(t)$ (see (2•8)), which suggests that to results about $\sigma_{n}(x)$ there correspond results about

$$
\tilde{\sigma}_{n}(x)-\left\{-\frac{1}{\pi} \int_{1 / n}^{\pi}\{f(x+t)-f(x-t)\} \frac{1}{2} \cot \frac{1}{2} t d t\right\}=\tilde{\sigma}_{n}(x)-f^{f}(x ; 1 / n) .
$$

Without aiming unduly at generality we shall find that this is actually so for the methods which are of fundamental importance for Fourier series, namely those of Cesàro and Abel.

## 3. Summability of $S[f]$ and ${ }^{\Omega}[f]$ by the method of the first arithmetic mean

The kernel corresponding to the ( $C, 1$ ) method for ( $2 \cdot 4$ ) is

$$
K_{n}(t)=\frac{1}{n+1} \sum_{\nu=0}^{n} D_{\nu}(t)=\frac{1}{n+1} \sum_{\nu=0}^{n} \frac{\sin \left(\nu+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t} .
$$

Multiplying the numerator and denominator of the right-hand side by $2 \sin \frac{1}{2} t$ and replacing the products of sines in the numerator by differences of cosines we easily find

$$
K_{n}(t)=\frac{1}{n+1} \frac{1-\cos (n+1) t}{\left(2 \sin \frac{1}{2} t\right)^{2}}=\frac{2}{n+1}\left\{\frac{\sin \frac{1}{2}(n+1) t}{2 \sin \frac{1}{2} t}\right\}^{2} .
$$

Thus the (C, l) kernel is positive.
We shall from now on always use the symbol $K_{n}(t)$ for the (C, l) kernel (and later $\boldsymbol{K}_{n}$ for the corresponding conjugate kernel). $K_{n}$ is also called the $F$ ejér kernel. $K_{n}$ has the properties:

$$
\text { (A) } \frac{1}{\pi} \int_{-\pi}^{\pi} K_{n}(t) d t=1 ; \quad \text { (B) } \quad K_{n}(t) \geqslant 0 ;
$$

(c) $\mu_{n}(\delta) \rightarrow 0$ for each $0<\delta \leqslant \pi$,
where

$$
\mu_{n}(\delta)=\max _{\delta \leq t \leqslant \pi} K_{n}(t) .
$$

Condition (A) follows from the corresponding property of the $D_{\nu}$ (see (3.1)), and (c) from the inequality

$$
\mu_{n}(\delta) \leqslant 1 / 2(n+1) \sin ^{2} \frac{1}{2} \delta .
$$

Hence, with the terminology of the previous section, the kernel $K_{n}(t)$ is positive and satisfies condition (c). In the following theorem, which is a consequence of (2-16) and (2.21),

$$
\sigma_{n}(x)=\sigma_{n}(x ; f)=\frac{2}{\pi(n+1)} \int_{-\pi}^{\pi} f(x+t)\left\{\frac{\sin \frac{1}{\frac{1}{2}}(n+1) t}{2 \sin \frac{1}{2} t}\right\}^{2} d t
$$

denotes the ( $\mathrm{C}, 1$ ) mean of $\mathrm{S}[f]$, a notation we adhere to from now on.
(3-4) Theorem of Fejer. At every point $x_{0}$ at which the limits $f\left(x_{0} \pm 0\right)$ exist (and, if both are infinite, are of the same sign) we have

$$
\sigma_{n}\left(x_{0}\right) \rightarrow \frac{1}{8}\left\{f\left(x_{0}+0\right)+f\left(x_{0}-0\right)\right\}
$$

In particular, $\sigma_{n}\left(x_{0}\right) \rightarrow f\left(x_{0}\right)$ at every point of continuity of $f$. The convergence of the $\sigma_{n}$ is uniform over every closed interval of points of continuity. In particular, $\sigma_{n}(x)$ converges uniformly to $f(x)$ if $f$ is everywhere continuous.

If $m \leqslant f(x) \leqslant M$ for all $x$, then

$$
m \leqslant \sigma_{n}(x) \leqslant M \quad(n=0,1, \ldots)
$$

Since $K_{n}(t)$ is zero only at a finite number of points, we easily see that, if $f \equiv$ constant, (3.5) can be replaced by the stronger inequality

$$
m<\sigma_{n}(x)<M . \quad\left(\text { If } f \equiv C, \text { then } \sigma_{n}(x)=C \text { for all } x \text { and } n .\right)
$$

The theorem of Fejer has a number of important applications, some of which we now give.

If $S[f]$ converges at a point $x_{0}$ of continuity of $f$, then its sum must necessarily be $f\left(x_{0}\right)$. More generally, if $S[f]$ converges at a point $x_{0}$ of simple discontinuity of $f$ then its sum is $s=\frac{1}{2}\left\{f\left(x_{0}+0\right)+f\left(x_{0}-0\right)\right\}$.

For at $x_{0}$ the series is certainly summable ( $\mathrm{C}, 1$ ) to $s$ and so, if it converges, its sum must be $s$.

A similar argument shows that if at $x_{0}$ the function $f$ is continuous or has a simple discontinuity, the number $\frac{1}{2}\left\{f\left(x_{0}+0\right)+f\left(x_{0}-0\right)\right\}$ is contained between the limits of indetermination of $\left\{S_{n}\left(x_{0} ; f\right)\right\}$.

If $\tilde{S}[f]$ is a Fourier series, $\tilde{S}[f]=S[g]$, then $f+i g$ cannot have a simple discontinuity at any point. For if, for example, $f\left(x_{0} \pm 0\right)$ exist, are finite and different, and if, say, $f\left(x_{0}+0\right)-f\left(x_{0}-0\right)>0$, then, by Chapter II, (8.13), $S_{n}\left(x_{0} ; f\right) \rightarrow-\infty$, and so also $\tilde{\sigma}_{n}\left(x_{0} ; f\right)=\sigma_{n}\left(x_{0} ; g\right) \rightarrow-\infty$, which is impossible since $g$ is bounded near $x_{0}$. In particular, if both $f$ and $g$ are of bounded variation, they are continuous.

The trigonometric system is complete (Chapter I, §6). For if all coefficients of a continuous function $f$ are zero, the $\sigma_{n}(x ; f)$ vanish identically, and so does $f(x)=\lim \sigma_{n}(x ; f)$. For $f$ discontinuous, we apply the same argument as in Chapter I, § 6, or use theorem (3.9) below.
(3.6) Theorem of Weierstrass. If $f$ is periodic and continuous, then for every $\epsilon>0$ there is a trigonometric polynomial $T(x)$ such that $|f(x)-T(x)|<\epsilon$ for all $x$.

We may take $T(x)=\sigma_{n}(x ; f)$, with $n$ sufficiently large.
(3.7) Theorem. If $f(x)$ is bounded and has Fourier coefficients $O(1 / n)$ (in particular, if $f$ is of bounded variation) the partial sums of $S[f]$ are uniformly bounded.

For the $\sigma_{n}$ are uniformly bounded and the assumption about the coefficients implies (see ( $1 \cdot 25$ )) that the $s_{n}-\sigma_{n}$ are uniformly bounded.

If we use Theorem ( $1 \cdot 26$ ) and the fact that the coefficients of a function of bounded variation are $O(1 / n)$ (cf. also the Remark at the end of $\S 1$ ), the Dirichlet-Jordan theorem (8.1) of Chapter II becomes a corollary of Fejer's.

Theorem (8.6) of Chapter II may be generalized as follows:
(3.8) Theorem. Suppose that the Fourier coefficients of $f$ are $O(1 / n)$ and that $x_{0}$ is a point of continuity of $f$. Then $\mathrm{S}[f]$ converges uniformly at $x_{0}$.

This is a consequence of the general fact that, if a series $\Sigma u_{n}(x)$ is uniformly summable ( $\mathrm{C}, 1$ ) at $x_{0}$ to sum $f\left(x_{0}\right)$ (that $S[f]$ is uniformly summable ( $C, 1$ ) at every point of continuity of $f$ follows from Theorem (2.30)), and if the $u_{n}(x)$ are uniformly $O(1 / n)$, then the series converges uniformly at $x_{0}$. For with the notation of the proof of Theorem (1-26) we have $\left|\sigma_{n, k}(x)-s_{n}(x)\right|<A \epsilon$ for all $x$. Since $\sigma_{n}(x)$ converges uniformly at $x_{0}$ to limit $f\left(x_{0}\right)$, the same holds for $\sigma_{n, k}(x)$, after (1-30), and we have $\left|\sigma_{n, k}(x)-f\left(x_{0}\right)\right|<\epsilon$ for $\left|x-x_{0}\right|<\delta$ and $n>n_{0}$. For such $n$ and $x$ we have $\left|s_{n}(x)-f\left(x_{0}\right)\right|<(A+1) \epsilon$ and (3.8) is established.
(3.9) Theorem of Lebesgue. $\mathrm{S}[f]$ is summable ( $\mathrm{C}, 1$ ) to $f(x)$ at every point $x$ where $\Phi_{x}(h)=o(h)$ (in particular, almost everywhere).

We note that

$$
K_{n}(t)<n+1, \quad K_{n}(t) \leqslant \frac{A}{(n+1) t^{2}} \quad(0<t \leqslant \pi ; A \text { an absolute const. }),
$$

the first inequality following from (3.1) and the estimate $\left|D_{\nu}\right| \leqslant \nu+\frac{1}{2}<n+1$, and the second from (3.2). The first inequality (3.10) is suitable for $t$ not too large in comparison with $1 / n$, the second for the remaining $t$. Applying this to the formula

$$
\begin{equation*}
\sigma_{n}(x)-f(x)=\frac{2}{\pi} \int_{0}^{\pi} \phi_{x}(t) K_{n}(t) d t \tag{3•11}
\end{equation*}
$$

(cf. (2.15)), we see that $\left|\sigma_{n}(x)-f(x)\right|$ is majorized by

$$
\frac{2}{\pi} \int_{0}^{\pi}\left|\phi_{x}(t)\right| K_{n}(t) d t \leqslant \frac{2(n+1)}{\pi} \int_{0}^{1 / n}\left|\phi_{x}(t)\right| d t+\frac{2 A}{\pi} \int_{1 / n}^{\pi} \frac{\left|\phi_{x}(t)\right|}{(n+1) t^{2}} d t=P+Q .
$$

Clearly,

$$
\begin{equation*}
P \leqslant(n+1) \Phi(1 / n) \leqslant 2 n \Phi(1 / n) \rightarrow 0, \tag{3•13}
\end{equation*}
$$

and integrating by parts we find that $Q$ does not exceed
$\frac{2 A}{\pi(n+1)}\left[\Phi(t) t^{-2}\right]_{1 / n}^{\pi}+\frac{4 A}{\pi(n+1)} \int_{1 / n}^{\pi} \frac{\Phi(t)}{t^{2}} d t \leqslant \frac{2 A}{\pi^{3}(n+1)} \Phi(\pi)+\frac{1}{n} \int_{1 / n}^{\pi} o\left(\frac{1}{t^{2}}\right) d t=o(1)$.
Thus $P+Q=o(1)$ and the theorem is proved.

As an application we obtain a new froof of Parseval's formula for the trigonometric system (Chapter II, § 1). For let $f \in \mathbf{L}^{\mathbf{2}}$. Then

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\sigma_{n}(x ; f)\right|^{2} d x=\sum_{\nu=-\infty}^{+n}\left(1-\frac{|\nu|}{n+1}\right)^{2}\left|c_{\nu}\right|^{2} \leqslant \sum_{\nu=-\infty}^{+\infty}\left|c_{\nu}\right|^{2},
$$

and since $\sigma_{n} \rightarrow f$ almost everywhere, Fatou's lemma (Chapter I, (11-2)) gives

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}|f|^{2} d x \leqslant \sum_{\nu=-\infty}^{+\infty}\left|c_{\nu}\right|^{2} .
$$

This combined with the opposite inequality of Bessel gives Parseval's formula.
The following theorem completes (3.4):
(3-15) Theorem. If $f \in \Lambda_{\alpha}, 0<\alpha<1$, then $\sigma_{n}(x)-f(x)=O\left(n^{-\alpha}\right)$ uniformly in $x$. If $f \in \Lambda_{*}$ (in particular, if $\left.f \in \Lambda_{1}\right)$, then $\sigma_{n}(x)-f(x)=O\left(n^{-1} \log n\right)$.

For in the majorant (3.12) for $\left|\sigma_{n}-f\right|$ we have $\phi(t)=O\left(t^{\alpha}\right)$, which immediately gives $P=O\left(n^{-\alpha}\right)$ or $P=O\left(n^{-1}\right)$, and $Q=O\left(n^{-\alpha}\right)$ or $Q=O\left(n^{-1} \log n\right)$, according as $f \in \Lambda_{a}$ or $f \in \Lambda_{*}$.

A slight generalization of the first part of (3.15) will be needed later.
(3-16) Theorem. Let $\omega^{*}(t)$ be a non-negative and increasing function defined in a right-hand neighbourhood of $t=0$. Suppase that $\omega^{*}(t) t^{-\alpha}$ is decreasing for some $\alpha$, $0<\alpha<1$. Let $\omega(t)$ be the modulus of continuity for a periodic $f$. Then, if $\omega(t)=O\left(\omega^{*}(t)\right)$ as $t \rightarrow+0$, we have $\sigma_{n}-f=O\left(\omega^{*}(1 / n)\right)$. Similarly, $\omega(t)=o\left(\omega^{*}(t)\right)$ implies

$$
\sigma_{n}-f=o\left(\omega^{*}(1 / n)\right) .
$$

Consider, for example, the ' $o$ ' case. Without loss of generality we may suppose that $\omega^{*}(t)$ is defined and satisfies the required conditions in $(0, \pi)$. For if the initial interval of definition is $(0, \epsilon)$, with $0<\epsilon<\pi$, it is enough to set $\omega^{*}(t)=\omega^{*}(\epsilon)$ for $\epsilon \leqslant t \leqslant \pi$. As in (3.12), we consider the terms $P$ and $Q$. Clearly,

$$
\begin{aligned}
\frac{1}{2} \pi P & \leqslant(n+1) \int_{0}^{1 / n} \omega\left(\frac{1}{n}\right) d t=o\left(\omega^{*}\left(\frac{1}{n}\right)\right), \\
\frac{1}{2} \pi Q & \leqslant \frac{A}{n+1} \int_{1 / n}^{*} \frac{\omega(t)}{t^{2}} d t=\frac{A}{n+1} \int_{1 / n}^{\pi} o\left\{\frac{\omega^{*}(t)}{t^{\alpha} t^{2}-a}\right\} d t \\
& \leqslant \frac{A}{n+1} \frac{\omega^{*}(1 / n)}{(1 / n)^{\alpha}} \int_{1 / n}^{*} o\left(t^{\alpha-2}\right) d t=\frac{A}{n+1} \frac{\omega^{*}(1 / n)}{(1 / n)^{\alpha}} o\left(n^{1-\alpha}\right)=o\left(\omega^{*}\left(\frac{1}{n}\right)\right),
\end{aligned}
$$

which completes the proof.
We turn to the ( $\mathrm{C}, 1$ ) summability of $\tilde{S}[f]$. To avoid repetition we state once for all that in taking arithmetic (or any linear) means of a trigonometric series we shall always take into account the constant term with which the series begins, even if that term (as in $\left.\tilde{S}^{[ } f f\right]$ or $S^{\prime}[f]$ ) happens to be zero (cf. (2.5)).

The conjugate Fejér kernel is

$$
\begin{align*}
\tilde{K}_{n}(t) & =\frac{1}{n+1} \sum_{\nu=0}^{n} D_{\nu}(t)=\frac{1}{2} \cot \frac{1}{\frac{1}{2} t-\frac{1}{n+1}} \sum_{\nu=0}^{n} \frac{\cos \left(\nu+\frac{1}{\left.\frac{1}{2}\right) t}\right.}{2 \sin \frac{1}{2} t} \\
& =\frac{1}{2} \cot \frac{1}{2} t-\frac{1}{n+1} \frac{\sin (n+1) t}{\left(2 \sin \frac{1}{2} t\right)^{2}},
\end{align*}
$$

by an argument similar to the one used to prove (3.2). The inequality

$$
\sin (n+1) t \leqslant(n+1) \sin t
$$

applied to

$$
K_{n}(t)=\frac{(n+1) \sin t-\sin (n+1) t}{(n+1)\left(2 \sin \frac{1}{2} t\right)^{2}}
$$

gives

$$
\tilde{K}_{n}(t)>0 \quad \text { for } \quad 0<t<\pi, n=1,2, \ldots,
$$

so that $\hat{K}_{n}(t) \operatorname{sign} t \geqslant 0$ in $(-\pi, \pi)$.
The ( $C, 1$ ) means of $S[f]$ are given by the formula

$$
\begin{equation*}
\tilde{\sigma}_{n}(x)=\tilde{\sigma}_{n}(x ; f)=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) \tilde{K}_{n}(t) d t=-\frac{2}{\pi} \int_{0}^{\pi} \psi_{x}(t) \tilde{K}_{n}(t) d t \tag{3•19}
\end{equation*}
$$

It is clear that if $\tilde{f}$ is integrable and $\tilde{S}[f]=S[f]$, then $\tilde{\sigma}_{n}(x ; f)=\sigma_{n}\left(x ; f^{\tilde{f}}\right)$.
(3-20) Theorem. At every point at which $\Psi_{x}(h)=o(h)$ (in particular, almost everywhere) we have

$$
\tilde{\sigma}_{n}(x)-f(x ; 1 / n) \rightarrow 0
$$

For let $\tilde{K}_{n}(t)=\frac{1}{2} \cot \frac{1}{2} t-H_{n}(t)$. The inequalities

$$
\begin{equation*}
\left|\tilde{K}_{n}(t)\right| \leqslant \frac{1}{2} n, \quad\left|H_{n}(t)\right| \leqslant \frac{A}{(n+1) t^{2}} \quad(0<t \leqslant \pi) \tag{3•22}
\end{equation*}
$$

are immediate (see (3.17)). By (3.19) and (3.17), $\left|\tilde{\sigma}_{n}(x)-f(x ; 1 / n)\right|$ does not exceed

$$
\begin{aligned}
& \left.\frac{2}{\pi} \right\rvert\, \int_{0}^{1 / n} \psi(t) \tilde{K}_{n}(t) d t-\int_{1 / n}^{\pi} \psi(t) \\
& H_{n}(t) d t \mid \\
& \leqslant \frac{n}{\pi} \int_{0}^{1 / n}|\psi(t)| d t+\frac{2 A}{\pi(n+1)} \int_{1 / n}^{\pi} \frac{|\psi(t)|}{t^{2}} d t=P^{*}+Q^{*},
\end{aligned}
$$

and an argument similar to (3.13) and (3.14) gives $P^{*}+Q^{*}=o(1)$. This proves the theorem.

Suppose that $1 /(n+1) \leqslant h \leqslant 1 / n$. Since $f^{\prime}(x ; h)-f^{\prime}(x ; 1 / n) \rightarrow 0$ at every point at which $\Psi_{x}(h)=o(h)$ (see Chapter II, (11-8)), we conclude that at such points the summability ( $\mathrm{C}, 1$ ) of $\mathcal{S}_{[ }[f]$ is equivalent to the existence of $\tilde{f}(x)$. It will be shown later (see Chapter IV, $\S 3$, and Chapter VII, §1) that $f(x)$ exists almost everywhere for any integrable $f$. Assuming this we can state the following:
(3-23) Theorem. $\tilde{S}[f]$ is summable ( $\mathrm{C}, 1)$ to sum $f(x)$ almost everywhere.
It is of interest to consider the integral (C,1) means of $S[f]$ and $S[f]$ (see p. 83). Returning to the formulae $(7 \cdot 2)$ and $(7 \cdot 3)$ of Chapter II, we find that, except when $\omega$ is an integer, the right-hand sides there are the sum functions for $S[f]$ and $\tilde{S}[f]$. The lefthand sides are uniformly bounded for $\omega$ confined to an arbitrary finite interval, and converge uniformly except in the neighbourhood of integral values of $\omega$. Hence if we integrate the equations with respect to $\omega$, we can interchange the order of integrations on the left, obtaining the formulae

$$
\begin{align*}
& \sum_{\nu<\omega}\left(1-\frac{\nu}{\omega}\right) A_{\nu}(x)=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x+t)-\frac{2 \sin ^{2} \frac{1}{2} \omega t}{\omega t^{2}} d t  \tag{3.24}\\
& \sum_{\nu<\omega}\left(1-\frac{\nu}{\omega}\right) B_{\nu}(x)=-\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x+t)\left\{\frac{1}{t}-\frac{\sin \omega t}{\omega t^{2}}\right\} d t \tag{3.25}
\end{align*}
$$

analogous to (3.3) and (3.19). The left-hand sides here are continuous functions of $\omega$ and the first integral converges absolutely.

## 4. Convergence factors

In Chapter VIII we shall see that a Fourier series may diverge almost everywhere. We may therefore ask about convergence factors of the Fourier series, that is to say sequences $\left\{\lambda_{\nu}\right\}$ such that, for each Fourier series $\Sigma\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right)$, the series

$$
\frac{1}{2} a_{0} \lambda_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right) \lambda_{\nu}
$$

converges almost everywhere.
A sequence of numbers $\lambda_{0}, \lambda_{1}, \ldots$ is said to be convex if $\Delta^{2} \lambda_{\nu} \geqslant 0$ for all $\nu$, where

$$
\Delta \lambda_{\nu}=\lambda_{\nu}-\lambda_{\nu+1}, \quad \Delta^{2} \lambda_{\nu}=\Delta \lambda_{\nu}-\Delta \lambda_{\nu+1} .
$$

Geometrically, this amounts to saying that the polygonal line with vertices at the points ( $\nu, \lambda_{\nu}$ ) is convex. We shall show that if $\left\{\lambda_{\nu}\right\}$ is convex and bounded, then it is non-increasing. By hypothesis, $\Delta \lambda_{\nu}$ is non-increasing. It cannot be negative for any value of $\nu$, for then it would be less than a negative constant for all subsequent values of $\nu$, which would imply that $\lambda_{\nu} \rightarrow+\infty$, contrary to hypothesis. Thus $\Delta \lambda_{n}=\lambda_{n}-\lambda_{n+1} \geqslant 0$ for all $n$, so that

$$
\lambda_{n} \geqslant \lambda_{n+1} \rightarrow \lambda>-\infty .
$$

In the equation

$$
\lambda_{0}-\lambda=\Delta \lambda_{0}+\Delta \lambda_{1}+\ldots
$$

the terms on the right are non-increasing, and so, by the classical theorem of Abel, $n \Delta \lambda_{n} \rightarrow 0$. Taking this into account and summing the series $1 . \Delta \lambda_{0}+1 . \Delta \lambda_{1}+\ldots$ by parts we get:
(4.1) Theorem. If $\left\{\lambda_{n}\right\}$ is convex and bounded, then $\left\{\lambda_{n}\right\}$ is non-increasing, $n \Delta \lambda_{n} \rightarrow 0$, and the series
converges to sum $\lambda_{0}-\lim \lambda_{n}$.

$$
\begin{equation*}
\sum_{n=0}^{\infty}(n+1) \Delta^{2} \lambda_{n} \tag{4•2}
\end{equation*}
$$

It is geometrically obvious that if a function $\lambda(x)$ is convex, the sequence $\left\{\lambda_{n}\right\}=\{\lambda(n)\}$ is convex.
In particular, if we take $\lambda_{n}=1 / \log n$ for $n=2,3, \ldots$ and choose $\lambda_{0}, \lambda_{1}$ suitably, $\left\{\lambda_{n}\right\}$ will be convex.
(4.3) Theorem. Let $8_{n}$ and $\sigma_{n}$ be the partial sums and the ( $\mathrm{C}, 1$ ) means of a series $u_{0}+u_{1}+\ldots$. If $\sigma_{n}$ converges, and if $s_{n}=o\left(\mu_{n}\right)$ where $\left\{1 / \mu_{n}\right\}$ is convex and tends to 0 , then $u_{0} \mu_{0}^{-1}+u_{1} \mu_{1}^{-1}+\ldots$ converges.

For applying summation by parts twice to the $n$th partial sum of the last series we find that it is equal to

$$
\sum_{k=0}^{n-2}(k+1) \sigma_{k} \Delta^{2} \frac{1}{\mu_{k}}+n \sigma_{n-1} \Delta \frac{1}{\mu_{n-1}}+8_{n} \frac{1}{\mu_{n}} \rightarrow \sum_{k=0}^{\infty}(k+1) \sigma_{k} \Delta^{2} \frac{1}{\mu_{k}} .
$$

Take $\mu_{n}=\log n$ for $n \geqslant 2$. From (4.3), (3.9), (3.23) and Theorem (11.9) of Chapter II, we deduce:
(4-4) Theorem. If $a_{k}, b_{k}$ are the Fourier coefficients of $a$ function, both series

$$
\sum_{k=2}^{\infty} \frac{a_{k} \cos k x+b_{k} \sin k x}{\log k}, \quad \sum_{k=2}^{\infty} \frac{a_{k} \sin k x-b_{k} \cos k x}{\log k}
$$

converge almost everywhere.

The result obviously holds if $\log k$ here is replaced by $k^{\alpha}, \alpha>0$.
The first series (4.5) converges at every point where $\Phi_{x}(h)=0(h)$, in particular at every point of continuity of $f$. If $f$ is continuous in $(a, b)$, the series is uniformly convergent in every $(a+\epsilon, b-\epsilon), \epsilon>0$.

## 5. Summability (C, $\alpha$ )

(5-1) Theorem of M. Riesz. The theorems (3-4) of Fejér (except for the last sentence) and (3.9) of Lebesgue hold if summability ( $\mathrm{C}, 1$ ) is replaced by ( $\mathrm{C}, \alpha$ ), $\alpha>0$.

Let $K_{n}^{\alpha}(t)$ denote the $(\mathrm{C}, \alpha)$ kernel and $\sigma_{n}^{\alpha}(x)=\sigma_{n}^{\alpha}(x ; f)$ the ( $\left.\mathrm{C}, \alpha\right)$ means of $\mathrm{S}[f]$. Then

$$
\begin{gather*}
K_{n}^{\alpha}(t)=\sum_{\nu=0}^{n} A_{n=\nu}^{\alpha-1} D_{\nu}(t) / A_{n}^{\alpha}, \\
\sigma_{n}^{\alpha}(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) K_{n}^{\alpha}(t) d t, \\
\sigma_{n}^{\alpha}(x)-f(x)=\frac{2}{\pi} \int_{0}^{\pi} \phi_{x}(t) K_{n}^{\alpha}(t) d t,
\end{gather*}
$$

the last equation being a consequence of the validity of condition ( A ) ( p .85 ) for $K_{n}^{\alpha}(t)$.
It is enough to consider the case $0<\alpha<1$. We shall show that then

$$
\left|K_{n}^{\alpha}(t)\right|<n+1 \leqslant 2 n, \quad\left|K_{n}^{\alpha}(t)\right| \leqslant A_{\alpha^{\prime}} n^{-\alpha} t-(\alpha+1)
$$

for $n=1,2, \ldots, 0<t \leqslant \pi$, with $A_{\alpha}$ depending on $\alpha$ only.
These inequalities are analogous to ( $3 \cdot 10$ ) and reduce to the latter for $\alpha=1$. Once $(5 \cdot 5)$ is established, the proof of the extended (3.9) goes as before. Similarly, to extend (3.4) it is enough to show that the kernel $K_{n}^{\alpha}(t)$ is quasi-positive and satisfies condition (c) (p. 86). Both these facts are corollaries of (5.5): for

$$
\begin{gathered}
\int_{0}^{\pi}\left|K_{n}^{\alpha}(t)\right| d t<2 n \int_{0}^{1 / n} d t+A_{\alpha} n^{-\alpha} \int_{1 / n}^{\pi} t^{-\alpha-1} d t<2+A_{\alpha} / \alpha, \\
\max _{\delta \leqslant t \leqslant \pi}\left|K_{n}^{\alpha}(t)\right| \leqslant A_{\alpha} n^{-\alpha} \delta^{-(\alpha+1)} \rightarrow 0 .
\end{gathered}
$$

and
It remains to prove (5.5). The first part follows from (5-2) and the estimate

$$
\left|D_{\nu}\right| \leqslant \nu+\frac{1}{2}<n+1 .
$$

For the second we have, from (5.2),

$$
\begin{align*}
K_{n}^{\alpha}(t) & =\frac{1}{2 A_{n}^{\alpha} \sin \frac{1}{2} t} \sum_{\nu=0}^{n} A_{n-\nu}^{\alpha-\frac{1}{\nu}} e^{i(\nu+t) t}=\mathcal{F} \frac{e^{i\left(n+\frac{1}{2}\right) t}}{2 A_{n}^{\alpha} \sin \frac{1}{2} t} \sum_{\nu=0}^{n} A_{\nu}^{\alpha-1} e^{-i \alpha} \\
& =\mathcal{J}\left\{\frac{e^{i\left(n+\frac{1}{2}\right) t}}{2 A_{n}^{\alpha} \sin \frac{1}{2} t}\left[\left(1-e^{-i t}\right)^{-\alpha}-\sum_{\nu=n+1}^{\infty} A_{\nu}^{\alpha-1} e^{-i \psi t}\right]\right\} . \tag{5•6}
\end{align*}
$$

Since $A_{\nu}^{\alpha-1}$ decreases monotonically to 0 , the last series converges for $0<t \leqslant \pi$ and the modulus of its sum is $\leqslant 2 A_{n+1}^{a-1}\left|1-e^{-u}\right|^{-1}$ (see Chapter I, (2•2)). So, since $\left|\mathscr{S}_{z}\right| \leqslant|z|,\left|K_{n}^{\alpha}(t)\right|$ is majorized by

$$
\left\{\left(2 \sin \frac{1}{2} t\right)^{-\alpha-1} \frac{1}{A_{n}^{\alpha}}+\frac{2 A_{n+1}^{\alpha-1}}{A_{n}^{\alpha}}\left(2 \sin \frac{1}{2} t\right)^{-2}\right\} \leqslant A_{\alpha}\left\{n^{-\alpha} t-\alpha-1+n^{-1} t-2\right\}
$$

for $0<t \leqslant \pi$. If $\boldsymbol{n t \geqslant 1}$, then

$$
n t^{2}=(n t)^{1-\alpha} n^{\alpha} t^{\alpha+1} \geqslant n^{\alpha} t^{\alpha+1}
$$

the right-hand side of (5.7) does not exceed $2 A_{\alpha} n^{-\alpha t-a-1}$, and the second part of (5.5) follows. For $0<t \leqslant 1 / n$ the second part of (5.5) is a consequence of the first. This completes the proof of (5.1).

Let $\tilde{\sigma}_{n}^{\alpha}(x)=\tilde{\sigma}_{n}^{\alpha}(x ; f)$ be the ( $\left.\mathrm{C}, \alpha\right)$ means of $\tilde{S}[f]$. The theorem which follows is an extension of (3.20) and (3.23) to summability (C, $\alpha$ ).
(5.8) Theorem. Let $0<\alpha<1$. At every point $x$ at which $\Psi_{x}(h)=o(h)$ we have

$$
\tilde{\sigma}_{n}^{\alpha}(x)-f^{\prime}(x ; 1 / n) \rightarrow 0 .
$$

In particular, $\tilde{S}[f]$ is almost everywhere summable (C, $\alpha$ ) to sum $f(x)$.
The proof is analogous to that of (3.20). Let $\tilde{K}_{n}^{\alpha}(t)$ be the conjugate (C, $\alpha$ ) kernel. Then

$$
\begin{align*}
& \tilde{\sigma}_{n}^{\alpha}(x)=-\frac{2}{\pi} \int_{0}^{\pi} \psi_{x}(t) \tilde{K}_{n}^{\alpha}(t) d t  \tag{5.9}\\
& \tilde{K}_{n}^{\alpha}(t)=\sum_{\nu=0}^{n} A_{n-\nu}^{\alpha-1} \tilde{D}_{\nu}(t) / A_{n}^{\alpha}, \\
& \tilde{K}_{n}^{\alpha}(t)=\frac{1}{2} \cot \frac{1}{2} t-\frac{1}{A_{n}^{\alpha}} \sum_{\nu=0}^{n} A_{n-\nu}^{\alpha-1} \frac{\cos \left(\nu+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t}=\frac{1}{2} \cot \frac{1}{2} t-H_{n}^{\alpha}(t),
\end{align*}
$$

say. We show that (for $0<\alpha<1$ )

$$
\left|\tilde{K}_{n}^{\alpha}(t)\right| \leqslant n, \quad\left|H_{n}^{\alpha}(t)\right| \leqslant A_{\alpha} n^{-\alpha} t-(\alpha+1) \quad\left(n^{-1} \leqslant t \leqslant \pi\right) .
$$

The first inequality here follows from (5•10) and the estimate $\left|D_{\nu}\right| \leqslant \nu \leqslant n$. For the second inequality we note that for $H_{n}^{\alpha}(t)$ we have a formula analogous to (5.6) with $g$ replaced by $\mathscr{R}$, and the previous argument is still ap icable.

To prove (5.8) we write (5.9) in the form

$$
\tilde{\sigma}_{n}^{\alpha}(x)-f(x ; 1 / n)=-\frac{2}{\pi} \int_{0}^{1 / n} \psi_{x}(t) \tilde{K}_{n}^{\alpha}(t) d t+\frac{2}{\pi} \int_{1 / n}^{\pi} \psi_{x}(t) H_{n}^{\alpha}(t) d t
$$

so that, as in the proof of (3.20),

$$
\left|\tilde{\sigma}_{n}^{\alpha}(x)-f^{\prime}(x ; 1 / n)\right| \leqslant \frac{2}{\pi} n \int_{0}^{1 / n}\left|\psi_{x}(t)\right| d t+\frac{2 A_{\alpha}}{\pi n^{\alpha}} \int_{1 / n}^{\pi} \frac{\left|\psi_{x}(t)\right|}{t^{\alpha+1}} d t \rightarrow 0
$$

and the theorem follows.
For later applications we shall need a refinement of (5.6), namely, if $-1<\alpha<1$ we have

$$
K_{n}^{\alpha}(t)=\frac{1}{A_{n}^{\alpha}} \frac{\sin \left[\left(n+\frac{1}{2}+\frac{1}{2} \alpha\right) t-\frac{1}{2} \pi \alpha\right]}{\left(2 \sin \frac{1}{2} t\right)^{\alpha+1}}+\frac{2 \theta \alpha}{n\left(2 \sin \frac{1}{2} t\right)^{2}} \quad(|\theta| \leqslant 1) .
$$

Applying repeated summation by parts to the last series in ( $5 \cdot 6$ ) we obtain more and more accurate approximations for $K_{n}^{\alpha}(t)$. For example,

$$
\begin{align*}
& K_{n}^{\alpha}(t)=I\left\{\frac{e^{i\left(n+\frac{1}{j}\right) t}}{A_{n}^{\alpha}\left(2 \sin \frac{1}{2} t\right)}\left[\left(\overline{1}-e^{-i t}\right)^{\alpha}-A_{n}^{\alpha-1} \frac{e^{-i(n+1) t}}{1-e^{-i t}}-\sum_{\nu=n+1}^{\infty} A_{\eta+1}^{\alpha-2} \frac{e^{-i(\nu+1) t}}{1-e^{-i t}}\right]\right\} \\
& =\frac{1}{A_{n}^{\alpha}} \frac{\sin \left[\left(n+\frac{1}{2}+\frac{1}{2} \alpha\right) t-\frac{1}{2} \pi \alpha\right]}{\left(2 \sin \frac{1}{2} t\right)^{\alpha+1}}+\frac{\alpha}{n+1} \frac{1}{\left(2 \sin \frac{1}{2} t\right)^{2}}+\frac{2 \theta \alpha(1-\alpha)}{(n+1)(n+2)\left(2 \sin \frac{1}{2} t\right)^{2}} .
\end{align*}
$$

Similar formulae hold for $\tilde{K}_{n}^{\alpha}(t)$. We may add that the estimates (5.5) and (5.12) hold also for $-1<\alpha \leqslant 0$.

## 6. Abel summability

Let $a_{\nu}, b_{\nu}$ be the Fourier coefficients of $f$. The Abel (or, simply, the A) means of $S[f]$ and $S[f]$ are the functions

$$
\left.\begin{array}{l}
f(r, x)=\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right) r \\
f(r, x)=\sum_{\nu=1}^{\infty}\left(a_{\nu} \sin \nu x-b_{\nu} \cos \nu x\right) r
\end{array}\right\} \quad(0 \leqslant r<1),
$$

and we wish to investigate their limits as $r \rightarrow 1$. Since $a_{\nu}, b_{\nu} \rightarrow 0$, the series converge absolutely and uniformly for $0 \leqslant r \leqslant 1-\delta, \delta>0$. Thus $f(r, x)$ and $f(r, x)$ (a notation which we shall use systematically) are continuous functions of the point $r e^{i x}$ for $r<1$.


$$
\begin{align*}
& P(r, t)=\frac{1}{2}+\sum_{\nu=1}^{\infty} r \cos \nu t=\frac{1}{2} \frac{1-r^{2}}{1-2 r \cos t+r^{2}}, \\
& Q(r, t)=\quad \sum_{\nu=1}^{\infty} r \sin \nu t=\frac{r \sin t}{1-2 r \cos t+r^{2}}
\end{align*}
$$

(see Chapter I, §1). They are called the Poisson kernel and the Poisson conjugate kernel respectively. The standard formulae (2.12) and (2.13) (where now the continuous variable $r$ plays the role of the former $n$ ) will now be

$$
\begin{align*}
& f(r, x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) P(r, t) d t=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) P(r, t-x) d t \\
& f(r, x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) Q(r, t) d t=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) Q(r, t-x) d t
\end{align*}
$$

The right-hand sides here are usually called the Poisson integral and the conjugate Poisson integral of $f$. Thus the expressions 'Abel mean of $S[f]$ ' and 'Poisson integral of $f$ ' are synonymous.

The denominator $\quad \Delta(r, t)=1-2 r \cos t+r^{2} \quad(0 \leqslant r<1)$
of $P$ and $Q$ is positive for all $t$. It follows that

$$
\left.\begin{array}{ll}
P(r, t)>0 & \text { for all } t \\
Q(r, t)>0 & \text { for } 0<t<\pi .
\end{array}\right\}
$$

Hence $P$ is a positive kernel. For fixed $r$, its maximum and minimum are attained at $t=0$ and $t=\pi$ respectively. Thus

$$
\frac{1}{2} \frac{1-r}{1+r} \leqslant P(r, t) \leqslant \frac{1}{2} \frac{1+r}{1-r} .
$$

It is sometimes convenient to use the inequality

$$
P(r, t) \leqslant A \frac{\delta}{\delta^{2}+t^{2}} \quad(\delta=1-r,|t| \leqslant \pi)
$$

in which $A$ is an absolute constant. For $0 \leqslant r \leqslant \frac{1}{2}$ it is immediate, since both $P(r, t)$ (see (6.7)) and $\delta /\left(\delta^{2}+t^{2}\right)$ are then contained between two positive constants. For $\frac{1}{2} \leqslant r<1$,

$$
P(r, t)=\frac{1}{2} \frac{(1+r)(1-r)}{(1-r)^{2}+4 r \sin ^{2} \frac{1}{2} t}<\frac{\delta}{\delta^{2}+4 \cdot \frac{1}{2}\left(\pi^{-1} t\right)^{2}}<\frac{1}{2} \pi^{2} \frac{\delta}{\delta^{2}+t^{2}},
$$

and (6.8) holds again. In particular, (6.7) and (6.8) imply

$$
P(r, t) \leqslant \frac{1}{\delta}, \quad P(r, t) \leqslant \frac{A \delta}{t^{2}} \quad(0<t \leqslant \pi, 0 \leqslant r<1)
$$

inequalities similar to those satisfied by Fejér's kernel (see (3•10)) if we replace $\delta$ by $1 /(n+1)$.

The kernel $P(r, t)$ is positive, satisfies condition (A), (p. 85), i.e.

$$
\frac{1}{\pi} \int_{-\pi}^{\pi} P(r, t) d t=1
$$

(as is seen by termwise integration of the series in (6.2)), and also condition (c) (as is soen from the second inequality (6.9)). Thus all the assumptions which led us to Theorem (3.4) from (2.21) are valid, and we have the following result:
(6.11) Theorem. Theorem (3.4) of Fejér holds if we replace the ( $\mathrm{C}, 1$ ) means of $\mathrm{S}[f]$ by the Abel means.

Of course, this result, like some of the results established below, is also a consequence of the theorem of Fejer and of the fact that summability (C, l) implies summability A for any series. But a direct study of summability A of Fourier series is of interest for two reasons. First, summability $A$ of $S[f]$ may hold under weaker conditions for $f$ than summability ( $C, 1$ ); secondly, summability $A$ of $S[f]$ has special features which are absent in ( $C, 1$ ). For example, we may consider not only the radial but also the non-tangential, and even unrestricted, limit of $f(r, x)$ as $(r, x)$ tends to a point on the unit circle.

The functions $f(r, x)$ and $f^{\prime}(r, x)$ of (6-1) are the real and imaginary parts of the function

$$
\Phi(z)=\frac{1}{2} a_{0}+\sum_{p=1}^{\infty}\left(a_{p}-i b_{p}\right) z^{\nu}, \quad z=r e^{i x}
$$

regular for $|z|<1$. Thus $f(r, x)$ and $f(r, x)$ are harmonic, that is as functions of Cartesian co-ordinates $\xi, \eta$ they satisfy Laplace's equation

$$
u_{\xi \xi}+u_{i \eta}=0 .
$$

Each real-valued function harmonic in the interior of a circle is the real part of a regular function $\dagger$. Hence, if $u(r, x)$ is harmonic in the circle $0 \leqslant r<R$, we have

$$
u(r, x)=\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right) r^{\nu} \quad(0 \leqslant r<R) .
$$

Let $f(x)$ be a continuous and periodic function and let $(r, x)$ be the polar co-ordinates of a point. Theorem (6.11) asserts that the Poisson integral $f(r, x)$ of $f(x)$ tends uniformly to $f(x)$ as $r \rightarrow 1$. In other words, Poisson's integral gives, for the case of a circle, a solution (or indeed, as is shown in the theory of harmonic functions, the unique solution) of the following problem of Dirichlet. Given
(i) a plane region $D$ limited by a simple closed curve $C$,
(ii) a function $f(p)$ defined and continuous for $p \in C$,
find a function $F(p)$ harmonic in $D$, continuous in $D+C$, and coinciding with $f(p)$ on $C$. As we shall see below, in the case of the unit circle the Poisson integral solves a more general Dirichlet problem in which $f(p)$ is an arbitrary integrable function.

[^6](6-12) Theorem. If $m \leqslant f(x) \leqslant M$ for all $x$, then
$$
m \leqslant f(r, x) \leqslant M \quad(0 \leqslant r<1,0 \leqslant x \leqslant 2 \pi) .
$$

In particular, $f(r, x) \geqslant 0$ if $f \geqslant 0$.
If $m \leqslant f(x) \leqslant M$ for $x \in(a, b)$, then for every $\epsilon, \eta>0$ there is a number $r_{0}$ such that

$$
m-\epsilon<f(r, x)<M+\epsilon \quad \text { for } \quad r_{0} \leqslant r<1, x \in(a+\eta, b-\eta) \text {. }
$$

This is a special case of (2-16) and (2.28).
Since $P(r, x)$ is strictly positive for $r<1$, it follows that if $m \leqslant f(x) \leqslant M$ in $(0,2 \pi)$ and $f \equiv$ const., then we have the sharper eatimate

$$
m<f(r, x)<M \quad(0 \leqslant r<1) .
$$

Let $m\left(x_{0}\right)$ and $M\left(x_{0}\right)$ be the minimum and maximum of $f$ at $x_{0}$ (see p. 88).
(6-13) Theorem. If $L$ is any path leading from the interior of the unit circle to the point ( $1, x_{0}$ ), then the limits of indetermination of $f(r, x)$ as the point $(r, x)$ approaches $\left(1, x_{0}\right)$ along $L$ are contained between $m\left(x_{0}\right)$ and $M\left(x_{0}\right)$.

For if $\left(r_{n}, x_{n}\right)$ is any sequence of points, with $r_{n}<1$, approaching $\left(1, x_{0}\right)$, then (see (2.30))

$$
m\left(x_{0}\right) \leqslant \liminf f\left(r_{n}, x_{n}\right) \leqslant \lim \sup f\left(r_{n}, x_{n}\right) \leqslant M\left(x_{0}\right) .
$$

A special case of (6.13) asserts that, if $f$ is continuous at $x_{0}$, then $f(r, x)$ tends to $f\left(x_{0}\right)$ along $L$.

Suppose that $f$ has at $x_{0}$ a discontinuity of the first kind and that

$$
\begin{gathered}
f\left(x_{0}\right)=\frac{1}{2}\left\{f\left(x_{0}+0\right)+f\left(x_{0}-0\right)\right\} . \\
d=f\left(x_{0}+0\right)-f\left(x_{0}-0\right)
\end{gathered}
$$

Let
be the jump of $f$ at $x_{0}$. Without loss of generality we may suppose that $x_{0}=0$. The function

$$
\phi(x) \sim \sum_{1}^{\infty} \frac{\sin \nu x}{\nu}
$$

has jump $\pi$ at $x=0$ (see p. 9). It follows that

$$
g(x)=f(x)-\frac{d}{\pi} \phi(x)
$$

is continuous at $x=0$, and $g(0)=f(0)$. Moreover,

$$
f(r, x)=g(r, x)+\frac{d}{\pi} \phi(r, x)=g(r, x)+\frac{d}{\pi} \arctan \frac{r \sin x}{1-r \cos x}
$$

(Chapter I, § 1). Along any path $L$ leading to $(1,0)$ from the interior of the unit circle we have $\lim g(r, x)=g(0)=f(0)$ so that the behaviour of $f(r, x)$ along $L$ depends on that of the last term in ( $6 \cdot 14$ ).

The arctan in (6.14) is the angle, numerically $<\frac{1}{8} \pi$ and reckoned clockwise, which the segment joining $(r, x)$ to ( 1,0 ) makes with the negatively direoted real axis. Hence:
(6-15) Theorem. Suppose that $f(x)$ has at $x_{0}$ a discontinuity of the first kind and that $f\left(x_{0}\right)=\frac{1}{\frac{1}{2}}\left\{f\left(x_{0}+0\right)+f\left(x_{0}-0\right)\right\}$. Let $L$ be any path approaching the point $A\left(1, x_{0}\right)$ from inside
the unit circle and making at $A$ an angle $\theta,-\frac{1}{2} \pi \leqslant \theta \leqslant \frac{1}{2} \pi$, reckoned clockwise, with the radius at $A$ directed inwards. Then $\lim f(r, x)$ along $L$ exists and equals

$$
f\left(x_{0}\right)+\frac{d}{\pi} \theta, \quad \text { where } \quad d=f\left(x_{0}+0\right)-f\left(x_{0}-0\right) .
$$

If $L$ does not have a tangent at $A, f(r, x)$ oscillates finitely as $(r, x) \rightarrow\left(1, x_{0}\right)$ along $L$.
If $L$ is tangent to the unit circle at $A$, then $\theta=\frac{1}{2} \pi$ or $\theta=-\frac{1}{2} \pi$, and correspondingly (6-16) reduces to $f\left(x_{0}+0\right)$ or $f\left(x_{0}-0\right)$.

Let $\chi(x)$ be the characteristic function of an interval ( $\alpha, \beta$ ). The Poisson integral

$$
\chi(r, x)=\frac{1}{\pi} \int_{\alpha}^{\beta} P(r, t-x) d t
$$

of $\chi$ has a simple and useful interpretation.
Let $C$ be the unit circumference with centre $0, z$ and $\zeta$ points inside and on $C$ respectively. The point $\zeta^{\prime}$ at which the ray $\zeta z$ intersects $C$ will be called opposite to $\zeta$, with respect to $z$. If $s$ is an arc of $C$, the arc $s^{\prime}$ consisting of the points opposite to those of $s$ will be called opposite to $s$ (with respect to $z$ ).
(6.18) Theorem. With the notation of (6.17), $2 \pi \chi(r, x)$ is the length of the arc $s^{\prime}=\left(e^{i \alpha^{\prime}}, e^{i \beta^{\prime}}\right)$ opposite to $s=\left(e^{i \alpha}, e^{i \beta}\right)$ with respect to $z=r e^{i x}$.

Let $s, s^{\prime}$ also denote the lengths of $s, s^{\prime}$. The angle $\gamma$ which $s$ subtends at $z$ is $\frac{1}{2}\left(s+s^{\prime}\right)$. Clearly it is also

Thus

$$
F \int_{e^{\alpha}}^{\alpha \beta} d \log (\zeta-z)=\mathscr{F} \int_{e^{\ell \alpha}}^{e^{\ell \beta}} \frac{d \zeta}{\zeta-z}=\mathscr{R} \int_{a}^{\beta} \frac{d t}{1-r e^{i(x-f)}}=\int_{\alpha}^{\beta}\left\{\frac{1}{2}+P(r, t-x)\right\} d t .
$$

from which the theorem follows.
The level curves of $\chi(r, x)$, being the curves on which $\gamma$ is constant, are those arcs of the circles through $e^{i \alpha}, e^{i \beta}$ which are inside $C$.

## 7. Abel summability (cont.)

From Theorem (3.9) we deduce that $S[f]$ is summable $A$ at every point $x$ for which $\Phi_{x}(h)=o(h)$, in particular almost everywhere. This result will be superseded by a somewhat stronger one (see (7.9) below). We shall first prove results about summability A of formally differentiated Fourier series.

As in Chapter I, p. 22, if

$$
\lim _{h \rightarrow+0} \frac{F\left(x_{0}+h\right)-F\left(x_{0}-h\right)}{2 h}=D_{1} F\left(x_{0}\right)
$$

exists it is called the first symmetric derivative of $F$ at $x_{0}$. In the general case the upper and lower limits, as $h \rightarrow 0$, of the ratio in ( $7 \cdot 1$ ), are called the upper and lower first symmetric derivatives. We shall denote them by $\bar{D}_{1} F\left(x_{0}\right)$ and $\underline{D}_{1} F\left(x_{0}\right)$ respectively. If $F^{\prime}\left(x_{0}\right)$ exists so does $D_{1} F\left(x_{0}\right)$, and their values are equal.
(7-2) Fatod's Theorem. Suppose that

$$
F(x) \sim \frac{1}{2} A_{0}+\Sigma\left(A_{\nu} \cos \nu x+B_{v} \sin \nu x\right)
$$

and that $D_{1} F\left(x_{0}\right)$ exists, finite or infinite. Then $S^{\prime}\left[F^{\prime}\right]$ is summable A at $x_{0}$ to sum $D_{1} F\left(x_{0}\right)$, that is,

$$
\sum_{\nu=1}^{\infty} v\left(B_{\nu} \cos \nu x_{0}-A_{\nu} \sin \nu x_{0}\right) r^{\nu}
$$

tends to $D_{1} F\left(x_{0}\right)$ as $r \rightarrow 1$.
More generally, the limits of indetermination of (7.3) as $r \rightarrow 1$ are contained between $\underline{D}_{1} F\left(x_{0}\right)$ and $\bar{D}_{1} F\left(x_{0}\right)$.

It is enough to prove the second part. If $\bar{F}(r, x)$ is the Poisson integral of $F$, then $(7 \cdot 3)$ is $\{\partial F(r, x) / \partial x\}_{x-x_{0}}$. From

$$
F(r, x)=\frac{1}{\pi} \int_{-\pi}^{\pi} F(t) P(r, t-x) d t
$$

we get $\frac{1}{r}\left(\frac{\partial F(r, x)}{\partial x}\right)_{x-x_{0}}=-\frac{1}{\pi r} \int_{-\pi}^{\pi} F(t) P^{\prime}\left(r, t-x_{0}\right) d t=\frac{1}{\pi} \int_{-\pi}^{\pi} g(t) K(r, t) d t$,
where the dash denotes differentiation with respect to $t$,

$$
\begin{aligned}
g(t) & =\left\{F\left(x_{0}+t\right)-F\left(x_{0}-t\right)\right\} / 2 \sin t, \\
K(r, t) & =-r^{-1} P^{\prime}(r, t) \sin t=\left(1-r^{2}\right) \sin ^{2} t / \Delta^{2}(r, t) .
\end{aligned}
$$

We note that $K(r, t)$ has the properties (A), (B), (C) of kernels. Property (B) is immediate; so is (c), even for $P^{\prime}(r, t)$. In order to show that

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\pi}^{\pi} K(r, t) d t=1, \tag{7•5}
\end{equation*}
$$

we take $F(x)=\sin x, x_{0}=0$. Then $F(r, x)=r \sin x, g(t)=1$ and a comparison of the extreme terms in (7.4) gives (7.5).

Since the maximum and minimum of $g(t)$ at $t=0$ are $\bar{D}_{1} F\left(x_{0}\right)$ and $\underline{D}_{1} F\left(x_{0}\right)$, (7.2) would follow from (2.30) (with $x_{n}=x_{0}$ for all $n$ ) if we knew that $g(t)$ was integrable. The latter is not necessarily true (except when, for example, $\underline{D}_{1} F\left(x_{0}\right)$ and $\bar{D}_{1} F\left(x_{0}\right)$ are both finite), but this does not affect the proof, as we see from the following argument. Let $0<\delta<\pi$. Since $P^{\prime}(r, t)$ satisfies condition (c), the right-hand side in (7.4) is

$$
\frac{1}{\pi} \int_{-\delta}^{\delta} g(t) K(r, t) d t+o(1) .
$$

The integral here is contained between the upper and lower bounds of $g(t)$ in $(-\delta, \delta)$ times $\frac{1}{\pi} \int_{-\delta}^{\delta} K d t$. But the latter integral tends to 1 as $r \rightarrow 1$. Hence the limits of indetermination of (7.3), as $r \rightarrow 1$, are contained between the upper and lower bounds of $g(t)$ in $(-\delta, \delta)$. Taking $\delta$ arbitrarily small we may replace these bounds by $\bar{D}_{1} F\left(x_{0}\right)$ and $\underline{D}_{1} F\left(x_{0}\right)$, and (7.2) is established.
(7.6) Theorgm. If $F^{\prime}\left(x_{0}\right)$ exists and is finite, then

$$
\partial F(r, x) / \partial x \rightarrow F^{\prime}\left(x_{0}\right)
$$

as $(r, x)$ approaches $\left(1, x_{0}\right)$ non-tangentially.
We may suppose that $x_{0}=0, F(0)=0$. Let us also temporarily suppose that $F^{\prime \prime}(0)=0$.

Given any $\epsilon>0$, let $\sigma$ be such that $|F(u)| \leqslant \epsilon|u|$ for $|u| \leqslant 2 \sigma$. From (7.4) and using the property (c) of $P^{\prime}(r, t)$ we have

$$
\frac{\partial F(r, x)}{\partial x}=-\frac{1}{\pi} \int_{-\pi}^{\pi} F(x+t) P^{\prime}(r, t) d t=-\frac{1}{\pi} \int_{-\sigma}^{\sigma} F(x+t) P^{\prime}(r, t) d t+o(1)=A+o(1) .
$$

Suppose that $|x| \leqslant \sigma$. Then $|F(x+t)| \leqslant \epsilon|x+t|$ in $A$ and

$$
\begin{align*}
&|A| \leqslant \frac{\epsilon}{\pi} \int_{-\sigma}^{\sigma}(|x|+|t|)\left|P^{\prime}\right| d t \\
&<-\frac{2 \varepsilon}{\pi} \int_{0}^{\pi}(|x|+t) P^{\prime} d t<\frac{2 \varepsilon}{\pi}\left\{|x| P(r, 0)+\int_{0}^{\pi} P d t\right\}<\frac{2 \varepsilon}{\pi}\left\{\frac{|x|}{1-r}+\frac{\pi}{2}\right\}
\end{align*}
$$

The expression in curly brackets remains bounded in a non-tangential approach. Hence, taking $\epsilon$ arbitrarily small, we see that (7-7) tends to 0 , under the hypothesis $F^{\prime}(0)=0$.
In the general case, we write

$$
F(x)=\left\{F(x)-F^{\prime}(0) \sin x\right\}+F^{\prime}(0) \sin x
$$

The derivative of the expression in curly brackets at $x=0$ is zero, and for the function $F^{\prime}(0) \sin x$, whose Poisson integral is $F^{\prime}(0) r \sin x$, the theorem is obvious.
(7.9) Theorem. Let $F(x)$ be the indefinite integral of an integrable and periodic $f$. Then
(i) $\mathrm{S}[f]$ is summable A to sum $D_{1} F\left(x_{0}\right)$ at every point $x_{0}$ at which $D_{1} F\left(x_{0}\right)$ exists, finite or infinite;
(ii) at every point at which $F^{\prime}\left(x_{0}\right)=f\left(x_{0}\right)$ exists and is finite (in particular almost everywhere) the Poisson integral $f(r, x)$ of $f$ texds to $f\left(x_{0}\right)$ as $(r, x) \rightarrow\left(1, x_{0}\right)$ non-tangentially.

For supposing, as we may, that the constant term of $S[f]$ is zero, we have $S[f]=S^{\prime}[F]$, $f(r, x)=\partial F(r, x) / \partial x$, and the theorem follows from (7-2) and (7-6). Part (i) here is not a consequence of (3.9), since the condition $\Phi_{x}(h)=o(h)$ is more stringent than the existence of the symmetric derivative.

It is sometimes important to know the behaviour of the Poisson integral for a tangential approach. The following result, in which for simplicity we take $x_{0}=0$, will be useful later and indicates the type of estimate one can expect.
(7-10) Theorem. Suppose that

$$
\left|\frac{1}{h} \int_{0}^{h} f(t) d t\right| \leqslant M \quad \text { for } \quad|h| \leqslant \pi .
$$

Then, with $\delta=1-r$ and denoting by $K$ an absolute constant,

$$
\begin{align*}
& |f(r, x)| \leqslant K M\left(1+\frac{|x|}{\delta}\right),  \tag{7•12}\\
& \left|\int_{0}^{x} f(r, u) d u\right| \leqslant K M|x|
\end{align*}
$$

Suppose that the constant term of $S[f]$ is zero. Then $F(x)=\int_{0}^{x} f d t$ is periodic. For $f(r, x)=\partial F(r, x) / \partial x$ we have (7.7) with $\sigma=\pi$ and no term $o(1)$. (7•8) with $\epsilon=M$ then shows that we have (7-12) with $K=1$.

In the general case we put $f=f_{1}+f_{2}$, where

$$
f_{2}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f d t
$$

is a constant. Clearly $\left|f_{2}\right| \leqslant M$, and $f_{1}=f-f_{2}$ satisfies (7•11) with $2 M$ instead of $M$; also the constant term of $S\left[f_{1}\right]$ is zero. It follows that $f(r, x)=f_{1}(r, x)+f_{2}(r, x)$ satisfies (7-12) with $K=3$.

For (7.13) we first suppose as before that $F(x)=\int_{0}^{x} f d t$ is periodic. From the equation preceding (7.4) we obtain

$$
\int_{0}^{x} f(r, u) d u=F(r, x)-F(r, 0)=\frac{1}{\pi} \int_{-\pi}^{\pi} F(t)\{P(r, t-x)-P(r, t)\} d t,
$$

so that the left-hand side of (7-13) does not exceed

$$
M \frac{1}{\pi} \int_{-\pi}^{\pi}|t||P(r, t-x)-P(r, t)| d t=M I(r, x),
$$

say, and it is enough to show that

$$
\begin{equation*}
I(r, x) \leqslant K|x| \quad(|x| \leqslant \pi) . \tag{7•14}
\end{equation*}
$$

The cases $x>0$ and $x<0$ in (7-13) are equivalent and we may suppose that $0<x \leqslant \pi$,


Now

Clearly,

$$
\pi I(r, x)=\int_{-x}^{x}+\int_{x}^{\pi}+\int_{-\pi+x}^{-x}+\int_{-\pi}^{-\pi+x}=I_{1}+I_{2}+I_{3}+I_{4} .
$$

$$
\begin{aligned}
I_{1} & \leqslant x \int_{-\pi}^{\pi}\{P(r, t)+P(r, t-x)\} d t=2 \pi x, \\
I_{2} & =\int_{0}^{\pi-x}(t+x) P(r, t) d t-\int_{x}^{\pi} t P(r, t) d t \\
& <x \int_{x}^{\pi-x} P(r, t) d t+\int_{0}^{x}(t+x) P(r, t) d t \\
& <x \int_{0}^{\pi} P(r, t) d t+2 x \int_{0}^{\pi} P(r, t) d t=\frac{3}{2} \pi x .
\end{aligned}
$$

The same argument gives $I_{3}<\frac{8}{2} \pi x$. Since the integrand in $I_{4}$ is uniformly bounded we see that $I_{4}(x)=O(x)$. Collecting results we obtain (7•14). For general $f$, we apply the same decomposition $f=f_{1}+f_{2}$ as above.

The series

$$
\sum_{\nu=1}^{\infty} \nu\left(A_{\nu} \cos \nu x+B_{\nu} \sin \nu x\right)
$$

is both the conjugate of $S^{\prime}\left[F^{\prime}\right]$ and the formal derivative of $\mathcal{S}^{[ }\left[F^{\prime}\right]$. We shall denote it by $\xi^{\prime}\left[F^{\prime}\right]$. Obviously,

$$
\sum_{\nu=1}^{\infty} \nu\left(A_{\nu} \cos \nu x+B_{\nu} \sin \nu x\right) r^{\nu}=\partial \tilde{F}(r, x) / \partial x .
$$

(7-15) Theorem. If $F$ is periodic and integrable the difference

$$
\begin{equation*}
\frac{\partial F(r, x)}{\partial x}-\left(-\frac{1}{\pi} \int_{1-r}^{\pi} \frac{F(x+t)+F(x-t)-2 F(x)}{4 \sin ^{2} \frac{1}{2} t} d t\right) \tag{7•16}
\end{equation*}
$$

tends to 0 with $1-r$ at every $x$ at which $F$ is smooth, i.e. at which

$$
F(x+t)+F(x-t)-2 F(x)=o(t) .
$$

The formula (6.5), with $F$ for $f$, gives

$$
\frac{\partial \tilde{F}(r, x)}{\partial x}=-\frac{1}{\pi} \int_{-\pi}^{\pi} F(t) \frac{\partial}{\partial x} Q(r, t-x) d t=\frac{1}{\pi} \int_{0}^{\pi}\{F(x+t)+F(x-t)-2 F(x)\} Q^{\prime}(r, t) d t,
$$

since $Q^{\prime}$ is even and the integral of $Q^{\prime}$ over $(-\pi, \pi)$ is 0 . We note that

$$
\left.\begin{array}{c}
Q^{\prime}(r, t)=\frac{r\left[\left(1+r^{2}\right) \cos t-2 r\right]}{\left(1-2 r \cos t+r^{2}\right)^{2}}, \quad Q^{\prime}(1, t)=-\frac{1}{2(1-\cos t)^{\prime}} \\
\left|Q^{\prime}(r, t)\right| \leqslant r+2 r^{2}+3 r^{3}+\ldots=r /(1-r)^{2} .
\end{array}\right\}
$$

Let

$$
\xi(t)=F(x+t)+F(x-t)-2 F(x), \quad \delta=1-r .
$$

By (7•17), $\xi(t)=o(t)$. We split the integral last written into two, denoted by $A, B$ with ranges respectively $0 \leqslant t \leqslant \delta, \delta \leqslant t \leqslant \pi$. Then (see (7•18))

$$
\begin{aligned}
|A| & \leqslant \frac{r}{\pi \delta^{2}} \int_{0}^{\delta}|\xi(t)| d t=\delta^{-2} \int_{0}^{\delta} o(t) d t=o(1), \\
B & =\frac{1}{\pi} \int_{8}^{\pi} \xi(t) Q^{\prime}(1, t) d t+\frac{1}{\pi} \int_{\delta}^{\pi} \xi(t)\left[Q^{\prime}(r, t)-Q^{\prime}(1, t)\right] d t=B_{1}+B_{2}
\end{aligned}
$$

say. Here $B_{1}$ equals the expression in parentheses in (7.16), and (7.15) will be proved if we show that $B_{2} \rightarrow 0$. Collecting separately the terms with $\cos t$ and $\cos ^{2} t$ in the numerator we find

$$
Q^{\prime}(r, t)-Q^{\prime}(1, t)=\frac{(1-r)^{2}\left[(1+r)^{2}-2 r \cos t-2 r \cos ^{2} t\right]}{2(1-\cos t) \Delta^{2}(r, t)}=\frac{\delta^{2}\left[\Delta(r, t)+2 r \sin ^{2} t\right]}{2(1-\cos t) \Delta^{2}(r, t)} .
$$

Since $\Delta>4 r \sin ^{2} \frac{1}{2} t$, the last expression is $O\left(\delta^{2 t} t\right)$. Hence

$$
\left|B_{2}\right| \leqslant \frac{1}{\pi} \int_{8}^{\pi} o(t) O\left(\delta^{2} t-4\right) d t=\delta^{2} \int_{\delta}^{\pi} o\left(t^{-3}\right) d t=o(1)
$$

which completes the proof of Theorem (7-15).
Thus, under the hypothesis (7.17) (in particular, if $F^{\prime}(x)$ exists and is finite) the summability A of $\tilde{S}^{\prime}\left[F^{\prime}\right]$ at $x$ is equivalent to the existence of the integral

$$
F^{*}(x)=-\frac{1}{\pi} \int_{0}^{\pi} \frac{F(x+t)+F(x-t)-2 F(x)}{4 \sin ^{2} \frac{1}{2} t} d t=\lim _{\delta \rightarrow+0}\left\{-\frac{1}{\pi} \int_{\delta}^{\pi}\right\} .
$$

We show below (Chapter IV, §3) that if $F^{\prime}(x)$ exists at every point of a set $E$ then the integral ( $7 \cdot 19$ ) exists almost everywhere in $E$; we infer that the series $\tilde{S}^{\prime}[F]$ is then summable A almost everywhere in $E$.
(7-20) Theorem. If $f$ is integrable and $F$ the indefinite integral of $f$, then

$$
f(r, x)-\left(-\frac{1}{\pi} \int_{1-r}^{\pi}[f(x+t)-f(x-t)] \frac{1}{2} \cot \frac{1}{2} t d t\right) \rightarrow 0 \quad(r \rightarrow 1)
$$

at every point where $F$ is smooth, in particular where $f$ is continuous. If $f$ is everywhere continuous, the convergence is uniform.

This is a strengthening of (3.20), since the condition of smoothness, which can be written $\int_{0}^{h} \psi_{x}(t) d t=o(h)$, is less stringent than $\Psi_{x}(h)=o(h)$.

Suppose that the constant term of $S[f]$ is 0 . Then $F$ is periodic and $\tilde{f}(r, x)=\partial \tilde{F}(r, x) / \partial x$. Integration by parts gives

$$
\begin{equation*}
\int_{8}^{\pi} \frac{\xi(t)}{4 \sin ^{2} \frac{1}{2} t} d t=\xi(\delta) \frac{1}{2} \cot \frac{1}{2} \delta+\int_{8}^{\pi} \frac{\psi(t)}{\tan \frac{1}{2} t} d t, \tag{7.22}
\end{equation*}
$$

where $\xi(t)=F(x+t)+F(x-t)-2 F(x)$. The integrated term is o(1) by hypothesis and (7-20) follows from (7-15).

Theorem (7.20) shows that under the smoothness condition (7.17) $\tilde{S}[f]$ is summable A at $x$ if and only if $f(x)$ exists. We show now that the mere existence of $f(x)$ implies (7•17) and consequently (by (7•20)) the summability A of $\bar{S}[f]$ at $x$.

Since the ratio $t / \tan \frac{1}{2} t$ and its reciprocal are both bounded and monotone near $t=0$, an application of the second mean-value theorem shows that the existence of $\tilde{f}(x)$ is equivalent to the existence of the integral $\int_{0}^{\pi} t^{-1} \psi(t) d t$. The relation $\xi(t)-o(t)$ will follow if we apply to the latter integral the following lemma, with $\alpha=r$ and $h(u)=u^{-1} \psi(u)$ :
(7-23) Lemma. Suppose that $h(u), 0<u \leqslant a$, is integrable over each interval ( $\epsilon, a$ ), $\epsilon>0$, and that the (improper) integral $\int_{0}^{\alpha} h d u=\lim _{\epsilon \rightarrow+0} \int_{a}^{a} h d u$ exists. Then, if $\alpha>0$,

$$
\begin{equation*}
\int_{0}^{t} h(u) u^{\alpha} d u=o\left(t^{\alpha}\right) \quad(t \rightarrow 0) . \tag{7-24}
\end{equation*}
$$

Let $H(u)=\int_{0}^{u} h(v) d v$. For $t>\epsilon$ integration by parts gives

$$
\int_{6}^{t} u^{\alpha} h(u) d u=\left[u^{\alpha} H(u)\right]_{c}^{t}-\alpha \int_{e}^{t} u^{\alpha-1} H(u) d u .
$$

If we make $\epsilon \rightarrow 0$ and observe that $H(u)=o(1)$, (7.24) follows.
Let $\Xi(t)=\int_{0}^{t} \xi(u) d u$. A minor modification in the proof of (7.15) (integration by parts so as to have $\Xi(t)$ instead of $\xi(t))$ shows that (7•16) tends to 0 if (7.17) is replaced by $\Xi(t)=o\left(t^{2}\right)$. If (7.19) exists, so does $\int_{0}^{\pi} t^{-2} \xi(t) d t$. By (7.23), with $\alpha=2$, we then have $\Xi(t)=o\left(t^{2}\right)$. Hence the existence of the integral (7.19) implies summability A of $\tilde{S}^{\prime}[F]$ at $x$.

Let $\Sigma c_{\nu} z^{\nu}=\phi(z)$ be the power series whose real and imaginary parts on $|z|=1$ are $S[f]$ and $\tilde{S}[f]$ respectively. If this power series is summable ( $\mathrm{C}, 1$ ) at a point $e^{i x_{0}}$, then $\phi(z)$ tends to a limit as $z$ approaches $e^{i x_{0}}$ non-tangentially (cf. ( $1 \cdot 34$ )). Thus, considering the imaginary part of $\phi(z)$ and applying (3.9) and (3.23), we get:
(7-25) Theorem. If $f \in \mathrm{~L}$, then for almost all $x$ the harmonic function $f(r, x)$ dends to a limit as $(r, x)$ approaches $\left(1, x_{0}\right)$ non-tangentially.

The fact that $S[f]$ is almost everywhere summable $A$ to $f$ can be complemented as follows:
(7-26) Theorem. Given any set $E$ in $(0,2 \pi)$ of measure zero, there is a periodic and integrable $f(x) \geqslant 0$ such that for every $x_{0} \in E$ we have $f(r, x) \rightarrow+\infty$ as r $e^{i x}$ approaches $e^{i x_{0}}$ from the interior of the unit circle.

For let $G_{n}$ be an open set containing $E$ and such that $\left|G_{n}\right|<1 / n^{4}$ Let $f_{n}(x)=n^{2}$ in $G_{n}, f_{n}(x)=0$ elsewhere. Let $f(x)=\Sigma f_{n}(x)$. Obviously, $f \geqslant 0, f_{n} \leqslant f$ for every $n$ and

$$
\int_{0}^{2 \pi} f d x=\Sigma \int_{0}^{2 \pi} f_{n} d x<\Sigma n^{-6} \cdot n^{2}<\infty,
$$

so that $f \in \mathrm{~L}$. If $x_{0} \in E$, then $x_{0} \in G_{n}$ and so, for $r e^{i x} \rightarrow e^{i x_{\bullet}}$,

$$
\liminf f(r, x) \geqslant \liminf f_{n}(r, x)=n^{2}
$$

so that $\lim f(r, x)=+\infty$.
A similar argument shows that $S[f]$ is summable $(\mathrm{C}, \mathrm{I})$ to $+\infty$ at every point of $E$.

## 8. Summability of $S[d F]$ and $\tilde{S}[d F]$

Let $F(x), 0 \leqslant x \leqslant 2 \pi$, be a function of bounded variation. From (7.6) we see that al every point where $F^{\prime}(x)$ exists and is finite, $S[d F]$ is summable A to sum $F^{\prime \prime}(x)$. Similarly Theorem (7•15) implies that at every such point summability $A$ of $\tilde{S}[d F]$ is equivalent. to the existence of the integral (7-19).
(8-1) Theorem. Let $\sigma_{n}^{\alpha}(x)$ and $\tilde{\sigma}_{n}^{\alpha}(x)$ be the $\alpha$-th Cesàro means of $S[d F]$ and $\bar{S}[d F]$. If $0<\alpha \leqslant 1$, then

$$
\sigma_{n}^{\alpha}(x) \rightarrow F^{\prime}(x)
$$

$$
\begin{equation*}
\tilde{\sigma}_{n}^{\alpha}(x)-\left\{-\frac{1}{\pi} \int_{1 / n}^{\pi} \frac{F(x+t)+F(x-t)-2 F(x)}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t\right\} \rightarrow 0 \tag{8•3}
\end{equation*}
$$

for almost all $x$.
We shall only sketch the proof, which is similar to those of (5•1) and (5•8). First we prove the following analogue of Theorem ( $11 \cdot 1$ ) of Chapter II:
(8-4) Theorem. Let $\boldsymbol{F}(x)$ be of bounded variation,

$$
\begin{aligned}
& F_{x}(t)=F(x+t)-F(x-t)-2 t F^{\prime}(x), \\
& G_{x}(t)=F(x+t)+F(x-t)-2 F(x),
\end{aligned}
$$

and let $\Phi_{x}(h), \Psi_{f}(h)$ be the total variations of the functions $F_{x}(t), G_{x}(t)$ over the interval $0 \leqslant t \leqslant h$. Then

$$
\Phi_{x}(h)=o(h), \quad \Psi_{x}(h)=o(h)
$$

for almost all $x$.
Let $\gamma$ be any number, and let $V_{\gamma}(t)$ be the total variation of the function $F(t)-\gamma t$. For almost all $x$, we have $V_{\gamma}^{\prime}(x)=\left|F^{\prime}(x)-\gamma\right|$, that is,

$$
h^{-1} \int_{0}^{h}\left|d_{l}\{F(x \pm t)-\gamma( \pm t)\}\right| \rightarrow\left|F^{\prime}(x)-\gamma\right| \quad \text { as } \quad h \rightarrow+0,
$$

where the suffix $t$ indicates that the variation is taken with respect to the variable $t$.

Considering rational values of $\gamma$ and arguing as in the proof of Theorem (11.1) in Chapter II, we prove that
and hence

$$
\int_{0}^{h}\left|d_{l}\left\{F(x \pm t)-( \pm t) F^{\prime}(x)\right\}\right|=o(h)
$$

$$
\int_{0}^{h}\left|d_{t} F_{x}(t)\right|=o(h), \quad \int_{0}^{h}\left|d_{l} G_{x}(t)\right|=o(h),
$$

for almost all $x$.
It is now easy to prove (8.2) for all $x$ with $\Phi_{x}(h)=o(h)$. For

$$
\begin{aligned}
\sigma_{n}^{\alpha}(x) & =\frac{1}{\pi} \int_{-\pi}^{\pi} K_{n}^{\alpha}(x-t) d F(t)=\frac{1}{\pi} \int_{0}^{\pi} K_{n}^{\alpha}(t) d\{F(x+t)-F(x-t)\}, \\
\sigma_{n}^{\alpha}(x)-F^{\prime}(x) & =\frac{1}{\pi} \int_{0}^{\pi} K_{n}^{\alpha}(t) d_{t} F_{x}(t), \\
\left|\sigma_{n}^{\alpha}(x)-F^{\prime}(x)\right| & \leqslant \frac{1}{\pi} \int_{0}^{\pi}\left|K_{n}^{\alpha}(t)\right|\left|d_{t} F_{x}(t)\right|=\frac{1}{\pi} \int_{0}^{1 / n}+\frac{1}{\pi} \int_{1 / n}^{\pi}=A+B,
\end{aligned}
$$

say. Here $A \leqslant 2 n \Phi_{x}(1 / n)=o(1)$. Integration by parts, in view of (5.5), gives

$$
B \leqslant C \pi^{-1} n^{-\alpha}\left[\Phi_{x}(t) t^{-\alpha-1}\right]_{1 / n}^{\pi}+C(1+\alpha) \pi^{-1} n^{-\alpha} \int_{1 / n}^{\pi} \Phi_{x}(t) t^{-\alpha-2} d t=o(1),
$$

and this yields (8.2). To obtain (8.3) we note that

$$
\begin{aligned}
& \tilde{\sigma}_{n}^{\alpha}(x)=-\frac{1}{\pi} \int_{0}^{\pi} \tilde{K}_{n}^{\alpha}(t) d_{l}[F(x+t)+F(x-t)]=-\frac{1}{\pi} \int_{0}^{\pi} \tilde{K}_{n}^{\alpha}(t) d_{l} G_{x}(t), \\
& \tilde{\sigma}_{n}^{\alpha}(x)-\left(-\frac{1}{\pi} \int_{1 / n}^{\pi} \frac{d_{l} G_{x}(t)}{2 \tan \frac{1}{2} t}\right)=-\frac{1}{\pi} \int_{0}^{1 / n} \tilde{K}_{n}^{\alpha}(t) d_{l} G_{x}(t)+\frac{1}{\pi} \int_{-1 / n}^{\pi} H_{n}^{\alpha}(t) d_{l} G_{x}(t)
\end{aligned}
$$

(cf. (5•13)). The two terms on the right are $o(1)$, since $\Psi_{x}(h)=o(h)$. Integration by parts gives

$$
\begin{equation*}
\int_{1 / n}^{\pi} \frac{d_{1} G_{x}(t)}{2 \tan \frac{1}{2} t} d t-\int_{1 / n}^{\pi} \frac{G_{x}(t)}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t=\left[\frac{G_{x}(t)}{2 \tan \frac{1}{2} t}\right]_{1 / n}^{\pi}=o(1) \tag{8•5}
\end{equation*}
$$

for all $x$ at which $F$ is smooth, and this proves (8.3).
Arguing as in the proofs of Theorem (11.9), Chapter II, we find that the the partial sums of $S[d F]$ and $\tilde{S}[d F]$ are $o(\log n)$ almost everywhere.

Taking for granted (again) that the integral (7.19) exists almost everywhere (see Chapter VII, ( $1 \cdot 6$ )) we see that $\tilde{S}[d F]$ is summable (C, $\alpha), \alpha>0$, at almost all points. This implies, in turn, that Theorems (4•4) and (7-25) are valid for Fourier-Stieltjes series.

## 9. Fourier series at simple discontinuities

Given a numerical sequence $s_{0}, s_{1}, s_{2}, \ldots$, consider the numbers

$$
\tau_{n}=\left(\sum_{\nu=1}^{n} \frac{\delta_{\nu}}{\nu}\right) / \log (n+1) \quad(n=1,2, \ldots)
$$

We can verify that the matrix transforming $\left\{8_{n}\right\}$ into $\left\{r_{n}\right\}$ satisfies the conditions of regularity (§1). The method of summability defined by (9.1) is called the logarithmic mean.

Let $\sigma_{\nu}=\left(s_{0}+s_{1}+\ldots+s_{\nu}\right) /(\nu+1)$. Substituting $s_{\nu}=(\nu+1) \sigma_{\nu}-\nu \sigma_{\nu-1}$ into (9.1), we get

$$
\tau_{n}=\left(-\sigma_{0}+\sum_{\nu=1}^{n-1} \frac{\sigma_{\nu}}{\nu}+\frac{n+1}{n}-\sigma_{n}\right) / \log (n+1) .
$$

The matrix transforming $\left\{\sigma_{n}\right\}$ into $\left\{\tau_{n}\right\}$ again satisfies the conditions of regularity, so that the logarithmic mean is at least as strong as (C,1). If $\sigma_{n}=(-1)^{n}$, then $\tau_{n} \rightarrow 0$ though $\lim \sigma_{n}$ does not exist; thus the method of the logarithmic mean is actually stronger than ( $\mathrm{C}, \mathrm{l}$ ).
Theorem (8.13) of Chapter II can be restated as follows: at every point $x$ where $f$ has a jump d, the terms

$$
\nu\left(b_{\nu} \cos \nu x-a_{\nu} \sin \nu x\right)
$$

of $S^{\prime}[f]$ are summable by the logarithmic mean to $d / \pi$. Thus the terms of the differentiated Fourier series determine the jumps of the function.

It can be shown by examples (see p. 314, Example 3) that in general we cannot here replace the logarithmic mean by (C, 1). This, however, can be done if the function is of bounded variation. In this case we assume, slightly more generally, that $F(x)$ is not necessarily periodic but satisfies the condition

$$
F(x+2 \pi)-F(x)=\text { const. } \quad(-\infty<x<+\infty),
$$

and is of bounded variation in $(0,2 \pi)$.
(9-3) Theorem. Let $d F(x) \sim \Sigma c_{\nu} e^{i v x}$. Then

$$
\begin{gather*}
\frac{1}{n} \sum_{\nu=-n}^{n} c_{\nu} e^{i \nu x_{0} \rightarrow \pi^{-1}\left[F\left(x_{0}+0\right)-F\left(x_{0}-0\right)\right] .} \\
F \sim \frac{1}{2} A_{0}+\Sigma\left(A_{\nu} \cos \nu x+B_{\nu} \sin \nu x\right),
\end{gather*}
$$

If
then $S[d F]=S^{\prime}[F]$ and (9.4) can be written

$$
\begin{equation*}
\frac{1}{n} \sum_{\nu=1}^{n} \nu\left(B_{\nu} \cos \nu x_{0}-A_{\nu} \sin \nu x_{0}\right) \rightarrow \pi^{-1}\left[F\left(x_{0}+0\right)-F\left(x_{0}-0\right)\right] . \tag{9.5}
\end{equation*}
$$

In the proof of (9.4) we may suppose that $x_{0}=0$. We verify (9.4) (or (9.5)) for the function

$$
\frac{1}{2}(\pi-x)=\sin x+\frac{1}{2} \sin 2 x+\ldots \quad(0<x<2 \pi) .
$$

Subtracting a multiple of it from $F$ we may suppose that $F$ is continuous at $x=0$, and we have to show that

$$
\sum_{\nu=-n}^{n} c_{\nu}=\frac{1}{\pi} \int_{-\pi}^{\pi} D_{n}(t) d F(t)=\frac{1}{\pi} \int_{-\pi}^{\pi}+\frac{1}{\pi} \int_{\eta<|t|<\pi}=A+B
$$

is $o(n)$. We choose $\eta$ so small that the total variation of $F$ over $(-\eta, \eta)$ is $\leqslant \epsilon$. Then

$$
\begin{aligned}
& |A| \leqslant \pi^{-1}\left(n+\frac{1}{2}\right) \int_{-\pi}^{\eta}|d F(t)|<2 n \pi^{-1} \varepsilon<e n, \\
& |B| \leqslant \pi^{-1} \max _{n \leqslant t \leqslant \pi}\left|D_{n}(t)\right| \int_{n \leqslant|t| \leqslant \pi}|d F(t)|=O(1)=o(n) .
\end{aligned}
$$

Hence $A+B=o(n)$ and (9.3) follows.
We apply Theorem (9.3) to the function $F^{*}$ associated with $F$ by means of the formula ( $1 \cdot 28$ ) of Chapter II. Using the results ( $1 \cdot 29$ ) and ( 1.30 ) of Chapter II, we obtain:
(9.6) Theorem. Let $d F(x) \sim \Sigma c_{\nu} e^{i \nu x}$, and let $d_{1}, d_{2}, \ldots$ be all the jumps of $F(x)$ in $0 \leqslant x<2 \pi$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{2 n+1} \sum_{\nu=-n}^{n}\left|c_{\nu}\right|^{2}=(2 \pi)^{-2} \Sigma\left|d_{j}\right|^{2} \tag{9.7}
\end{equation*}
$$

and $F$ is everywhere continuous if and only if

$$
\begin{equation*}
R_{n}=\frac{1}{2 n+1} \sum_{-n}^{+n}\left|c_{\nu}\right|^{2} \rightarrow 0 \tag{9.8}
\end{equation*}
$$

In particular, $F$ is continuous if $c_{\nu} \rightarrow 0$.
The condition $R_{n} \rightarrow 0$ is equivalent to

$$
\begin{equation*}
R_{n}^{\prime}=\frac{1}{2 n+1} \sum_{-n}^{n}\left|c_{\nu}\right| \rightarrow 0 \tag{9.9}
\end{equation*}
$$

For $R_{n} \leqslant R_{n}^{\prime} \max \left|c_{k}\right|$, and so (9.8) implies (9.8). The converse follows from Schwarz's inequality:

$$
R_{n}^{\prime}=(2 n+1)^{-1} \sum_{-n}^{n}\left|c_{\nu}\right| .1 \leqslant(2 n+1)^{-1}\left(\sum_{-n}^{n}\left|c_{\nu}\right|^{2}\right)^{\frac{1}{2}}(2 n+1)^{t}=R_{n}^{t} .
$$

Return to the hypothesis $f \in \mathrm{~L}$. For applications it is of interest to investigate the Abel summability of the sequence $\left\{\nu\left(b_{\nu} \cos \nu x-a_{\nu} \sin \nu x\right)\right\}$, that is, the existence of the limit of

$$
(1-r) \sum_{\nu=1}^{\infty} \nu\left(b_{\nu} \cos \nu x-a_{\nu} \sin \nu x\right) r^{\nu}=(1-r) \frac{\partial}{\partial x} f(r, x)
$$

as $r \rightarrow 1$. Instead of $d\left(x_{0}\right)=\lim _{t \rightarrow+0}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right]$ we may consider the generalized $j u m p$

$$
\delta\left(x_{0}\right)=\lim _{h \rightarrow 0} \frac{1}{h} \int_{0}^{h}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right] d t=\lim _{h \rightarrow 0} \frac{F\left(x_{0}+h\right)+F\left(x_{0}-h\right)-2 F\left(x_{0}\right)}{h},
$$

where $F$ is the integral of $f$. Thus $\delta\left(x_{0}\right)=0$ is the same thing as the smoothness of $F$ at $x_{0}$. The existence of $d\left(x_{0}\right)$ implies that of $\delta\left(x_{0}\right)$ and both numbers are equal.
(9.11) Theorem. If $\delta\left(x_{0}\right)$ exists and is finite then ( $\left.1-r\right) f_{x}(r, x)$, with $x=x_{0}$, tends to $\delta\left(x_{0}\right) / \pi$ as $r \rightarrow 1$.

We may assume that $a_{0}=0$, so that $F$ is periodic and $f_{x}(r, x)=F_{x x}(r, x)$. We may also take $x_{0}=0$. If $f \sim \Sigma \nu^{-1} \sin \nu x$, then (9.11) is obviously valid and so we may confine ourselves to the case $\delta\left(x_{0}\right)=0$. Since

$$
\begin{equation*}
P^{\prime \prime}(r, t)=\left(1-r^{2}\right) r \frac{\left[2 r\left(1+\sin ^{2} t\right)-\left(1+r^{2}\right) \cos t\right]}{\left(1-2 r \cos t+r^{2}\right)^{3}} \tag{9.12}
\end{equation*}
$$

is even in $t$, and since $\int_{0}^{\pi} P^{n} d t=P^{\prime}(r, \pi)-P^{\prime}(r, 0)=0$, we have

$$
\begin{equation*}
\frac{\partial^{2} F(r, x)}{\partial x^{2}}=\frac{1}{\pi} \int_{-\pi}^{\pi} F(t) \frac{\partial^{2}}{\partial x^{2}} P(r, t-x) d t=\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{1}{2}\{F(x+t)+F(x-t)-2 F(x)\} P^{\prime \prime}(r, t) d t \tag{9.13}
\end{equation*}
$$

It is enough to show that the expression

$$
K(r, t)=(1-r) t P^{\prime \prime}(r, t)
$$

has the properties ( $\mathrm{B}^{\prime}$ ) and (c) of kernels (see § 2). (Property (A) is not needed because $\delta\left(x_{0}\right)=0$.)

Property (c) follows from (9•12). The latter formula also shows that $P^{\prime \prime}(r, t)$ changes sign in $(0, \pi)$ once only, namely, for $\boldsymbol{t}=\boldsymbol{\tau}=\boldsymbol{\tau}(r)$ satisfying

$$
\frac{\cos \tau}{1+\sin ^{2} \tau}=\frac{2 r}{1+r^{2}},
$$

so that $\tau \rightarrow 0$ as $r \rightarrow 1$. Furthermore,

$$
\frac{(1-r)^{2}}{1+r^{2}}=\frac{1-\cos \tau+\sin ^{2} \tau}{1+\sin ^{2} \tau} \simeq \frac{3}{2} \tau^{2}
$$

so that

$$
r \simeq \sqrt{3}(1-r)
$$

For ( $B^{\prime}$ ) we have to show that

$$
\int_{0}^{\pi} t\left|P^{*}(r, t)\right| d t \leqslant \frac{C}{1-r} .
$$

The left-hand side here is

$$
\left(-\int_{0}^{\tau}+\int_{\tau}^{\pi}\right) t P^{\prime \prime} d t=-2 \tau P^{\prime}(r, \tau)+2 P(r, \tau)-P(r, 0)-P(r, \pi)<-2 \tau P^{\prime}(r, \tau)+2 P(r, \tau) .
$$

Since $P(r, \tau) \leqslant 1 /(1-r)$, it is enough to obtain a similar estimate for $-\tau P^{\prime}(r, \tau)$, which is easy by means of $(9 \cdot 14)$. This completes the proof of $(9 \cdot 11)$.

It is to be observed that, in the argument beginning with (9.13), we did not make use of the fact that $F$ was an integral. Thus the reasoning shows that for any integrable $F$ which is smooth at $x$ we have

$$
\begin{equation*}
F_{x x}(r, x)=o\left\{(1-r)^{-1}\right\} \tag{9.15}
\end{equation*}
$$

With the obvious extension to uniformity we can state the following result:
(9-16) Theorem. If $F \in \lambda_{*}$, we have (9.15), uniformly in $x$. If $F \in \Lambda_{*}$, the conclusion holds with ' $O$ ' instead of ' $o$ '.

## 10. Fourier sine series

If $f(x)$ is odd, its Poisson integral may be written

$$
f(r, x)=\frac{1}{\pi} \int_{0}^{\pi} f(t)[P(r, x-t)-P(r, x+t)] d t .
$$

Since $P(r, u)$ is even and decreases in $0<u<\pi$, the difference in square brackets is positive for $0<x<\pi$. Thus, if $f(t)$ is non-negative and $f(t) \neq 0$ in $(0, \pi), f(r, x)$ is strictly positive for $0<x<\pi$. (Of course, $f(r, 0)=f(r, \pi)=0$.) If $m \leqslant f(t) \leqslant M$, and $f(t) \equiv$ const. for $0 \leqslant t \leqslant \pi$, then ( $10 \cdot 1$ ) implies

$$
\frac{m}{\pi} \int_{0}^{\pi}[P(r, x-t)-P(r, x+t)] d t<f(r, x)<\frac{M}{\pi} \int_{0}^{\pi}[P(r, x-t)-P(r, x+t)] d t
$$

for $0<x<\pi$. These inequalities may be rewritten

$$
m \mu(r, x)<f(r, x)<M \mu(r, x),
$$

where $\mu(r, x)$ (positive for $0<x<\pi$ ) is the Poisson integral of the function

$$
\mu(t)=\operatorname{sign} t \quad(|t|<\pi) .
$$

This results holds if summability $A$ is replaced by summability ( $C, 3$ ):
(10-2) Theorem. If $f(x) \equiv 0$ is odd and non-negative in $(0, \pi)$, then the third arithmetic means of $S[f]$ are strictly positive for $0<x<\pi$. More generally, if $f(x)$ 丰const. and $m \leqslant f(x) \leqslant M$ in $(0, \pi)$, then

$$
m \sigma_{n}^{3}(x ; \mu)<\sigma_{n}^{3}(x ; f)<M \sigma_{n}^{3}(x ; \mu) \quad(0<x<\pi ; n=1,2, \ldots)
$$

For the proof it is enough (arguing as in the case of Poisson's kernel) to show that the kernel $K_{n}^{3}(t)$ is strictly decreasing in $(0, \pi)$, or, $K_{n}^{\mathbf{3}}(t)$ being a polynomial, that $\left\{K_{n}^{3}(t)\right\}^{\prime} \leqslant 0$ there. The expression $\left\{K_{n}^{3}(t)\right\}^{\prime}$ is the Cesaro mean $S_{n}^{3}(t) / A_{n}^{3}$ of the series $\frac{1}{2}+\cos t+\cos 2 t+\ldots$ differentiated term by term. Then (1.9) gives the identity

$$
\sum_{n=0}^{\infty} S_{n}^{3}(t) r^{n}=(1-r)^{-4} P^{\prime}(r, t)=-\left[\frac{1}{2} \frac{1-r^{2}}{(1-r)^{2} \Delta(r, t)}\right]^{2} \frac{4 r \sin t}{1-r^{2}}
$$

where

$$
\Delta(r, t)=1-2 r \cos t+r^{2} .
$$

Using (1.9) again we see that the expression in square brackets is the power series

$$
K_{0}(t)+2 K_{1}(t) r+3 K_{2}(t) r^{2}+\ldots
$$

where $K_{n}(t)$ is Fejér's kernel and is non-negative. Since $r /\left(1-r^{2}\right)=r+r^{3}+\ldots$ also has non-negative coefficients, we see that $S_{n}^{3}(t) \leqslant 0$ in ( $0, \pi$ ), and ( $10 \cdot 2$ ) follows.

## 11. Gibbs's phenomenon for the method (C, $\alpha$ )

This phenomenon was defined in $\S 9$ of Chapter II. Let $M\left(x_{0}\right)$ and $m\left(x_{0}\right)$ be the maximum and minimum of $f$ at $x_{0}$ (see § 2). Since for every $\left\{x_{n}\right\} \rightarrow x_{0}$ the limits of indetermination of $\sigma_{n}\left(x_{n}\right)$ are contained between $m\left(x_{0}\right)$ and $M\left(x_{0}\right)$ (see (2.30); the ( $\mathrm{C}, 1$ ) mean of $\mathrm{S}[f]$ does not show the phenomenon. It is easy to see that if the phenomenon for ( $\mathrm{C}, \alpha$ ) is not shown for $\alpha=\alpha_{1}$ then it is not shown for any $\alpha>\alpha_{1}$. For if

$$
m\left(x_{0}\right)-\epsilon \leqslant \sigma_{n}^{\alpha_{1}}(x) \leqslant M\left(x_{0}\right)+\epsilon
$$

for $\left|x-x_{0}\right| \leqslant \eta, n>n_{0}$, then

$$
m\left(x_{0}\right)-2 \varepsilon \leqslant \sigma_{n}^{\alpha}(x) \leqslant M\left(x_{0}\right)+2 \varepsilon
$$

for $\left|x-x_{0}\right| \leqslant \eta, n>n_{1}(\operatorname{see}(1 \cdot 5))$. It is therefore enough to consider the range $0<\alpha<1$.
(11-1) Theorem. There is an absolute constant $\alpha_{0}, 0<\alpha_{0}<1$, with the following property: if $f(x)$ has a simple discontinuity at a point $\xi$, the means $\sigma_{n}^{\alpha}(x ; f)$ show Gibbs's phenomenon at $\xi$ for $\alpha<\alpha_{0}$ but not for $\alpha \geqslant \alpha_{0}$.

Since $S[f]$ is uniformly summable ( $C, \alpha$ ) at every point of continuity, it is enough (as in Chapter II, §9) to prove (11-1) for the function

$$
f(x) \sim \sin x+\frac{1}{2} \sin 2 x+\ldots
$$

at $\xi=0$. Observing that $S^{\prime}[f]=\cos x+\cos 2 x+\ldots$, we find

$$
\left.\begin{array}{l}
\sigma_{n}^{\alpha}(x)=-\frac{1}{2} x+\int_{0}^{x} K_{n}^{\alpha}(t) d t \\
\sigma_{n}^{\alpha}(x)=\frac{1}{2}(\pi-x)-\int_{x}^{\pi} K_{n}^{\alpha}(t) d t
\end{array}\right\}
$$

Let us first take $\alpha=1$. The first formula then gives

$$
\begin{align*}
\sigma_{n}(x)= & -\frac{1}{2} x+\frac{2}{n+1} \int_{0}^{x} \frac{\sin ^{2} \frac{1}{2}(n+1) t}{t^{2}} d t+\frac{2}{n+1} \int_{0}^{x} \sin ^{2} \frac{1}{2}(n+1) t\left[\frac{1}{\left(2 \sin \frac{1}{2} t\right)^{2}}-\frac{1}{t^{2}}\right] d t \\
& =-\frac{1}{2} x+\int_{0}^{1(n+1) x}\left(\frac{\sin u}{u}\right)^{2} d u+R_{n}(x), \tag{11.3}
\end{align*}
$$

where $R_{n}(x)=O(1 / n)$ uniformly in $x$. Observing that $\sigma_{n}(x) \rightarrow \frac{1}{2}(\pi-x)$ for $0<x<2 \pi$. we deduce the formula

$$
\int_{0}^{\infty}\left(\frac{\sin u}{u}\right)^{2} d u=\frac{1}{2} \pi
$$

(This is an analogue of (8.4) in Chapter II and can be deduced from it by integration by parts.) From ( 11.3 ) and (11.4) we get

$$
\sigma_{n}(x)=\frac{1}{2}(\pi-x)-\int_{\neq(n+1) x}^{\infty}\left(\frac{\sin u}{u}\right)^{2} d u+R_{n}(x)<\frac{1}{2} \pi-\int_{n x}^{\infty}\left(\frac{\sin u}{u}\right)^{2} d u+R_{n}(x)
$$

for $n \geqslant 1$. Hence
(i) given any $l>0$, there is $a \delta=\delta(l)>0$ and an $n_{0}=n_{0}(l)$ such that

$$
\sigma_{n}(x)<\frac{1}{2} \pi-\delta \quad \text { for } \quad 0 \leqslant x \leqslant l / n, n>n_{0} .
$$

We shall now use the approximate formulae (5.15) for $K_{n}^{\alpha}(t)$. Integrating the righthand side there over ( $x, \pi$ ), applying the second mean-value theorem to the first integral and using the second formula (11-2), we get for $\sigma_{n}^{\alpha}(x)$ the value

$$
\frac{1}{2}(\pi-x)-\frac{\alpha}{n+1} \frac{1}{2} \cot \frac{1}{2} x+\frac{2 \theta_{1}}{n A_{n}^{\alpha}\left(2 \sin \frac{1}{2} x\right)^{\alpha+1}}+\frac{B}{n^{2} x^{2}},
$$

where $\left|\theta_{1}\right| \leqslant 1$ and $|B|$ is less than an absolute constant. Since $A_{n}^{\alpha} \geqslant C n^{\alpha}$ for $\mu \geqslant 1$ and $0 \leqslant \alpha \leqslant 1$, we see that, for $n x$ large enough, of the three last terms in (11.5) the first is the largest in absolute value. Therefore
(ii) if $\frac{1}{2} \leqslant \alpha \leqslant 1$, there is an $l_{1}$ such that $\left|\sigma_{n}^{\alpha}(x)\right| \leqslant \frac{1}{2} \pi$ for $l_{1} / n \leqslant x \leqslant \pi, n \geqslant n_{1}$.

We shall now show that
(iii) if $1-\alpha$ is small enough then $\left|\sigma_{n}^{\alpha}(x)\right| \leqslant \frac{1}{2} \pi$ for $0 \leqslant x \leqslant l_{1} / n$.

This, in conjunction with (ii), will prcve that if $\alpha$ is close enough to 1 the $\sigma_{n}^{\alpha}(x)$ do not show Gibbs's phenomenon. First of all we verify the inequality

$$
A_{k}^{\alpha} / A_{n}^{\alpha} \geqslant A_{k}^{\beta} / A_{n}^{\beta} \quad \text { for } \quad-1<\alpha<\beta, 0 \leqslant k \leqslant n .
$$

From it we deduce that $\left|\sigma_{n}^{\alpha}(x)-\sigma_{n}^{\beta}(x)\right|$ is less than

$$
\sum_{\nu=1}^{n}\left(\frac{A_{n-\nu}^{\alpha}}{A_{n}^{\alpha}}-\frac{A_{n-\nu}^{\beta}}{A_{n}^{\beta}}\right)\left|\frac{\sin \nu x}{\nu}\right| \leqslant x \sum_{\nu=1}^{n}\left(\frac{A_{n-\nu}^{\alpha}}{A_{n}^{\alpha}}-\frac{A_{n-\nu}^{\beta}}{A_{n}^{\beta}}\right)=x\left(\frac{A_{n}^{\alpha+1}}{A_{n}^{\alpha}}-\frac{A_{n}^{\beta+1}}{A_{n}^{\beta}}\right)=\frac{n x(\beta-\alpha)}{(\alpha+1)(\beta+1)} .
$$

For $\beta=1$ the last term is less than $\frac{1}{2} n x(1-\alpha)$, and so, using (i), it is enough to take $\alpha$ such that $\frac{1}{2}(1-\alpha) l_{1} \leqslant \delta\left(l_{1}\right)$.

In order to show that for $\alpha$ positive and small enough the phenomenon does occur, we consider the difference $\sigma_{n}^{\alpha}-\sigma_{n}^{0}=\sigma_{n}^{\alpha}-s_{n}$, which, by (11-6), is rumerically less than $n x \alpha /(\alpha+1)<n x \alpha$. Since $s_{n}(\pi / n)$ tends to a limit greater than $\frac{1}{2} \pi$ (Chapter II, §9), it follows that $\lim \inf \sigma_{n}^{\alpha}(\pi / n)>\frac{1}{2} \pi$, and so the phenomenon does occur, for $\alpha$ small enough.

We have therefore shown the existence of $\alpha_{0}, 0<\alpha_{0}<1$, such that for $\alpha<\alpha_{0}$ we have the phenomenon, while for $\alpha>\alpha_{0}$ we do not. If we show that the set $G$ of $\alpha$ for which the phenomenon occurs is open, it cannot occur for $\alpha=\alpha_{0}$, and the proof of (11.1) will be complete.

Let $0<\alpha^{\prime}<\alpha_{0}$. As in (ii) we see that there is an $l^{\prime}$ such that

$$
\left|\sigma_{n}^{\alpha}(x)\right| \leqslant \frac{1}{2} \pi \quad \text { for } \quad \alpha^{\prime} \leqslant \alpha \leqslant 1, \quad l^{\prime} / n \leqslant x \leqslant \pi, n \geqslant n^{\prime}
$$

From the majorant (11-6) for $\left|\sigma_{n}^{\alpha}-\sigma_{n}^{\beta}\right|$ we deduce that $\sigma_{n}^{\alpha}(x)$ is a uniformly continuous function of $\alpha$ in the range $0 \leqslant \alpha \leqslant 1,0 \leqslant x \leqslant l^{\prime} / n, n=1,2, \ldots$. If the Gibbs's phenomenon occurs for a value $\alpha>\alpha^{\prime}$, that is, if there is an $x_{n} \rightarrow 0$ such that $\sigma_{n}^{\alpha}\left(x_{n}\right)>\frac{1}{8} \pi+\epsilon$ for all $n$ large enough, then, first, $0<x_{n} \leqslant l^{\prime} / n$, and secondly, if $\beta-\alpha$ is small enough, $\sigma_{n}^{\beta}\left(x_{n}\right) \geqslant \frac{1}{2} \pi+\frac{1}{2} \epsilon$. This shows that $G$ is open and completes the proof of (11•1).

## 12. Theorems of Rogosinski

Let $\lambda(t)$ be a function with $\lambda(0)=1$. Any series $u_{0}+u_{1}+\ldots$ may be considered as the series

$$
\sum_{\nu=0}^{\infty} u_{\nu} \lambda(\nu t)
$$

at the point $t=0$. Let $s_{n}(t)$ be the $n$th partial sum of ( $12 \cdot 1$ ), and $s_{n}$ the $n$th partial sum of $\Sigma u_{v}$. We shall investigate the behaviour of $s_{n}(t)$ as $n \rightarrow \infty$ and simultaneously $t \rightarrow 0$.
(12-2) Theorem. Suppose that $\alpha_{n}=O(1 / n)$. (i) If $\lambda(t)$ is continuous at $t=0$ and is of bounded variation over every finite interval, then $\delta_{n} \rightarrow \delta$ implies $\delta_{n}\left(\alpha_{n}\right) \rightarrow s$. (ii) If $\lambda^{\prime \prime}(t)$ exists and is bounded over every finite interval, then the summability (C,1) of $u_{0}+u_{1}+\ldots$ to sum $s$ implies $s_{n}\left(\alpha_{n}\right)-\left(s_{n}-s\right) \lambda\left(n \alpha_{n}\right) \rightarrow s$.
(i) Summation by parts gives

$$
s_{n}\left(\alpha_{n}\right)=\sum_{\nu=0}^{n-1} s_{n}\left[\lambda\left(\nu \alpha_{n}\right)-\lambda\left((\nu+1) \alpha_{n}\right)\right]+s_{n} \lambda\left(n \alpha_{n}\right) .
$$

This is a linear transformation of $\left\{s_{p}\right\}$ which satisfies the conditions of regularity, and (i) follows.
(ii) Let $\sigma_{n}$ be the (C, 1) means of $u_{0}+u_{1}+\ldots$. Summation by parts gives

$$
\begin{aligned}
& s_{n}\left(\alpha_{n}\right)-s_{n} \lambda\left(n \alpha_{n}\right)+\sigma_{n} \lambda\left(n \alpha_{n}\right) \\
& =\sum_{\nu=0}^{n-2}(\nu+1) \sigma_{\nu}\left[\lambda\left(\nu \alpha_{n}\right)-2 \lambda\left((\nu+1) \alpha_{n}\right)+\lambda\left((\nu+2) \alpha_{n}\right)\right]+n \sigma_{n-1}\left[\lambda\left((n-1) \alpha_{n}\right)-\lambda\left(n \alpha_{n}\right)\right] \\
& \quad+\sigma_{n} \lambda\left(n \alpha_{n}\right), \quad(12 \cdot 5)
\end{aligned}
$$

and the right-hand side is a linear transformation of $\left\{\sigma_{\nu}\right\}$. The example $u_{0}=1$, $u_{1}=u_{2}=\ldots=0$ gives $s_{0}=s_{1}=\ldots=1, \sigma_{0}=\sigma_{1}=\ldots=1$ and shows that the sum of the coefficients of the $\sigma_{\boldsymbol{p}}$ on the right is 1 . This proves condition (iii) of regularity.

We now observe that for any fixed $x$,

$$
\begin{gathered}
\lambda(x+u)-\lambda(x)=u \lambda^{\prime}(x+\theta u), \\
\lambda(x+u)+\lambda(x-u)-2 \lambda(x)=\frac{1}{2} u^{2} \lambda^{\prime \prime}\left(x+\theta_{1} u\right),
\end{gathered}
$$

where $\theta$ and $\left|\theta_{1}\right|$ are between 0 and 1. Let $\left|n \alpha_{n}\right| \leqslant h$ for all $n$, and denote by $M$ the common bound of $|\lambda(t)|,\left|\lambda^{\prime}(t)\right|$ and $\left|\lambda^{\prime}(t)\right|$ in the interval ( $-h, h$ ); then we find that the sum of the moduli of the coefficients of the $\sigma_{\nu}$ on the right in (12.5) is at most

$$
M \cdot \frac{1}{2} \alpha_{n}^{2} \sum_{0}^{n-2}(\nu+1)+n M\left|\alpha_{n}\right|+M \leqslant M\left(\frac{1}{2} h^{2}+h+1\right)
$$

This proves condition (ii) of regularity. Condition (i) follows from the continuity of $\lambda$ at $t=0$. Hence the left-hand side of (12.5) tends to $s$ and (12.3) follows.

We note that if $\alpha_{n}=\alpha / n$, where $\alpha$ is a zero of $\lambda(t)$, then (12.3) simplifies.
We also observe that if the terms of $u_{0}+u_{1}+\ldots$ depend on a parameter, and if the hypotheses concerning this series are satisfied uniformly, the conclusions also hold uniformly.

Suppose now that $\lambda(t)$ satisfies the same conditions as before, except for the condition $\lambda(0)=1$. The case $\lambda(0) \neq 0$ reduces to $\lambda(0)=1$ by considering $\lambda(t) / \lambda(0)$. If, however, $\lambda(0)=0$, condition (iii) of regularity is no longer satisfied and the matrices generating the transformations (12.4) and (12.5) will have sums 0 in each row.

The result for this case is:
(12.6) Throrem. If $\lambda(0)=0$, and if the other conditions of (12-2) are satisfied, we have

$$
s_{n}\left(\alpha_{n}\right) \rightarrow 0, \quad s_{n}\left(\alpha_{n}\right)-\left(s_{n}-s\right) \lambda\left(n \alpha_{n}\right) \rightarrow 0
$$

respectively, according as $u_{0}+u_{1}+\ldots$ is convergent or summable ( $\mathrm{C}, 1$ ) to sum s .
The most important special cases are $\lambda(t)=\cos t$ and $\lambda(t)=\sin t$. The reason for this is that, if $S_{n}(x)$ denotes the partial sum of any series
then

$$
\left.\begin{array}{c}
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right), \\
\frac{1}{2}\left[S_{n}\left(x+\alpha_{n}\right)+S_{n}\left(x-\alpha_{n}\right)\right]=\frac{1}{2} a_{0}+\sum_{\nu=1}^{n}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right) \cos \nu \alpha_{n} \\
\frac{1}{2}\left[S_{n}\left(x+\alpha_{n}\right)-S_{n}\left(x-\alpha_{n}\right)\right]=-\sum_{\nu=1}^{n}\left(a_{\nu} \sin \nu x-b_{\nu} \cos \nu x\right) \sin \nu \alpha_{n}
\end{array}\right\}
$$

are $s_{n}\left(\alpha_{n}\right)$ with $\lambda(t)=\cos t, \sin t$. Thus from the first formula we get:
(12.9) Theorem. Let $\alpha_{n}=O(1 / n)$, and let $S_{n}(x)$ be the partial sums of (12.7). Then

$$
\frac{1}{2}\left[S_{n}\left(x+\alpha_{n}\right)+S_{n}\left(x-\alpha_{n}\right)\right] \rightarrow \delta
$$

at every point where $S_{n}(x) \rightarrow 8$; and

$$
\frac{1}{2}\left[S_{n}\left(x+\alpha_{n}\right)+S_{n}\left(x-\alpha_{n}\right)\right]-\left(S_{n}(x)-8\right) \cos n \alpha_{n}
$$

tends to 8 at every point where (12.7) is summable (C,1) to 8 . In particular, if (12.7) is $S[f],(12 \cdot 10)$ tends to $f(x)$ at every point of continuity of $f$, and the convergence is uniform over any closed interval of continuity.

If $\alpha_{n}=\frac{1}{2} p \pi / n$, where $p$ is any fixed odd integer, (12.10) becomes

$$
\frac{1}{2}\left[S_{n}\left(x+\frac{1}{2} p \pi / n\right)+S_{n}\left(x-\frac{1}{\left.\left.\frac{1}{2} p \pi / n\right)\right]}\right.\right.
$$

and this expression gives a method of summability of trigonometric series not weaker than the method $(\mathrm{C}, 1)$.

If $\alpha_{n}=\frac{1}{2} p \pi / n+O\left(n^{-2}\right)$, the last term in (12-10) is $o(1)$, since $S_{n}(x)=o(n)$ wherever (12.7) is summable (C, 1). In particular, what was said about (12.11) also applies to

$$
\frac{1}{2}\left[S_{n}\left(x+\frac{p \pi}{2 n+1}\right)+S_{n}\left(x-\frac{p \pi}{2 n+1}\right)\right](p=1,3,5, \ldots) .
$$

(12.13) Theorem. Let (12.7) be S[f] and let $\xi$ be a point of continuity of $f$. Then, for any sequence $h_{n} \rightarrow 0$, the expression
tends to $f(\xi)$.

$$
\tau_{n}(\xi)=\frac{1}{2}\left[S_{n}\left(\xi+h_{n}+\frac{1}{2} \pi / n\right)+S_{n}\left(\xi+h_{n}-\frac{1}{2} \pi / n\right)\right]
$$

For (12.5), with $\lambda(t)=\cos t, \alpha_{n}=\pi / 2 n$ shows that $\lim \sup \left|s_{n}\left(\alpha_{n}\right)\right| \leqslant A \lim \sup \left|\sigma_{\nu}\right|$, where $A$ is an absolute constant. Similarly

$$
\lim \sup \left|\tau_{n}(\xi)\right| \leqslant A \limsup _{v \rightarrow \infty, n \geqslant v}\left|\sigma_{\nu}\left(\xi+h_{n} ; f\right)\right| .
$$

We may suppose that $f(\xi)=0$. Taking into account that $\sigma_{\nu}\left(\xi+h_{n} ; f\right) \rightarrow 0$ (see (2.30)), we have $\tau_{n}(\xi) \rightarrow 0$.

In Chapter VIII we shall see that $S_{n}(x ; f)$ may diverge at a point $\xi$ of continuity of $f$. Theorem (12.13) indicates the existence of a certain symmetry in the behaviour of the curves $y=S_{n}(x)$ near $\xi$ : The mean of the values of $S_{n}(x)$ at the end-points of any interval of length $\pi / n$ differs little from $f(\xi)$, if the distance of its midpoint from $\xi$ is small.

These are applications of $\lambda(t)=\cos t$. Now let $\lambda(t)=\sin t$. From the second formula ( $12 \cdot 8$ ), and from (12.6), we get
(12.15) Theorem. Let $\alpha_{n}=O(1 / n)$, and let $S_{n}(x)$ and $S_{n}(x)$ be the partial sums of (12.7) and of the conjugate series. Then

$$
S_{n}\left(x+\alpha_{n}\right)-S_{n}\left(x-\alpha_{n}\right) \rightarrow 0
$$

at every point $x$ where the conjugate series converges. At every point where it is summable $(\mathrm{C}, 1)$ to $\tilde{8}$, we have

$$
\frac{1}{2}\left[S_{n}\left(x+\alpha_{n}\right)-S_{n}\left(x-\alpha_{n}\right)\right]+\left(S_{n}(x)-\tilde{s}\right) \sin n \alpha_{n} \rightarrow 0
$$

Hence, if $q$ is any fixed integer,

$$
S_{n}(x+q \pi / n)-S_{n}(x-q \pi / n) \rightarrow 0
$$

at every point where $\left\{S_{n}(x)\right\}$ is summable (C, 1), and in particular almost everywhere if $(12.7)$ is an $S[f]$.
(12-16) Theorem. Let $S_{n}(x)$ be the partial sums of $\sum_{0}^{\infty} c_{\nu} e^{i v x}$ and let $\alpha_{n}=O(1 / n)$. Then $S_{n}\left(x+\alpha_{n}\right) \rightarrow 8$ if $S_{n}(x) \rightarrow 8$; and

$$
S_{n}\left(x+\alpha_{n}\right)-\left(S_{n}(x)-s\right) e^{i n \alpha_{n}} \rightarrow s
$$

if $\left\{S_{n}(x)\right\}$ is summable $(\mathrm{C}, 1)$ to $s$.
Apply (12.2), with $\lambda(t)=e^{i t}$, to $S_{n}\left(x+\alpha_{n}\right)=\sum_{0}^{n} c_{\nu} e^{i \nu x} \cdot e^{i \nu \alpha_{n}}$.

## 13. Approximation to functions by trigonometric polynomials

Given a periodic and continuous function $f(x)$, the deviation $\delta(f, T)$ of a trigonometric polynomial $T(x)$ from $f$ is defined by the formula

$$
\delta(f, T)=\max |f(x)-T(x)|
$$

The lower bound of the numbers $\delta(f, T)$ for all polynomials

$$
T(x)=\frac{1}{2} a_{0}+\sum_{1}^{n}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right)
$$

of given order $n$ will be denoted by $E_{n}[f]$ and called the best approximation of $f$ of order $n$. By (3•6), $E_{n}[f]$ tends (monotonically) to 0 as $n \rightarrow \infty$.
(13.1) Theorem. Given $f$ and $n, E_{n}[f]$ is 'attained'; that is to say there is a polynomial $T^{*}(x)=T^{*}(x ; f, n)$ of order $n$ such that $\delta\left(f, T^{*}\right)=E_{n}[f]$.

For let $T^{1}, T^{2}, \ldots$, be a sequence of polynomials of order $n$ such that

$$
\begin{equation*}
\delta\left(f, T^{k}\right) \leqslant E_{n}[f]+1 / k \quad(k=1,2, \ldots) \tag{13•2}
\end{equation*}
$$

In particular, the $T^{k}$ are uniformly bounded. Thus if $a_{0}^{k}, \ldots, b_{n}^{k}$ are the coefficients of $T^{k}$, these numbers are all bounded. By the theorem of Bolzano-Weierstrass, there is a subsequence of the points $\left(a_{0}^{k}, \ldots, b_{n}^{k}\right)$ of $(2 n+1)$-dimensional space which tends to a limit, ( $a_{0}^{*}, \ldots, b_{n}^{*}$ ). The corresponding $T^{k}(x)$ then tend uniformly to a polynomial $T^{*}(x)$ of order $n$. From (13.2) we get $\delta\left(f, T^{*}\right) \leqslant E_{n}[f]$, and since the opposite inequality is obvious (13-1) follows.

Lot us write

$$
f(x)=T^{*}(x)+R(x)
$$

so that $|R(x)| \leqslant E_{n}=E_{n}[f]$. Let $s_{k}(x)$ and $r_{k}(x)$ denote the partial sums, and $\sigma_{k}(x)$ and $\rho_{k}(x)$ the (C, 1) means, of $S[f]$ and $S[R]$ respectively. For $k \geqslant n$ we have $s_{k}=T^{*}+r_{k}$, so that

$$
\begin{align*}
h^{-1} \sum_{n}^{n+n-1} s_{k} & =T^{*}+h^{-1} \sum_{n}^{n+n-1} r_{k}  \tag{13•3}\\
\left(1+\frac{n}{h}\right) \sigma_{n+h-1}-\frac{n}{h} \sigma_{n-1} & =T^{*}+\left(1+\frac{n}{h}\right) \rho_{n+h-1}-\frac{n}{h} \rho_{n-1}
\end{align*}
$$

Since $\left|\rho_{k}\right| \leqslant E_{n}$ for all $k$, the right-hand side of (13.4) differs from $T^{*}$ by not more than $(1+2 n / h) E_{n}$, and so from $f$ by not more than $2(1+n / h) E_{n}$. The left-hand side of (13.4) is a delayed arithmetic mean of $S[f]$ (see p. 80). For $h=n$ we get:
(13.5) Theorem. Let $\sigma_{n}(x)=\sigma_{n}(x ; f)$. Then the difference between $f$ and

$$
\tau_{n}(x)=2 \sigma_{2 n-1}(x)-\sigma_{n-1}(x)
$$

never exceeds $4 E_{n}[f]$.
We know that $\tau_{n}(x)$ is obtained by adding to $S_{n}(x ; f)$ a simple linear combination of the next $n-1$ terms of $S[f]$. In this way we obtain a polynomial whose approximation to $f$ is almost as good as the best approximation $E_{n}$. (One must not forget, however, that $\tau_{n}$ is of order $2 n-1$.)
(13.6) Theorem. Let $f(x)$ be periodic and kimes differentiable. If $\left|f^{(k)}(x)\right| \leqslant M$, then

$$
\begin{equation*}
E_{n}[f] \leqslant A_{k} M n^{-k} \quad(n=1,2, \ldots) \tag{13•7}
\end{equation*}
$$

If $f^{(k)}$ is continuous and has modulus of continuity $\omega(\delta)$, then

$$
\begin{equation*}
E_{n}[f] \leqslant B_{k} \omega\left(\frac{2 \pi}{n}\right) n^{-k} \quad(n=1,2, \ldots) \tag{13•8}
\end{equation*}
$$

The constants $A_{k}$ and $B_{k}$ here depend on $k$ only.

Let $\tau_{m}=2 \sigma_{2 m-1}-\sigma_{m-1}$. Using the formula (3.24) with $\omega=2 m$ and with $\omega=m$, we get
where

$$
\begin{equation*}
\tau_{m}(x)=\frac{2}{\pi m} \int_{-\infty}^{+\infty} f(x+t) \frac{h(m t)}{t^{2}} d t \tag{13.9}
\end{equation*}
$$

$$
h(t)=\sin ^{2} t-\sin ^{2} \frac{1}{2} t=\frac{1}{2}(\cos t-\cos 2 t),
$$

and, by (11-4),

$$
\tau_{m}(x)-f(x)=\frac{2}{\pi} \int_{0}^{\infty}\left\{f\left(x+\frac{t}{m}\right)+f\left(x-\frac{t}{m}\right)-2 f(x)\right\} \frac{h(t)}{t^{2}} d t
$$

We introduce the functions

$$
H_{0}(t)=h(t) / t^{2}, \quad H_{i}(t)=\int_{i}^{\infty} H_{i-1}(u) d u \quad(i=1,2, \ldots)
$$

and temporarily take for granted that
(i) the integral defining $H_{i}(t)$ is absolutely convergent for $i=1,2, \ldots$;
(ii) $H_{\mathbf{2}}(0)=H_{5}(0)=H_{7}(0)=\ldots=0$.

Then, integrating by parts as many times as the existence of derivatives of $f$ permits, we find for $\tau_{m}-f$ the values

$$
\begin{aligned}
\frac{2}{\pi} \int_{0}^{\infty}\left\{f\left(x+\frac{t}{m}\right)+f\left(x-\frac{t}{m}\right)-2 f(x)\right\} H_{0}(t) d t & =\frac{2}{\pi m} \int_{0}^{\infty}\left\{f^{\prime}\left(x+\frac{t}{m}\right)-f^{\prime}\left(x-\frac{t}{m}\right)\right\} H_{1}(t) d t \\
& =\frac{2}{\pi m^{2}} \int_{0}^{\infty}\left\{f^{\prime \prime}\left(x+\frac{t}{m}\right)+f^{\prime \prime}\left(x-\frac{t}{m}\right)\right\} H_{2}(t) d t \\
& =\frac{2}{\pi m^{3}} \int_{0}^{\infty}\left\{f^{\prime \prime}\left(x+\frac{t}{m}\right)-f^{\prime \prime}\left(x-\frac{t}{m}\right)\right\} H_{3}(t) d t \\
& =\ldots .
\end{aligned}
$$

Hence

$$
\left|\tau_{m}(x)-f(x)\right| \leqslant C_{k} m^{-k} M \quad \text { with } \quad C_{k}=\frac{4}{\pi} \int_{0}^{\infty}\left|H_{k}(t)\right| d t
$$

so that $E_{\mathbf{2 m - 1}} \leqslant C_{k} m^{-k} M$. The same inequality holds for $E_{\mathbf{2 m}}\left(\leqslant E_{\mathbf{m}_{m-1}}\right)$, and it follows for any $n$ (whether even or odd) that

$$
E_{n} \leqslant C_{k}\left(\frac{1}{2} n\right)^{-k} M,
$$

which is (13.7) with $A_{k}=2^{k} C_{k}$.
We now prove (i). It is enough to show that each $H_{i}(t)$ is $O\left(t^{-2}\right)$ near $t=\infty$. (Since $H_{0}(t)$ is bounded, this will also imply that each $H_{i}(t)$ is bounded for $0 \leqslant t<\infty$.) The fact is obvious for $H_{0}(t)$. Let now $h_{i}(t)$ denote that ith integral of $h(t)$ which is periodic and has no constant term; $h_{i}(t)$ is either

$$
\pm \frac{1}{2}\left(\cos t-2^{-i} \cos 2 t\right) \quad \text { or } \quad \pm \frac{1}{2}\left(\sin t-2^{-i} \sin 2 t\right) .
$$

Integration by parts gives

$$
\begin{equation*}
H_{1}(t)=-\frac{h_{1}(t)}{t^{2}}-2!\frac{h_{2}(t)}{t^{3}}-\ldots-p!\frac{h_{p}(t)}{t^{p+1}}+(p+1)!\int_{t}^{\infty} \frac{h_{p}(u)}{u^{p+2}} d u . \tag{13.11}
\end{equation*}
$$

Here $p$ is any positive integer. Since $\left|h_{p}(u)\right| \leqslant 1$, the last term is numerically not greater than $p!t^{-(p+1)}$. Hence $H_{1}(t)=O\left(t^{-2}\right)$. If we integrate (13•11) over ( $t,+\infty$ ), integrating the terms on the right by parts, we find that $H_{2}(t)$ is a sum of a linear combination of $h_{2}(t) t^{-2}, h_{3}(t) t^{-3}, \ldots$ and a remainder $O\left(t^{-p}\right)$. Similarly, $H_{3}(t)$ is a sum of a linear combination of $h_{3}(t) t^{-2}, h_{4}(t) t^{-3}, \ldots$ and a remainder $O\left(t^{-(p-1)}\right)$, and so on. This proves (i).

To prove (ii), we apply (13.9) to the functions $f(t)=1$ and $f(t)=\cos t$. Correspondingly, $\tau_{m}(x)=1$ and $\tau_{m}(x)=\cos x, m \geqslant 1$. This gives, at $x=0$,

$$
\frac{4}{\pi} \int_{0}^{\infty} H_{0}(t) d t=1, \quad \frac{4}{\pi} \int_{0}^{\infty} \cos \frac{t}{m} H_{0}(t) d t=1 .
$$

Integrating the second integral by parts twice and using the first identity, we get

$$
\int_{0}^{\infty} \cos \frac{t}{m} H_{2}(t) d t=0
$$

In this, $\cos (t / m) \rightarrow 1$ uniformly over any finite interval as $m \rightarrow \infty$, so that $\int_{0}^{\infty} H_{2} d t=0$. Similarly we prove that $\int_{0}^{\infty} H_{4} d t=0$, and so on. This gives (ii).

The second part of ( $13 \cdot 6$ ) is obtainable from the first by a simple device. Given any periodic and integrable $f(x)$, whose integral is $F(x)$, and a number $\delta>0$, let

$$
f_{\delta}(x)=\frac{1}{2 \delta} \int_{-\delta}^{\delta} f(x+t) d t=\frac{1}{2 \delta} \int_{x-\delta}^{x+\delta} f(t) d t=\frac{F(x+\delta)-F(x-\delta)}{2 \delta} .
$$

The function $f_{\delta}(x)$, which is also periodic, is called the moving average of $f(x)$. If $f$ has $k$ continuous derivatives, $f_{8}$ has $k+1$ such derivatives. For $f$ absolutely continuous, we have $\left(f_{8}\right)^{\prime}=\left(f^{\prime}\right)_{8}$. Though we shall not need the fact here, we observe that the modulus of continuity of $f_{\delta}$ never exceeds that of $f$. Clearly,

$$
\left|f_{\delta}(x)-f(x)\right| \leqslant \omega(\delta ; f) .
$$

Returning to the second part of (13.6) we write

$$
f(x)=f_{8}(x)+g(x) .
$$

Then $f_{\delta}(x)$ has $k+1$ derivatives, and, by (13-12) and (13-13),

$$
\begin{aligned}
\left|f^{(k+1)}(x)\right|= & \frac{\left|f^{(k)}(x+\delta)-f^{(k)}(x-\delta)\right|}{2 \delta} \leqslant(2 \delta)^{-1} \omega\left(2 \delta ; f^{(k)}\right) \leqslant \delta^{-1} \omega\left(\delta ; f^{(k)}\right) \\
& \left|g^{(k)}(x)\right|=\left|f^{(k)}(x)-f_{\delta}^{(k)}(x)\right| \leqslant \omega\left(\delta ; f^{(k)}\right)
\end{aligned}
$$

Hence, by (13.7),

$$
E_{n}[f] \leqslant E_{n}\left[f_{d}\right]+E_{n}[g]=A_{k+1} n^{-k-1} \delta^{-1} \omega\left(\delta ; f^{k}\right)+A_{k} n^{-k} \omega\left(\delta ; f^{(k)}\right),
$$

and setting here $\delta=2 \pi / n$, we get (13.8) with $B_{k}=A_{k}+A_{k+1} / 2 \pi$.
(13.14) Theorem. If $f$ has a continuous $k$-th derivative $(k=0,1, \ldots)$, and if $f^{(k)} \in \Lambda_{\alpha}$, $0<\alpha \leqslant 1$, then

$$
\begin{equation*}
E_{n}[f]=O\left(n^{-k-\alpha}\right) \tag{13.15}
\end{equation*}
$$

This inequality, with $\alpha \doteq 1$, holds if $f^{(k)}$ merely belongs to $\Lambda_{*}$.
It is only the last statement that requires a proof. Suppose that

$$
\left|f^{(k)}(x+t)+f^{(k)}(x-t)-2 f^{(k)}(x)\right| \leqslant M t,
$$

where $M$ is independent of $x$ and $t$. Let $f_{88}(x)$ be the moving average of $f_{8}$, and let $f(x)=f_{88}(x)+g(x)$. Thus $f_{88}$ has $k+2$ derivatives and

$$
\left|f f_{z}^{\left({ }^{(\gamma)}\right)}(x)\right|=\frac{\left|f^{(k+1)}(x+\delta)-f^{(k+1)}(x-\delta)\right|}{2 \delta}=\frac{\left|f^{(k)}(x+2 \delta)+f^{(k)}(x-2 \delta)-2 f^{(k)}(x)\right|}{4 \delta^{\delta}} \leqslant \frac{M}{2 \delta} .
$$

It follows from (13-12) that

$$
\begin{aligned}
f_{8 \delta}(x)=\frac{1}{4 \delta^{2}} \int_{-\delta}^{\delta} \int_{-\delta}^{\delta} f(x+u+v) d u d v & =\frac{1}{4} \bar{\delta}^{2} \cdot \int_{-2 \delta}^{2 \delta} f(x+t)(2 \delta-|t|) d t \\
& =\frac{1}{4} \bar{\delta}^{2} \int_{0}^{2 \delta}\{f(x+t)+f(x-t)\}(2 \delta-t) d t,
\end{aligned}
$$

and since the operation $\delta$ commutes with differentiation,

$$
\left|g^{(k)}(x)\right|=\left|f_{\delta \delta^{k}}^{(x)}(x)-f^{(k)}(x)\right|=\frac{1}{4 \delta^{2}}\left|\int_{0}^{2 t}\left\{f^{(k)}(x+t)+f^{(k)}(x-t)-2 f^{(k)}(x)\right\}(2 \delta-t) d t\right|
$$

The last integrand is numerically not greater than $M t(2 \delta-t) \leqslant M \delta^{2}$, so that $\left|g^{(k)}(x)\right| \leqslant \frac{1}{2} M \delta$. Hence, by (13.7),

$$
E_{n}[f] \leqslant E_{n}\left[f_{8 \delta}\right]+E_{n}[g] \leqslant A_{k+2} n^{-k-2}(2 \delta)^{-1} M+\frac{1}{2} A_{k} n^{-k} M \delta .
$$

On setting $\delta=2 \pi / n$ here, we get

$$
E_{n}[f] \leqslant B M n^{-k-1}, \quad B=A_{k+2} / 4 \pi+\pi A_{k}
$$

Our next aim is the converse of (13.14).
(13.16) Lemma. Let $T(x)$ be a polynomial of order $n$, and $M=\max |T(x)|$. Then

$$
\left|T^{\prime}(x)\right| \leqslant 2 n M, \quad\left|T^{\prime}(x)\right| \leqslant 2 n M .
$$

This lemma is purely utilitarian; in Chapter X, §3, we shall show that the factors 2 on the right are superfluous. We write

$$
T(x)=\frac{1}{\pi} \int_{0}^{2 \pi} T(t) D_{n}(x-t) d t, \quad T^{\prime}(x)=-\frac{1}{\pi} \int_{0}^{2 \pi} T(x+t) D_{n}^{\prime}(t) d t .
$$

Since $T$ is a polynomial of order $n$, in the last integral we can add to

$$
D_{n}^{\prime}(t)=-\sum_{1}^{n} k \sin k t
$$

any polynomial $Q$ all of whose terms have rank greater than $n$. If we choose

$$
Q=-\sum_{1}^{n-1} k \sin (2 n-k) t
$$

and take together the terms $k \sin k t$ and $k \sin (2 n-k) t$ we get

$$
\left.\begin{array}{c}
T^{\prime}(x)=\frac{2 n}{\pi} \int_{0}^{2 \pi} T(x+t) \sin n t K_{n-1}(t) d t \\
\left|T^{\prime}\right| \leqslant 2 n \frac{1}{\pi} \int_{0}^{2 \pi} M K_{n-1}(t) d t=2 n M
\end{array}\right\}
$$

as desired. For the second part we take the formula

$$
T^{\prime}(x)=\frac{1}{\pi} \int_{0}^{2 \pi} T^{\prime}(x+t) \tilde{D}_{n}^{\prime}(t) d t=\frac{1}{\pi} \int_{0}^{2 \pi} T(x+t)\left\{\sum_{1}^{n} k \cos k t\right\} d t,
$$

and add to the expression in curly brackets the polynomial $\sum_{1}^{n-1} k \cos (2 n-k) t$, obtaining

$$
\begin{equation*}
T^{\prime}(x)=\frac{2 n}{\pi} \int_{0}^{2 \pi} T(x+t) \cos n t K_{n-1}(t) d t, \quad\left|T^{\prime}\right| \leqslant 2 n M . \tag{13.19}
\end{equation*}
$$

(13-20) Theorem. Suppose that $f$ satisfies (13.15) for some $k=0,1,2, \ldots$, and $0<\alpha \leqslant 1$. Then $f$ has $k$ continuous derivatives. If $\alpha<1$, then $f^{(k)} \in \Lambda_{\alpha}$. If $\alpha=1$ then $f^{(k)}$ belongs to $\Lambda_{*}\left(\right.$ though not necessarily to $\left.\Lambda_{1}\right)$ and $\omega\left(\delta ; f^{(k)}\right)=O(\delta \log \delta)$.

Suppose that $E_{n}[f] \leqslant M n^{-(k+\alpha)}, n=1,2, \ldots$. Let $T_{n}$ be a polynomial of best approximation of order $n$ for $f$. Then $f(x)=\lim T_{2^{n}}(x)$ or

$$
f(x)=T_{2}+\left(T_{4}-T_{2}\right)+\ldots+\left(T_{2^{n}}-T_{2^{n-1}}\right)+\ldots
$$

the series converging uniformly. Since $u_{n}=T_{2^{n}}-T_{2^{n-1}}$ is a polynomial of order $2^{n}$ with absolute value not greater than

$$
\left|T_{2^{n}}-f\right|+\left|f-T_{2^{n-1}}\right| \leqslant 2 E_{2^{n-1}}[f]=O\left(2^{-n(k+\alpha)}\right)
$$

the first inequality (13.17) applied $j$ times shows that $u_{n}^{(f)}=O\left(2^{-n(k-j+\alpha)}\right)$. Hence the series (13.21) differentiated termwise $j$ times, $j \leqslant k$, converges absolutely and uniformly. In particular, $f^{(k)}$ exists and is continuous.

We set $f-T_{2}=g$. It is enough to show that the conclusions of (13-20) are satisfied by $g$. Let $0<h \leqslant \frac{1}{2}$, and let $N$ be the positive integer satisfying $2^{-N}<h \leqslant 2^{-(N-1)}$. Since $g=u_{2}+u_{9}+\ldots$, where $u_{n}=T_{2^{n}}-T_{2^{n-1}}$, we have

$$
\begin{equation*}
g^{(k)}(x+h)-g^{(k)}(x)=\Sigma\left\{u_{n}^{(k)}(x+h)-u_{n}^{(k)}(x)\right\}=\sum_{2}^{N}+\sum_{N+1}^{\infty}=P+Q \tag{13-22}
\end{equation*}
$$

The polynomial $u_{n}$ is of order $2^{n}$, and $u_{n}=O\left(2^{-n(k+\alpha)}\right)$. Hence, by the mean-value theorem and the first inequality (13.17),

$$
\begin{aligned}
|P| \leqslant h \sum_{2}^{N} \max \left|u_{n}^{(k+1)}(x)\right| & \leqslant h \sum_{9}^{N}\left(2.2^{n}\right)^{k+1} \cdot O\left(2^{-n(k+\alpha)}\right) \\
& =h \sum_{9}^{N} O\left(2^{n(1-\alpha)}\right)=h O\left(2^{N(1-\alpha)}\right)=h O\left(h^{\alpha-1}\right)=O\left(h^{\alpha}\right),
\end{aligned}
$$

provided $0<\alpha<1$. Next, and this is true for $0<\alpha \leqslant 1$, we have

$$
\begin{aligned}
|Q| & \leqslant \sum_{N+1}^{\infty} 2\left|\max u_{n}^{(k)}(x)\right| \leqslant \sum_{N+1}^{\infty} 2\left(2.2^{n}\right)^{k} O\left(2^{-n(k+\alpha)}\right) \\
& =\sum_{N+1}^{\infty} O\left(2^{-n \alpha}\right)=O\left(2^{-N \alpha}\right)=O\left(h^{\alpha}\right)
\end{aligned}
$$

Hence $g^{(k)} \in \Lambda_{\alpha}$ for $0<\alpha<1$.
If $\alpha=1$, we still have $Q=O(h)$, and the estimate above for $P$ becomes

$$
P=O(h N)=O(h \log h)
$$

Hence $P+Q=O(h \log h)$ and $\omega\left(\delta ; \delta^{(k)}\right)=O(\delta \log \delta)$.
It remains to prove that $g^{(k)} \in \Lambda_{*}$ for $\alpha=1$. With the same relation between $h$ and $N$ we write

$$
\begin{align*}
g^{(k)}(x+h)+g^{(k)}(x-h)-2 g^{(k)}(x) & =\Sigma\left\{u_{n}^{(k)}(x+h)+u_{n}^{(k)}(x-h)-2 u_{n}^{(k)}(x)\right\} \\
& =\sum_{8}^{N}+\sum_{N+1}^{\infty}=P_{1}+Q_{1} \tag{13.23}
\end{align*}
$$

The terms of $Q_{1}$ are numerically not greater than $4 \max \left|u_{m_{n}}^{(k)}(x)\right|$, so that automatically
we get the same estimate as for $Q$, namely $Q_{1}=O(h)$. By the mean-value theorem, and arguing as for $P$,

$$
\left|P_{1}\right| \leqslant h^{2} \sum_{z}^{N} \max \left|u_{n}^{(k+z)}\right|=h^{2} \sum_{z}^{N} O\left(2^{n}\right)=O\left(h^{2} 2^{N}\right)=O(h) .
$$

Hence $P_{1}+Q_{1}=O(h)$ and $g^{(k)} \in \Lambda_{*}$.
Remarks. (a) From (13.6) and (13-20) we see that a necessary and sufficient condition that $E_{n}[f]=O\left(n^{-(k+\alpha)}\right)$, where $k$ is a non-negative integer and $0<\alpha \leqslant 1$, is that $f$ should have a continuous $k$-th derivative belonging to $\Lambda_{\alpha}$ if $\alpha<1$, and to $\Lambda_{*}$ if $\alpha=1$.

In particular, a necessary and sufficient condition for $f \in \Lambda_{\alpha}, 0<\alpha<1$, is $E_{n}[f]=O\left(n^{-\alpha}\right)$, and for $f \in \Lambda_{*}$ is $E_{n}=O\left(n^{-1}\right)$.
(b) Since the class $\Lambda_{1}$ is a proper subset of $\Lambda_{*}$ (Chapter II, (4.9)), we cannot replace $\Lambda_{*}$ by $\Lambda_{1}$ in (13.20). Taking for instance $k=0$, we can also verify this by a simple example. Let $f(x)=\sum_{1}^{\infty} 2^{-m} \cos 2^{m} x, 2^{N} \leqslant n<2^{N+1}$. Then

$$
\left|f(x)-S_{n}(x ; f)\right|=\left|\sum_{N+1}^{\infty} 2^{-m} \cos 2^{m} x\right| \leqslant \sum_{N+1}^{\infty} 2^{\prime-m}=2^{-N}<2 / n .
$$

In particular, $E_{n}[f]<2 / n$, so that, by (13.20), $f \in \Lambda_{*}$ (a fact which we have verified directly in Chapter II, p. 47). However, $f$ is not in $\Lambda_{1}$, since $S^{\prime}[f]$ is not a Fourier series. Thus there is no simple characterization of the class $\Lambda_{1}$ in terms of the order of best approximation.
(c) If $f \in \Lambda_{*}$, then $E_{n}[f]=O(1 / n)$ and so $\omega(\delta ; f)=O(\delta \log \delta)$ by (13.20). It follows that every $f \in \Lambda_{*}$ has modulus of continuity $O(\delta \log \delta)$, and, in particular, belongs to $\Lambda_{\alpha}, 0<\alpha<1$. This result is not new (see Chapter II, (3•4)).
(d) The proof of (3.15) shows that, if

$$
\begin{equation*}
f(x+t)+f(x-t)-2 f(x)=O\left(t^{x}\right) \quad(t>0) \tag{13.24}
\end{equation*}
$$

for $0<\alpha<1$, then $\sigma_{n}[f]-f=O\left(n^{-\alpha}\right)$. In particular $E_{n}[f]=O\left(n^{-\alpha}\right)$, so that $f \in \Lambda_{\alpha}$, that is, $f(x+t)-f(x)=O\left(t^{\alpha}\right)$. Since the latter condition implies (13.24), we see that $\Lambda_{\alpha}$, $0<\alpha<1$, can be defined as the class of continuous functions satisfying (13.24). $\dagger$ It is only for $\alpha=1$ that condition (13-24) yields a new class, $\Lambda_{*}$, larger than $\Lambda_{1}$.
(e) For every continuous $f$,

$$
\begin{equation*}
\left|f(x)-S_{n}(x ; f)\right| \leqslant\left(L_{n}+1\right) E_{n}[f] \tag{13•25}
\end{equation*}
$$

where $L_{n}$ is the Lebesgue constant (Chapter II, §12). For let $T_{n}$ be a polynomial of best approximation of order $n$ for $f$, and let $f=T_{n}+g$. Then

$$
\begin{aligned}
\left|f-S_{n}[f]\right| & =\left|T_{n}-S_{n}\left[T_{n}\right]+g-S_{n}[g]\right|=\left|g-S_{n}[g]\right| \leqslant|g|+\left|S_{n}[g]\right| \\
& \leqslant \max |g|+L_{n} \max |g|=\left(L_{n}+1\right) E_{n}[f] .
\end{aligned}
$$

In particular, since $L_{n}=O(\log n)$,

$$
\begin{equation*}
f(x)-S_{n}(x ; f)=O\left(n^{-k-\alpha} \log n\right) \quad(k=0,1, \ldots ; 0<\alpha \leqslant 1) \tag{13.26}
\end{equation*}
$$

provided $f$ has $k$ derivatives, and $f^{(k)} \in \Lambda_{\alpha}$ for $\alpha<1, f^{(k)} \in \Lambda_{*}$ for $\alpha=1$.
The inequality (13.25) shows that the approximation of $f$ by $S_{n}[f]$ is at most $L_{n}+1=O(\log n)$ times worse than the best approximation. For $k=0,(13 \cdot 26)$ gives

[^7]Theorem (10.8) of Chapter II. If $\omega(\delta ; f)=o\left(|\log \delta|^{-1}\right)$, we have $E_{n}=o(1 / \log n)$ by (13.6), and (13.25) shows that $S[f]$ converges uniformly to $f$. This is Theorem (10.3) of Chapter II.
(13.27) Theorem. Under the hypothesis of (13.20), $f$ satisfies the same conclusions as $f$.

Denote the series (13.21) again by $u_{1}+u_{2}+\ldots$. We shall show that

$$
\begin{equation*}
f=\tilde{u}_{1}+\tilde{u}_{2}+\ldots \quad\left(\tilde{u}_{n}=T_{2^{n}}-T_{2^{n-1}} \text { for } n>1\right) \tag{13.28}
\end{equation*}
$$

Let $L_{n}$ be the constant introduced in Chapter II, (12.3). Since $L_{n}=O(\log n)$,

$$
\max _{x}\left|\tilde{u}_{n}(x)\right| \leqslant L_{2^{n}} \max \left|u_{n}(x)\right|=O(n) O\left(2^{-n(k+\alpha)}\right)=O\left(n 2^{-n \alpha}\right),
$$

which shows that the series $\Sigma \tilde{u}_{n}$ converges uniformly to a function $f^{*}(x)$. If $f_{n}$ are the partial sums of the series $u_{1}+u_{2}+\ldots$, the partial sums in (13.28) are $f_{n}$. Since $f_{n} \rightarrow f$ and $f_{n} \rightarrow f^{*}$, both uniformly, each Fourier coefficient of $f_{n}$ tends to the corresponding coefficient of $f$, and the coefficients of $f_{n}$ tend to those of $f^{*}$. Hence $f^{*}=f$, and ( 13.28 ) follows.

The series (13.28) differentiated termwise $j$ times, $j \leqslant k$, also converges uniforinly. For

$$
\max \left|\tilde{u}_{n}^{(j)} x\right| \leqslant\left(2.2^{n}\right)^{j} \cdot \max \left|\tilde{u}_{n}(x)\right|=O\left(n 2^{-n(k-j+\alpha)}\right)=O\left(n 2^{-n a}\right) .
$$

It remains to show that $f^{(k)}$ satisfies the same conclusions as $f^{(k)}$ in (13.20). Suppose first that $k \geqslant 1$. Then, as in (13.22),

$$
\tilde{g}^{(k)}(x+h)-\tilde{g}^{(k)}(x)=\Sigma\left\{\tilde{u}_{n}^{(k)}(x+h)-\tilde{u}_{n}^{(k)}(x)\right\} ;
$$

and from this point on the proof remains exactly the same as before, since in terms of $\max \left|u_{n}\right|$ we have the same estimates for the derivatives of $\tilde{u}_{n}$ as we had for the derivatives of $u_{n}$. (We use the second inequality (13-17) instead of the first.) Similarly for the analogue of (13.23).

Suppose now that $k=0$ and that $\alpha<1$. Since subtracting a constant from $f$ does not affect $E_{n}[f]$ we may suppose that the constant term of $S[f]$ is 0 , so that the integral $F$ of $f$ is periodic. By (13.6), $E_{n}[F]=O\left(n^{-1-\alpha}\right)$, and, by the case just disposed of, $F$ has a derivative, obviously $f$, belonging to $\Lambda_{\alpha}$. The argument holds when $k=0, \alpha=1$.

On taking $k=0$ in (13.14) and (13.27), we obtain the following result:
(13-29) Theorem. If f belongs to $\Lambda_{\alpha}, 0<\alpha<1,80$ does f; if f belongs to $\Lambda_{*} s o$ does $f$.
It must be added that if $f \in \Lambda_{1}$, the function $f$ need not belong to $\Lambda_{1}$, since the function conjugate to a bounded function need not be bounded.

Theorem (13.29) can also be proved directly; we shall confine our attention to the first part, slightly generalizing it.
(13.30) Theorem. If the modulus of continuity of $f$ is $\omega(h)$, that of $f$ does not exceed

$$
\begin{equation*}
A\left[\int_{0}^{h} t-1 \omega(t) d t+h \int_{h}^{\pi} t^{-2} \omega(t) d t\right]=A \int_{0}^{h} d t \int_{t}^{\pi} u^{-2} \omega(u) d u \quad\left(h \leqslant \frac{1}{2} \pi\right), \tag{13.31}
\end{equation*}
$$

where $A$ is an absolute constant.

We may suppose that $\omega(t) / t$ is integrable near 0 , so that the integral defining $f$ is absolutely convergent, since otherwise there is nothing to prove. Now the identity (13.31) follows by integration by parts. (We note that $\int_{t}^{\pi} u^{-2} \omega(u) d u=0\left(t^{-1}\right)$ as $t \rightarrow 0$.)

For the proof of (13.30) we consider the formulae

$$
f(x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{f(x+t)-f(x)}{2 \tan \frac{1}{2} t} d t, \quad f(x+h)=-\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{f(x+t)-f(x+h)}{2 \tan \frac{1}{2}(t-h)} d t .
$$

The first is obvious since cot $\frac{1}{2} t$ is odd, and the second follows from the first on replacing $x$ by $x+h$ and $t$ by $t-h$. The integrands are respectively majorized by $\omega(|t|)|t|^{-1}$ and $\omega(|t-h|)|t-h|^{-1}$. Thus if we cut out the interval $(-2 h, 2 h)$ from the interval of integration $(-\pi, \pi)$ and write $I(h)=\frac{1}{\pi} \int_{0}^{n} t^{-1} \omega(t) d t$, we commit errors at most $2 I(2 h) \leqslant 4 I(h)$ in the first integral and at most $I(h)+I(3 h) \leqslant 4 I(h)$ in the second. It follows that with an error not greater than $8 I(h)$ we have

$$
\begin{aligned}
f(x+h)-f(x)= & -\frac{1}{\pi}\left(\int_{-\pi}^{-2 h}+\int_{2 h}^{\pi}\right)[f(x+t)-f(x)]\left[\frac{1}{2} \cot \frac{1}{2}(t-h)-\frac{1}{2} \cot \frac{1}{2} t\right] d t \\
& +\frac{1}{\pi}[f(x+h)-f(x)]\left(\int_{-\pi}^{-8 h}+\int_{2 k}^{\pi}\right) \frac{1}{2} \cot \frac{1}{2}(t-h) d t .
\end{aligned}
$$

The first term on the right is absolutely less than

$$
\frac{1}{2 \pi}\left(\int_{-\pi}^{-2 k}+\int_{2 k}^{\pi}\right) \frac{\omega(|t|) \sin \frac{1}{2} h}{\left|\sin \frac{1}{2}(t-h) \sin \frac{1}{2} t\right|} d t=\int_{2 k}^{\pi} O\left(h t^{-2}\right) \omega(t) d t=O\left(h \int_{\pi}^{\pi} t-2 \omega(t) d t\right) .
$$

A simple integration shows that the coefficient of $f(x+h)-f(x)$ in the remaining term is $O(1)$, so that the total contribution from it is $O\{\omega(h)\}$. Since

$$
\omega(h) \leqslant \omega(h) 2 h \int_{h}^{\pi} t^{-8} d t \leqslant 2 h \int_{h}^{\pi} t^{-2} \omega(t) d t,
$$

we see, collecting results, that $|f(x+h)-f(x)|$ does not exceed the first expression (13.31), and since the latter increases with $h$, the inequality for $\omega(h ; f)$ follows.

We know that the approximation of $f$ by $S_{n}[f]$ is only $O(\log n)$ times worse than the best approximation $E_{n}[f]$ of $f$. The approximation of $f$ by $\tau_{n}=2 \sigma_{2 n-1}-\sigma_{n-1}$ is of the same order as $E_{n}[f]$. It is curious that the $\sigma_{n}$ themselves give only mediocre a pproximations, though they converge uniformly to every continuous $f$.
(13.32) Theorem. If $\sigma_{n}(x ; f)-f(x)=o(1 / n)$ uniformly in $x$, then $f \equiv$ const.

For if $c_{k}$ are the complex coefficients of $f$, then

$$
(2 \pi)^{-1} \int_{0}^{2 \pi}\left\{f(x)-\sigma_{n}(x)\right\} e^{-i k x} d x=|k| c_{k} /(n+1) \quad(|k| \leqslant n),
$$

and the relation $f-\sigma_{n}=0(1 / n)$ implies that the left-hand side here is $o(1 / n)$, which means that $c_{k}=0$ for $k \neq 0$, that is, $f \equiv c_{0}$.

Thus if $f \equiv$ const., the ( $C, 1$ ) means of $S[f]$ never give approximation with error $o(1 / n)$. A similar argument shows that the Abel means $f(r, x)$ of $S[f]$ never give approximation with error $o(1-r)$, unless $f \equiv$ const. Generally, let us consider a matrix (with finite or infinite rows)

$$
\left(\begin{array}{cccccc}
\gamma_{00} & \gamma_{01} & \ldots & \gamma_{0 m_{0}} & \ldots & \cdots  \tag{13-33}\\
\gamma_{10} & \gamma_{11} & \ldots & \cdots & \gamma_{1 m_{1}} & \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\gamma_{n 0} & \gamma_{n 1} & \cdots & \ldots & \ldots & \gamma_{n m_{n}} \\
\ldots & \cdots & \ldots & \cdots & \cdots & \ldots
\end{array}\right)
$$

If $f \sim \Sigma A_{k}(x)$, and if $f_{n}=\sum_{0}^{m_{n}} \gamma_{n k} A_{k}(x)$ is to approach $f$ with an error $o\left(\rho_{n}\right)$, or $O\left(\rho_{n}\right)$, where $\rho_{n} \rightarrow 0$, then in each column of (13-33) $1-\gamma_{n k}$ must be $o\left(\rho_{n}\right)$ or $O\left(\rho_{n}\right)$, as the case may be. If $f_{n}$ is either $S_{n}(x ; f)$ or $\tau_{n}(x ; f)$, then $\gamma_{n k}=1$ for $k$ fixed and $n$ large enough, so that the condition is satisfied. This condition is only necessary, not sufficient, but it explains the fact that for trigonometric series with coefficients rapidly tending to 0 ordinary partial sums may give a better approximation than stronger methods of summability.

Let $0<\alpha<1$. By (3.15) and (13.20), we have $\sigma_{n}[f]-f=O\left(n^{-\alpha}\right)$ if and only if $f \in \Lambda_{\alpha}$. We shall now prove the following theorem.
(13.34) Theorkm. A necessary and sufficient condition for $\sigma_{n}[f]-f=O\left(n^{-1}\right)$ is that $f \in \Lambda_{1}$.

Necessity. The hypothesis $\sigma_{n}[f]-f=O(1 / n)$ indicates that $f$ exists and is continuous. It will be convenient to write $T_{n}(x)$ for $\sigma_{n}(x ; f)$. Let $f=T_{n}+g_{n}$. Then

$$
\sigma_{n}[f]-f=\left\{\sigma_{n}\left[T_{n}\right]-T_{n}\right\}+\left\{\sigma_{n}\left[g_{n}\right]-g_{n}\right\}=O(1 / n)
$$

The hypothesis $g_{n}=O(1 / n)$ leads to $\sigma_{n}\left[g_{n}\right]=O(1 / n)$, and so the same estimate holds for $T_{n}-\sigma_{n}\left[T_{n}\right]$. From the general formula (1-25) we deduce that

$$
T_{n}-\sigma_{n}\left[T_{n}\right]=T_{n}^{\prime} /(n+1)
$$

and since the left-hand side is $O(1 / n)$, it follows that $T_{n}^{\prime}(x)=O(1)$. Hence the $T_{n}(x)$ satisfy condition $\Lambda_{1}$ uniformly in $n$, and so $f=\lim T_{n}$ is in $\Lambda_{1}$.

Sufficiency. Interchanging the roles of $f$ and $f$. it is enough to show that if $f \in \Lambda_{1}$, then $\tilde{\sigma}_{n}[f]-f=O(1 / n)$. From (3.17) we see that $\tilde{\sigma}_{n}(x)-f(x)$ equals

$$
\frac{1}{\pi(n+1)} \int_{0}^{\pi}\{f(x+t)-f(x-t)\} \frac{\sin (n+1) t}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t=\int_{0}^{1 / n}+\int_{1 / n}^{\pi}=P+Q,
$$

say. Assuming that $|f(x+t)-f(x)| \leqslant M|t|$, we have

$$
|P| \leqslant \pi^{-1}(n+1)^{-1} \int_{0}^{1 / n} 2 M t(n+1) t\left(\frac{2}{\pi} t\right)^{-2} d t=O(1 / n)
$$

By the second mean-value theorem,

$$
\left|\int_{t}^{\pi} \frac{\sin (n+1) u}{\left(2 \sin \frac{1}{2} u\right)^{2}} d u .\right| \leqslant \frac{2}{n+1} \frac{1}{\left(2 \sin \frac{1}{2}\right)^{2}} \leqslant \frac{A}{n t^{2}} .
$$

Denote the integral on the left by $R_{n}(t)$. Since $f^{\prime}$ exists almost everywhere and $\left|f^{\prime}\right| \leqslant M$, integration by parts gives

$$
\begin{aligned}
Q & =\pi^{-1}(n+1)^{-1}\left\{\left[-R_{n}(t)(f(x+t)-f(x-t))\right]_{1 / n}^{\pi}+\int_{1 / n}^{\pi}\left[f^{\prime}(x+t)+f^{\prime}(x-t)\right] R_{n}(t) d t\right\}, \\
|Q| & \leqslant \pi^{-1}(n+1)^{-1}\left\{\left|R_{n}(1 / n)\right| \cdot 2 M n^{-1}+\int_{1 / n}^{\pi} 2 M \cdot A n^{-1} t-2 d t\right\}=O\left(n^{-1}\right) .
\end{aligned}
$$

Hence $P+Q=O(1 / n), \tilde{\sigma}_{n}-f=O(1 / n)$.
(13.35) Theorem. If $S[f]$ is of power series type, then $f-\sigma_{n}[f]=O(1 / n)$ if and only if $f \in \Lambda_{1}$.

For in this case $f=-i\left(f-c_{0}\right)$.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. Let a simple, closed, convex curve $L$ be given by the equations $x=\phi(t), y=\psi(t), 0 \leqslant t \leqslant 2 \pi$. Show that if $\phi_{n}(t)$ and $\psi_{n}(t)$ are the (C, 1) means of $S[\phi]$ and $S[\psi]$, then the curves $x=\phi_{m}(t), y=\psi_{n}(t)$ are in the interior of $L$. (Fejer [5].)
[If $A, B, C$ are constants and $A \phi(t)+B \psi(t)+C$ is non-negativo, but not identically zero, then $A \phi_{n}(t)+B \psi_{n}(t)+C>0$. Here, as in Example 2 below, the result is immediately extensible to any non-negative kernel, in particular to Poisson's.]
2. Let $\phi(t)$ and $\psi(t)$ be periodic functions, $\phi_{n}(t)$ and $\psi_{n}(t)$ the $(C, 1)$ means of $S[\phi]$ and $S[\psi]$, and $L, L_{n}$ the lengths of the curves $x=\phi(t), y=\psi(t)$ and $x=\phi_{n}(t), y=\psi_{n}(t), 0 \leqslant t \leqslant 2 \pi$, respectively. Show that $L_{n} \leqslant L$ for all $n$. (Compare Polya and Szego, Aufgaben und Lehrsätze, i, p. 56, Problem 89.)
[Let $0=t_{0}<t_{1}<\ldots<t_{k}=2 \pi$. Let $\Delta, \phi=\phi\left(t_{j}\right)-\phi\left(t_{f-1}\right), \Delta, \phi(t)=\phi\left(t_{j}+t\right)-\phi\left(t_{j-1}+t\right)$, and similarly for $\psi, \phi_{n}, \psi_{n}$. Then

$$
\left|\Delta, \phi_{n} \cos \alpha+\Delta, \psi_{n} \sin \alpha\right| \leqslant \pi^{-1} \int_{0}^{\rho_{\pi}}|\Delta, \phi(t) \cos \alpha+\Delta, \psi(t) \sin \alpha| K_{n}(t) d t
$$

for all $\alpha$ and $j$. We integrate this with respect to $\alpha$ over $0 \leqslant \alpha \leqslant 2 \pi$, intarchange the order of integra. tion on the right, and use the equation $\int_{0}^{2 \pi}|a \cos \alpha+b \sin \alpha| d \alpha=4\left(a^{2}+b^{2}\right)^{4}$. Summation with reopect to $j$ gives

$$
\sum_{j}\left\{\left(\Delta, \phi_{n}\right)^{2}+\left(\Delta, \psi_{n}\right)^{2}\right\}^{t} \leqslant \pi^{-1} \int_{0}^{2 \pi} \sum_{j}\left\{(\Delta, \phi(t))^{2}+(\Delta, \psi(t))^{2}\right\}^{\}} K_{n}(t) d t \leqslant \pi^{-1} \int_{0}^{2 \pi} L K_{n}(t) d t=L,
$$

so that $L_{n} \leqslant L$.]
3. Let $f(x)$ be periodic, integrable and equal to 0 for $x_{0}<x<x_{0}+h$. Let $\Gamma$ be any circle tangent internally to the unit circle $\Gamma_{1}$ at the point $e^{i x}$. Show that $f(r, x)$ tends to 0 as $r e^{d e}$ approaches $e^{100}$ through that part $\Delta$ of the cuspidal region between $\Gamma$ and $\Gamma_{1}$ for which $x>x_{0}$. What localization theorem does this give? (Hardy and Rogosinski, Fourier serics, p. 85.)
[Let $x_{0}=0$. For re $e^{i x}$ tending to $e^{i m}$ through $\Delta$ we have

$$
f(r, x)=\pi^{-1} \int_{-h}^{0} P(r, x-t) f(t) d t+o(1) .
$$

If $r e^{d x}$ belongs to $\Delta$, so does $r e^{k z-\theta}$ for $t<0$. It is now enough to obeerve that

$$
P(r, u)=\left\{\mathbb{R}\left\{\left(1+r e^{(x)}\right) /\left(1-r e^{(x)}\right)\right\}\right.
$$

is bounded for $z=r e^{f x}$ situated between $\Gamma$ and $\Gamma_{1}$ (the function $\left.\zeta=1+z\right) /(1-z)$ maps this domain into a vertical strip of the $\zeta$ plane), and that $\int_{-\lambda}^{0}|f| d t$ is small with h.]
4. The nth partial sum of $1+r \cos x+r^{2} \cos 2 x+\ldots$ is non-negative for $0 \leqslant r \leqslant \frac{1}{1}$, though not necessarily for $r>\frac{1}{\frac{1}{2}}$. (Fejer [6].)
[The partial sum is

$$
P_{n}(r, x)=\frac{1-r^{2}-2 r^{n+1}[\cos (n+1) x-r \cos n x]}{2\left(1-2 r \cos x+r^{2}\right)}
$$

The sum $\frac{1}{2}+r \cos x$ is negative for $x=\pi$ if $r>\frac{1}{1}$.]
6. Let $f_{n}(r, x)$ be the $n$th partial sum of the seriee $f(r, x)$ in (6.1). Show that if $m \& f(x) \leqslant M$ for all $x$, then $m \leqslant f_{n}(r, x) \leqslant M$ for $r \leqslant \frac{1}{2}$, but not necessarily for $r>\frac{1}{2}$. (Fejer [6].)
[A corollary of Example 4.]
6. For any $N=1,2, \ldots$ there is a number $r_{N}$ with the following property. Under the hypotheses of Example 5, we have $m \leqslant f_{n}(r, x) \leqslant M$ for $0 \leqslant r \leqslant r_{N}, n \geqslant N$. Moreover, $r_{N} \leqslant r_{N_{+1}}, r_{N} \rightarrow 1$ as $N \rightarrow \infty$. (Schur and Szego [1]. See Example 4.)
7. The (C, 1) means $\sigma_{n}(x)$ of the series $\Sigma n^{-1} \sin n x$ are positive and lees than $\frac{1}{1}(\pi-x)$ in the interval $0<x<\pi$.
[See Chapter II, (9•4). Also

$$
\left.\sigma_{n}(x)=-\frac{1}{1} x+\int_{0}^{x} K_{n}(t) d t<-\frac{1}{2} x+\int_{0}^{\pi} K_{n} d t=\frac{1}{\frac{1}{2}}(\pi-x) .\right]
$$

8. If $u_{0}+u_{1}+u_{1}+\ldots$ is summable (C, $\alpha$ ), or A, to sum $a$, so is $0+u_{0}+u_{1}+\ldots$, while $u_{1}+u_{2}+\ldots$ is summable to $s-u_{0}$.
9. For any series $u_{0}+u_{n}+\ldots$ with partial sums $s_{n}$, let

$$
s_{n}^{*}=\frac{1}{2}\left(s_{n}+s_{n-1}\right)=u_{0}+u_{1}+\ldots+\frac{1}{1} u_{n}
$$

be the modified partial sums. Let $\sigma_{n}^{*} \alpha=s_{n}^{*} \alpha \mid A_{n}^{\alpha}$ be the (C, $\alpha$ ) means of the sequence $\left\{s_{n}^{*}\right\}$. Show that

$$
\sum_{0}^{\infty} s_{n}^{* *} r^{n}=\frac{1}{2} \frac{1+r}{(1-r)^{a+1}} \sum_{0}^{\infty} u_{n} r^{n} .
$$

10. Let $\sigma_{n}^{* \alpha}(x ; f)$ be the $(\mathrm{C}, \alpha)$ means of $S_{n}^{*}(x ; f)$. Show that under the hypotheses of (10.2).

$$
m \sigma_{n}^{* 2}(x ; \mu) \leqslant \sigma_{n}^{* z}(x ; f) \leqslant M \sigma_{n}^{* 2}(x ; \mu) \quad(0 \leqslant x \leqslant \pi) .
$$

[For the termwise differentiated series $1+\cos t+\cos 2 t+\ldots$ we have

$$
-\sum_{0}^{\infty} S_{n}^{* z}(t) r^{n}=\frac{1}{2} \frac{1+r}{(1-r)^{2}} \frac{1-r^{2}}{\Delta^{2}(r, t)} r \sin t=\left[\frac{1}{2} \frac{1-r^{2}}{(1-r)^{2} \Delta}\right]^{2} 2 r \sin t .
$$

so that $S_{n}^{* 2}(t)<0$ for $0<t<\pi$.]
11. The (C, 3) means in (10-2) cannot be repleced by (C, 2) means. (Fejor [4].)
$\left[\left\{K_{n}^{2}(t)\right\}^{\prime}\right.$ is positive if $\left.\sin \left(n+\frac{1}{2}\right) t=0, \cos \left(n+\frac{1}{2}\right) t=-1, \cos \frac{1}{1} t<\frac{1}{2}.\right]$
12. If $F^{\prime}\left(x_{0}\right)=\lim _{h \rightarrow 0}\left[F^{\prime}\left(x_{0}+h\right)-F\left(x_{0}-h\right)\right] / 2 h$ exists and is finite, then at the point $x_{0} S^{\prime}[F]$ is summable by the logarithmic mean to sum $F^{\prime \prime}\left(x_{0}\right)$.
13. Let $f(z)=c_{0}+c_{1} z+c_{2} z^{2}+\ldots$ be regular for $|z|<1$, continuous for $|z| \leqslant 1$. Let $a, b, \alpha, \beta$ be numbers, real or complex, satisfying $\alpha+\beta=1, \alpha e^{a}+\beta e^{b}=0$. Show that then $\alpha s_{n}\left(z e^{\alpha / m}\right)+\beta s_{n}\left(z e^{b / n}\right)$ converges uniformly to $f(z)$ for $|z| \leqslant 1$. Here $s_{n}(z)=c_{0}+c_{1} z+\ldots+c_{n} z^{n}$. (Rogosinski and Szegö [1].)
[The argument closely resembles that of § 12.]
14. Let $S_{n}^{*}(x)$ be the modified partial sums of $S[f]$. At every point $x$ at which $\Phi_{s}(t)=0(t)$, a necessary and sufficient condition for the convergence of the series $\Sigma\left(S_{k}^{*}-f\right) / k$ is the convergence of the integral $\int_{0}^{\pi} \frac{\phi_{s}(t)}{2 \sin \frac{1}{1} t} d t$. (See Hardy and Littlewood [7].)
[Let

$$
u_{n}(x)=\sin x+2^{-1} \sin 2 x+\ldots+n^{-1} \sin n x, \quad r_{n}(x)=\frac{1}{2}(\pi-x)-u_{n}(x) .
$$

Plainly $\left|u_{n}(x)\right| \leqslant n x$, and applying summation by parts we get $r_{n}(x)=O(1 / n x)$. Let $T_{n}(x)$ be the $n$th partial sum of the given series. Then

$$
T_{n}(x)=\frac{2}{\pi} \int_{0}^{\pi} \frac{\phi_{2}(t)}{2 \tan \frac{1}{1} \ell} u_{\pi}(t) d t=\frac{2}{\pi} \int_{0}^{1 / \pi}+\frac{2}{\pi} \int_{1 / \pi}^{\pi}=A+B .
$$

Here $A \rightarrow 0$, and on account of the inequality for $r_{m}$,

$$
\left.T_{n}(x)-\frac{2}{\pi} \int_{1 / n}^{\pi} \frac{\phi_{x}(t) \pi-t}{2 \tan \frac{1}{2} t} 2 d t \rightarrow 0 .\right]
$$

15. Suppoee that $F_{f}(h)$ is the integral of $\phi_{s}(t)$ over $0 \leqslant t \leqslant h$ and that $\Phi_{\text {s }}(h)$ has its usual meaning. Neither of the conditions

$$
\text { (i) } F_{z}^{\prime}(h)=o(h), \quad \text { (ii) } \Phi_{z}(h)=O(h)
$$

taken separately implies the summability (C,1) of $S[f]$ at $x$. Show that if both of them are satisfied, then $S[f]$ is summable (C,1) at $x$ to sum $f(x)$. (Hardy and Littlewood [8].)

This generalization of Theorem (3-9) is typical and many other results can be generalized similarly.
[The proof is similar to that of (3.9) except that now we split the integral (3.11) into integrals extended over intervals ( $0, k / n$ ), ( $k / n, \pi$ ), where $k$ is large but fixed. By (ii) and the seoond estimate (3-10), the second integral is small with $1 / k$. The Fejer kernel has a bounded number of maxima and minims in ( $0, k / n$ ) and so, by the second mean-value theorem and (i), the first integral tends to 0.]
16. Let $f$ be periodic and $k$ times continuously differentiable, and let $T_{n}(x)$ be a polynomial of best approximation of order $n$ to $f$. Then $T_{n}^{(k)}(x)$ tends uniformly to $f^{(1)}(x)$. (E. Stein [1].)
[If $\tau_{n}(x)=\tau_{n}(x ; f)$ is the delayed (C, 1) mean of $S[f$ ], then

$$
T_{n}^{(k)}(x)-f^{(k)}(x)=\left[T_{n}(x)-T_{n}(x ; f)\right\}^{(k)}+\left[T_{n}\left(x ; f^{(\alpha)}\right)-f^{(k)}(x)\right] .
$$

The second term on the right tends uniformly to 0 . The preceding term is, by (13.16),

$$
O\left(n^{k}\right) \max _{x}\left|T_{n}(x)-T_{n}(x ; f)\right|
$$

and it is enough to obeerve that $T_{n}-f$ and $\tau_{n}-f$ are both o( $\left.n^{-k}\right)$.]

## CHAPTER IV

## CLASSES OF FUNCTIONS AND FOURIER SERIES

## 1. The class $L^{2}$

Let $\phi_{1}(x), \phi_{2}(x), \ldots$ be a system orthonormal in (a,b). If $c_{1}, c_{2}, \ldots$ are the Fourier coefficients of an $f \in L^{2}$, with respect to $\left\{\phi_{n}\right\}$, the series $\Sigma\left|c_{\nu}\right|^{2}$ converges. The converse is one of the most important results of the Lebesgue theory of integration.
(1-1) Theorem of Riesz and Fischer. Let $\phi_{1}, \phi_{2}, \ldots$ be an orthonormal set of functions in ( $a, b$ ) and let $c_{1}, c_{2}, \ldots$ be any sequence of numbers such that $\Sigma\left|c_{r}\right|^{2}$ converges. Then there is a function $f \in \mathrm{~L}^{2}(a, b)$ such that the Fourier coefficient of $f$ with respect to $\phi_{\nu}$ is $c_{\nu}$ for all $\nu$, and moreover

$$
\begin{align*}
& \int_{a}^{b}|f|^{2} d x=\sum_{v=1}^{\infty}\left|c_{\nu}\right|^{2} \\
& \int_{a}^{b}\left|f-s_{n}\right|^{2} d x \rightarrow 0
\end{align*}
$$

where $s_{n}$ is the $n$-th partial sum of the series $c_{1} \phi_{1}+c_{2} \phi_{2}+\ldots$.
The equation

$$
\int_{a}^{b}\left|s_{n+k}-s_{n}\right|^{2}=\sum_{n+1}^{n+k}\left|c_{\nu}\right|^{2}
$$

implies that $\mathbb{M n}_{3}\left[g_{m}-s_{n}\right] \rightarrow 0$ as $m, n \rightarrow \infty$. By Theorem (11-1) of Chapter I, there is a function $f \in \mathrm{~L}^{2}$ such that $\mathfrak{M}_{2}\left[f-\delta_{n}\right] \rightarrow 0$. If $n \geqslant j$,

$$
c_{j}=\int_{a}^{b} s_{n} \bar{\phi}_{j} d x=\int_{a}^{b} f \bar{\phi}_{j} d x+\int_{a}^{b}\left(s_{n}-f\right) \bar{\phi}_{j} d x .
$$

By Schwarz's inequality, the last integral does not exceed $M R_{2}\left[s_{n}-f\right]=o(1)$ in absolute value, and making $n \rightarrow \infty$ we see that $c_{j}$ is the Fourier coefficient of $f$ with respect to $\phi_{j}$. Since $s_{n}$ is now the $n$th partial sum of the Fourier series of $f$, the left-hand side of $(1.3)$ is

$$
\int_{a}^{b}|f|^{2} d x-\left(\left|c_{1}\right|^{2}+\ldots+\left|c_{n}\right|^{2}\right)
$$

(Chapter I, (7-4)), and (1-2) follows on making $n \rightarrow \infty$.
In Chapter I, §3, we defined complete orthonormal systems. A system $\left\{\phi_{\nu}\right\}$ orthonormal in ( $a, b$ ) is said to be closed if for each $f \in L^{2}(a, b)$ we have the Parseval formula

$$
\int_{a}^{b}|f|^{2} d x=\sum_{\nu=1}^{\infty}\left|c_{\nu}\right|^{2} \quad\left(c_{\nu}=\int_{a}^{b} f \bar{\phi}_{\nu} d x\right)
$$

In the domain of functions of the class $L$ ' the notions of 'closed' and 'complete' systems are equivalent. Every closed system is obviously complete. To prove the converse, let $c_{1}, c_{2}, \ldots$ be the Fourier coefficients of an $f \in L^{2}(a, b)$ with respect to $\left\{\phi_{v}\right\}$. Since $\Sigma\left|c_{p}\right|^{2}$ converges, there is, by (1-1), a $g \in L^{2}$ with Fourier coefficients $c_{p}$ and such that $9 R_{2}^{2}[g]=\left|c_{1}\right|^{2}+\left|c_{2}\right|^{2}+\ldots$. Since $f$ and $g$ have the same Fourier coefficients and $\left\{\phi_{\nu}\right\}$ is complete, we have $f \equiv g$ and (1-4) follows.

If the system $\left\{\phi_{\nu}\right\}$ in (1-1) is complete, the function $f$ there is uniquely determined. Suppose now that $\left\{\phi_{v}\right\}$ is not complete and let $\left\{\psi_{n}\right\}$ be one of its completions, so that the system $\phi_{1}, \phi_{2}, \ldots, \psi_{1}, \psi_{2}, \ldots$ is orthonormal and complete in $(a, b)$. Let $d_{n}=\int_{a}^{b} f \bar{\psi}_{n} d x$. From the Parseval formula,

$$
\int_{a}^{b}|f|^{2} d x=\Sigma\left|c_{\nu}\right|^{2}+\Sigma\left|d_{n}\right|^{2}
$$

and from (1-2) we get $d_{1}=d_{2}=\ldots=0$. Thus, if $\left\{\phi_{i}\right\}$ is not complete, the function $f$ of the Riesz-Fischer theorem is uniquely determined by the condition that its Fourier coefficients with respect to the $\phi_{\nu}$ are $c_{\nu}$ and with respect to any system completing $\left\{\phi_{\nu}\right\}$ are zero.
(1-5) Theorem. A system $\left\{\phi_{\nu}\right\}$ orthonormal in $(a, b)$ is complete if and only if for any $f \in \mathrm{~L}^{2}(a, b)$ and any $\epsilon>0$ there is a linear combination $S=\gamma_{1} \phi_{1}+\ldots+\gamma_{n} \phi_{n}$ with constant coefficients such that $\mathfrak{M}_{2}[f-S]<\epsilon$.

For the completeness is equivalent to (1.4), and this in turn is equivalent to $\mathbb{R}_{2}\left[f-s_{n}\right] \rightarrow 0$, where $s_{n}$ is the partial sum of the Fourier series $c_{1} \phi_{1}+c_{2} \phi_{2}+\ldots$ of $f$. Hence if $\left\{\phi_{\nu}\right\}$ is complete we can find an $S=s_{n}$ such that $\mathbb{M}_{2}[f-S]<\epsilon$. Conversely, if $\mathbb{M}_{2}[f-S]<\epsilon$ forsome $S=\gamma_{1} \phi_{1}+\ldots+\gamma_{n} \phi_{n}$ then $\mathbb{P}_{2}\left[f-s_{n}\right] \leqslant \mathbb{R}_{2}[f-S]<\epsilon$ (ChapterI, (7.3)), so that $\mathfrak{M}_{2}\left[f-s_{n}\right] \rightarrow 0$.

The trigonometric system is complete (Chapter I, §6). It is thus closed, and we get one more proof of Parseval's formula for this system (see also § 1 of Chapter II and § 3 of Chapter III).

Let $a_{\nu}, b_{\nu}$ be the trigonometric Fourier coefficients of an $f \in \mathrm{~L}^{2}$. By (1-1),

$$
\tilde{S}[f]=\Sigma\left(a_{\nu} \sin v x-b_{\nu} \cos \nu x\right)
$$

is the Fourier series of a function of class $L^{2}$. Thus $\tilde{S}[f]$ is summable ( $\mathrm{C}, 1$ ) almost everywhere and, by Theorem (3.20) of Chapter III, the conjugate function $f(x)$ exists and is equal to the ( $C, 1$ ) sum of ( $1 \cdot 6$ ) almost everywhere. Hence $\breve{S}[f]=S\left[f^{f}\right]$ and, by Parseval's formula,

$$
\frac{1}{\pi} \int_{0}^{2 \pi} f^{2} d x=\frac{1}{2} a_{0}^{2}+\frac{1}{\pi} \int_{0}^{2 \pi} f^{2} d x
$$

Though the problem of the convergence almost everywhere of Fourier series will be discussed only in a later chapter (see Chapter XIII), a special result may be mentioned here.
(1-8) Theorem. The seties

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\sum_{0}^{\infty} A_{n}(x) \tag{1.9}
\end{equation*}
$$

converges almost everywhere if $\Sigma\left(a_{n}^{2}+b_{n}^{2}\right) \log ^{2} n$ is finite.
For the condition implies that $\Sigma A_{\boldsymbol{n}}(x) \log n$ is a Fourier series, and it is enough to apply Theorem (4•4) of Chapter III.

We shall prove in Chapter XIII, $\S 1$, that the finiteness of $\Sigma\left(a_{n}^{2}+b_{n}^{2}\right) \log n$ is sufficient for the convergence almost everywhere of ( 1.9 ); but the proof of that is much less simple. Whether the hypothesis $\Sigma\left(a_{n}^{2}+b_{n}^{2}\right)<\infty$ is sufficient remains an open question.

## 2. A theorem of Marcinkiewicz

The fact that every integrable function is almost everywhere the derivative of its indefinite integral is fundamental in questions about the representation of functions by their Fourier series. But certain problems require more than even the strengthened forms ( 11.1 ) and ( 11.3 ) of Chapter II, and we need to go more deeply into the structure of functions and point sets. The following result is particularly useful:
(2-1) Theorem of Marcinkiewicz. Let $P$ be a closed set in a finite interval ( $a, b$ ) and let $\chi(t)=\chi_{P}(t)$ be the distance of the point $t$ from $P$. Then
(i) for every $\lambda>0$ the integral

$$
I_{\lambda}(x)=I_{\lambda}(x, P)=\int_{a}^{b} \frac{\chi^{\lambda}(t)}{|t-x|^{\lambda+1}} d t
$$

is finite at almost all points of $P$; more generally, if $f$ is an integrable function in $(a, b)$. the integral

$$
J_{\lambda}(x)=J_{\lambda}(x, f, P)=\int_{a}^{b} \frac{f(t) \chi^{\lambda}(t)}{|t-x|^{\lambda+1}} d t
$$

converges absolutely at almost all points of $P$ and

$$
\int_{P}\left|J_{\lambda}(x)\right| d x \leqslant 2 \lambda^{-1} \int_{a}^{b}|f(x)| d x
$$

(ii) If all intervals contiguous to $P$ are of length less than 1, the integrals

$$
I_{0}(x)=\int_{a}^{b} \frac{\{\log 1 / \chi(t)\}^{-1}}{|t-x|} d t, \quad J_{0}(x)=\int_{a}^{b} \frac{f(t)\{\log 1 / \chi(t)\}^{-1}}{|t-x|} d t
$$

converge absolutely at almost all points of $P$ and

$$
\int_{P}\left|J_{0}(x)\right| d x \leqslant A \int_{a}^{b}|f(x)| d x
$$

where $A$ is a positive constant independent of $f$.
(i) It is enough to consider $J_{\lambda}$. We may suppose that $f \geqslant 0$. Then $0 \leqslant J_{\lambda}(x) \leqslant \infty$, and if we prove $(2 \cdot 4)$ the finiteness of $J_{\lambda}(x)$ at almost all points of $P$ will follow. Observe that the function $\chi(t)$ vanishes on $P$ and its graph over any interval $d$ contiguous to $P$ is an isosceles triangle of height $\frac{1}{2}|d|$; also $\chi(t)$ is linear to the right and left of $P$.

Integration in (2.3) may be confined to the set $Q=(a, b)-P$. We have

$$
\int_{P} J_{\lambda}(x) d x=\int_{Q} f(t) \chi^{\lambda}(t)\left\{\int_{P} \frac{d x}{\mid t-x} \overline{\left.\right|^{\lambda+1}}\right\} d t
$$

the interchange of the order of integration being justified by the positiveness of the integrand. To estimate the inner integral, fix a point $t$ interior to an interval ( $\alpha, \beta$ ) contiguous to $P$ and suppose, say, that $t$ is closer to $\alpha$ than to $\beta$. Then

$$
\int_{P} \frac{d x}{|t-x|^{\lambda+1}} \leqslant 2 \int_{t-\alpha}^{\infty} u^{-\lambda-1} d u=2 \lambda^{-1}(t-\alpha)^{-\lambda}=2 \lambda^{-1} \chi^{-\lambda}(t),
$$

an estimate which still holds if $t$ is to the right or left of $P$. Substituting this in (2.7) we obtain (2-4).
(ii) We consider $J_{0}$ and suppose that $f \geqslant 0$. If $\lambda=0, l=b-a$, the left-hand side of (2.8) does not exceed

$$
2 \int_{t-\alpha}^{l} u^{-1} d u=2 \log l-2 \log (t-\alpha)=2 \log l+2 \log 1 / \chi(t)<A \log 1 / \chi(t),
$$

and this, combined with

$$
\int_{P} J_{0}(x) d x=\int_{0} f(t)\{\log 1 / \chi(t)\}^{-1}\left\{\int_{P} \frac{d x}{|t-x|}\right\} d t
$$

immediately gives (2.6).
A modification of the function $\chi(t)$ is sometimes useful. Denote by $\chi^{*}(t)\left(=\chi_{P}^{*}(t)\right)$ the function equal to 0 in $P$, equal to $|d|$ if $t$ is in an interval $d$ contiguous to $P$, and equal, say, to 0 to the left and right of $P$.
(2.9) Theorem. With the hypotheses of Theorem (2.1) the integrals

$$
J_{\lambda}^{*}(x)=\int_{a}^{b} \frac{f(t) \chi^{* \lambda}(t)}{|t-x|^{\lambda+1}} d t, \quad J_{0}^{*}(x)=\int_{a}^{b} \frac{f(t)\left\{\log 1 / \chi^{*}(t)\right\}^{-1}}{|t-x|} d t
$$

converge at almost all points of $P$.
It is enough to consider $J_{\lambda}^{*}$, the proof for $J_{0}^{*}$ being similar. We may suppose that $f \geqslant 0$. Since $\chi^{(t)} \leqslant \frac{1}{2} \chi^{*}(t)$ for $t$ between the extreme points of $P$, the convergence of $J_{\lambda}^{*}$ is a stronger result than the convergence of $J_{\lambda}$. We can, however, deduce the former from the latter. Given any $\epsilon>0$, let $Q_{\varepsilon}$ denote the union of the intervals making up $Q$, each expanded concentrically in the ratio $1+\epsilon$ (in this process some of the expanded intervals may become overlapping). Let $P_{c}$ be the cloeed set complementary to $Q_{c}$ with respect to $(a, b)$. Since $Q_{\epsilon} \supset Q,\left|Q_{\epsilon}-Q\right| \leqslant(b-a) \epsilon \rightarrow 0$ with $\epsilon$, we have

$$
P_{\varepsilon} \subset P,\left|P-P_{\varepsilon}\right| \rightarrow 0
$$

We easily see that

$$
\chi_{P}^{*}(t) \leqslant 2 \varepsilon^{-1} \chi_{P_{\varepsilon}}(t) .
$$

Since $J_{\lambda}\left(x, f, P_{e}\right)$ is finite almost everywhere in $P_{c}$, the same holds for $J_{\lambda}^{*}(x, f, P)$. Making $\epsilon$ approach 0 we see that $J_{\lambda}^{*}(x, f, P)$ is finite almost everywhere in $P$.

Remarks. (a) In the case of sets $P$ having period $2 \pi$ it is sometimes more convenient to use the integral

$$
J_{\lambda}^{\prime}(x)=\int_{0}^{2 \pi} \frac{f(t) \chi^{\lambda}(t)}{\left|2 \sin \frac{1}{t}(x-t)\right|^{\lambda+1}} d t=\int_{-\pi}^{\pi} \frac{f(x+t) \chi^{\lambda}(x+t)}{\left|2 \sin \frac{1}{\lambda}\right|^{\lambda+1}} d t
$$

instead of $J_{\lambda}(x)$, and to make a corresponding modification of $J_{0}$. Theorem (2.1) ohanges little; the factor $2 / \lambda$ in (2-4) must be replaced by another factor depending on $\lambda$ :

$$
\int_{P}\left|J_{\lambda}^{\prime}(x)\right| d x \leqslant A_{\lambda} \int_{0}^{2 \pi}|f(x)| d x
$$

The proof remains the same.
(b) Though we shall not use the fact here, it is of interest to observe that an analogue of (2.1) holds in Euclidean spece of any number of dimensions. Suppose, for instance, that $P$ is a cloeed set contained in a finite circle $K$ and that $\chi(t)$ is the distance of the point $t$ in the plane from $P$. If $f$ is integrable over $K$, then the two integrals

$$
\int_{E} \frac{f(t) X^{\lambda}(t)}{|t-x|^{\lambda+2}} d \sigma \quad(\lambda>0), \quad \int_{E} \frac{f(t)\{\log 1 / X(t)\}^{-1}}{|t-x|^{2}} d \sigma
$$

where $|t-x|$ denotes the distance between $t$ and $x$ and $d \sigma$ is an element of area, converge abeolutely almost everywhere in $P$. When the dimension of the space increases by $1, s 0$ do the exponents in the denominators of the integrals considered.
(c) The convergence of the integral $I_{\lambda}^{*}(x)$ has a simple geometric interpretation. Let $d_{1}, d_{3}, \ldots$ be the intervals contiguous to a bounded closed and non-dense set $P$. For any $x \in P$, denote by $\delta_{1}(x)$ the distance of $x$ from $d_{i}=\left(a_{i}, b_{i}\right)$; thus $\delta_{i}(x)=\min \left(\left|x-a_{i}\right|,\left|x-b_{i}\right|\right)$. Almost every point $x \in P$ is a point of density of $P$, and at a point of density $\left|d_{i}\right|=\alpha\left\{\delta_{i}(x)\right\}$ as $d_{i}$ approachea $x$. The finiteness of $I_{\lambda}^{*}(x)$ almost everywhere in $P$ may be interpreted as follows: the series

$$
\Sigma\left(\left|d_{i}\right| / \delta_{i}(x)\right\}^{\lambda+1}
$$

converges for every $\lambda>0$ and almost all $x \in P$.
For let $x$ be a point of density of $P$, and $\eta>0$ so small that $\left|d_{i}\right| \leqslant \delta_{1}(x)$ for all ths $d_{1}$ situated entirely in $(x-\eta, x+\eta)$. Let $d_{1}^{\prime}, d_{2}^{\prime}, \ldots$ be all the $d$ 's situated, say, in $(x, x+\eta)$. We may suppose that $x+\eta$ is not interior to any $d^{\prime}$. Let $\delta_{1}^{\prime}(x)$ be the distance of $x$ from $d_{i}^{\prime}$. Then

$$
\Sigma\left|d_{1}^{\prime}\right|^{\lambda} \cdot\left|d_{1}^{\prime}\right| \cdot\left[2 \delta_{1}^{\prime}(x)\right]^{-\lambda-1} \leqslant \int_{x}^{x+\eta} \chi^{* \lambda}(t) \quad d t-\left.x\right|^{\lambda+1} d t \leqslant \Sigma\left|d_{1}^{\prime}\right|^{\lambda} \cdot\left|d_{1}^{\prime}\right| \cdot\left[\delta_{1}^{\prime}(x)\right]^{-\lambda-1}
$$

and the convergence of $\Sigma\left(\left|d_{i}^{\prime}\right| \delta_{i}^{\prime}(x)\right)^{\lambda+1}$ is equivalent to that of the integral. Similarly for $(x-\eta, x)$. Since the series (2-12) and the integral $I_{\lambda}^{*}$ extended over the $d$ 's outside $(x-\eta, x+\eta)$ are finite in any case, the assertion follows. Similar interpretations can be given for $I_{0}^{*}(x)$ and $J_{\lambda}^{*}(x)$.
(d) If in (2.3) and (2.6) we replace $f(t) d t$ by $d F(t)$, where $F$ is of bounded variation, the resulting integrals converge almost everywhere in $P$. More interesting for applications, however, is the following reault in which, for simplicity, we consider integrals of the type (2.10).

Suppoee that $\mu(t)$ is a positive measure on the circumference of the unit circle such that

$$
\left|\int_{0}^{t} d \mu\right| \leqslant A|t|
$$

for all $t$. Then, if $\lambda>0$, the integral

$$
\int_{-\pi}^{\pi} f(x+t) \chi^{\lambda}(x+t) \frac{d \mu(t)}{\left(2 \sin \frac{1}{1} t\right)^{\lambda+1}}=\int_{-\pi}^{\pi} f(t) \chi^{\lambda}(t) \frac{d_{t} \mu(t-x)}{\left|2 \sin \frac{1}{2}(t-x)\right|^{\lambda+1}}
$$

converges almost everywhere in $P$. The proof remains unchanged if we note (using integration by
parts) that (2.13) implies

$$
\int_{\delta<|t|<\pi}|t|^{-\lambda-1} d \mu(t)=O\left(\delta^{-\lambda}\right)
$$

## 3. Existence of the conjugate function

(3-1) Throrfm. If $f \in L$, then

$$
f(x)=-\frac{1}{\pi} \int_{0}^{\pi}[f(x+t)-f(x-t)] \frac{1}{2} \cot \frac{1}{2} t d t=-\frac{1}{\pi} \lim _{t \rightarrow+0} \int_{0}^{\pi}
$$

exiets for almost all $x$.
This result was already stated and used in Chapter III, § 3, and we shall give two proofs of it, one now and the other in Chapter VII, § 1 . The latter proof is much the shorter of the two, but it uses the theory of analytic functions. On the other hand, what we prove here is more general, and is not so easily accessible by complex methods.
(3-3) Theorem. Suppose that $F \in \mathrm{~L}$ is periodic and has a finite derivative at every point of a set $E$ of positive measure. Then the integral

$$
F^{*}(x)=-\frac{1}{\pi} \int_{0}^{\pi} \frac{F(x+t)+F(x-t)-2 F(x)}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t=-\frac{1}{\pi} \lim _{\epsilon \rightarrow+0} \int_{e}^{\pi}
$$

exists at almost all points of $E$.

To see that (3.1) follows from (3.3) we may suppose that $a_{0}=0$, which does not affect $f$. The indefinite integral $F$ of $f$ is then periodic, and

$$
\begin{equation*}
\int_{0}^{\pi} \frac{F(x+t)+F(x-t)-2 F(x)}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t=\frac{F(x+\epsilon)+F(x-\epsilon)-2 F(x)}{2 \tan \frac{1}{2} \epsilon}+\int_{0}^{\pi} \frac{f(x+t)-f(x-t)}{2 \tan \frac{1}{2} t} d t . \tag{3.5}
\end{equation*}
$$

At every point $x$ where $F$ is differentiable the integrated term teads to zero with $\epsilon$, and the existence of $F^{*}(x)$ is equivalent to that of $f(x)$. Moreover, $F^{*}(x)=f(x)$.

We turn now to (3.3). The special case $F=\int f d x, f \in L^{2}$, was given in § 1 . It follows that $F^{*}(x)$ exists almost everywhere if $F$ is the integral of a function in $L^{2}$, and in particular if $F \in \Lambda_{1}$.

We write

$$
\rho(x, h)=[F(x+h)-F(x)] / h
$$

and denote by $E_{k}$ the set of $x \in E$ such that $|\rho(x, h)| \leqslant k$ for $|h|<1 / k$. Hence

$$
E_{1} \subset E_{2} \subset \ldots \subset E_{k} \subset \ldots \subset E, \quad\left|E_{k}\right| \rightarrow|E|
$$

Fix $k$, say $k=M$, and consider any closed subset $P$ of $E_{M}$. We shall prove that $F^{*}(x)$ exists almost everywhere in $P$. Since $|E-P|$ may be arbitrarily small, (3.3) will follow.

By hypothesis,

$$
\begin{equation*}
|F(x+h)-F(x)| \leqslant M|h| \quad \text { for } \quad x \in P,|h| \leqslant 1 / M . \tag{3.6}
\end{equation*}
$$

Let $G(x)$ be the function coinciding with $F$ on $P$ and linear in the closed intervals $d_{1}, d_{2}, \ldots$ contiguous to $P$. We prove that $G(x) \in \Lambda_{1}$, and for this it is enough to prove

$$
\begin{equation*}
|G(x+h)-G(x)| \leqslant A|h| \text { for }|h| \leqslant 1 / M, \tag{3.7}
\end{equation*}
$$

with $A$ independent of $x, h$. Suppose, for example, that $h>0$. We consider first two special cases: (i) both $x$ and $x+h$ belong to $P$; (ii) the interior of ( $x, x+h$ ) contains no points of $P$. In case (i), (3.7), with $A=M$, follows from (3.6). In case (ii), $(x, x+h)$ is contained in an interval $d$ contiguous to $P$, and $G$ is linear there. Thus, if $|d| \leqslant 1 / M$, (3.7), with $A=M$, again follows from (3.6). Since there are only a finite number (if any) of $d$ 's with $|d|>1 / M,(3.7)$ is always true in case (ii), provided $A$ is large enough.

If neither (i) nor (ii) holds, $(x, x+h)$ contains points of $P$ in its interior. Let $x+h_{1}$ and $x+h_{2}, h_{1} \leqslant h_{2}$, be the extreme points of $P$ in $(x, x+h)$. The absolute increment of $G$ over $(x, x+h)$ does not exceed the sum of the increments over the intervals $\left(x, x+h_{1}\right)$, $\left(x+h_{1}, x+h_{3}\right),\left(x+h_{3}, x+h\right)$, and each of the latter is at most $A$ times the length of the corresponding interval, in virtue of cases (i) and (ii). This leads again to (3.7). Hence $G \in \Lambda_{1}$.

We set $H(x)=F(x)-G(x)$, so that

$$
F(x)=G(x)+H(x) .
$$

From (3.6) and (3.7) we see that $H(x)$ satisfies an inequality analogous to (3.6), with $M^{\prime}=M+A$ for $M$. Since, however, $H(x)$ vanishes in $P$, this implies that, except in a finite number of intervals exterior to $P$,

$$
\begin{equation*}
|H(x)| \leqslant M^{\prime} \chi(x) \tag{3.9}
\end{equation*}
$$

where $\chi(x)$ is the distance of $x$ from $P$.

The functions $G$ and $H$ being periodic, (3.3) will follow if we show that the integrals $G^{*}(x)$ and $H^{*}(x)$ exist almost everywhere in $P$. This has already been proved for $G^{*}$, since $G \in \Lambda_{1}$. Consider $H^{*}(x)$. If $x \in P$, then $H(x)=0$ and (3.9) gives

$$
\int_{0}^{1 / M} \frac{|H(x+t)+H(x-t)-2 H(x)|}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t \leqslant M^{\prime} \int_{-1 / M}^{1 / M} \frac{\chi(x+t)}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t .
$$

The integral on the right is finite almost everywhere in $P$. (See (2•10) and (2.11) with $\lambda=1, f=1$; we could also use the finiteness of the $I_{\lambda}$ in (2-2).) The same therefore holds for the integral on the left, and the finiteness is not affected if on the left we replace the interval of integration $(0,1 / M)$ by $(0, \pi)$. Hence the integral $H^{*}(x)$ converges, even absolutely, almost everywhere in $P$, which completes the proof of (3.3).

In this proof we tacitly assumed that the sets $E_{k}$ were measurable (to ensure the existence of closed subsets $P$ ). To prove the measurability it is enough to show that for any fixed $\alpha$ the function

$$
\rho(x)=\rho(x ; \alpha)=\sup _{0<|t|<\alpha}\left|\frac{F(x+t)-F(x)}{t}\right|
$$

is lower esmi-continuous, that is that $\lim \inf \rho(x) \geqslant \rho\left(x_{0}\right)$. The inequality is immediate if we $x \rightarrow x_{0}$ interpret $[F(x+t)-F(x)] / t$ as the slope of a chord. For if, e.g., $F$ is continuous at $x_{0}$ and if $x_{1}$, $\left|x_{1}-x_{0}\right|<\alpha$, is auch that the absolute value of the slope of the chord joining the point $P_{0}\left(x_{0}\right.$, $F\left(x_{0}\right)$ ) to $P_{1}\left(x_{1}, F\left(x_{1}\right)\right)$ exceeds $\rho\left(x_{0}\right)-\epsilon$, then the absolute value of the slope of the chord $P P_{1}$ exceeds $\rho\left(x_{0}\right)-2 \epsilon$, provided the abscissa $x$ of $P$ is close enough to $x_{0}$, and the inequality follows. If $F$ is discontinuous at $x_{0}$ both sides of the inequality are $+\infty$.

Immediate consequences of (3.1) are Theorems (5.8) and (3.23) of Chapter III, initially stated without proof. From (3.3) and from Theorem (7.15) of Chapter III we also deduce
(3-10) Theorem. If $F^{\prime}(x)$, periodic and integrable, is differentiable in a set $E$ of positive measure, the series $\tilde{S}^{\prime}[F]$ is summable A to sum (3.4) almost everywhere in $E$.

The existence of $f^{\prime}(x)$ is not trivial even if $f(x)$ is continuous. The existence of the $f$ is due not to the smallness of $f(x+t)-f(x-t)$ for small $|t|$ but to the interference of positive and negative values; in fact, as we will show, there exist continuous functions $f$ such that the integral

$$
\int_{0}^{\pi|f(x+t)-f(x-t)|} \frac{t}{t} d t
$$

diverges at every $x$. It will slightly simplify the notation if we consider functions of period 1 and replace the upper limit of integration $\pi$ in (3.11) by 1 . We first need the following lemma:
(3.12) Lemma. Let $g(x)$ be a function of period 1 such that $|g(x)| \leqslant 1,\left|g^{\prime}(x)\right| \leqslant 1$, and that for no value of $x$ does the difference $g(x+u)-g(x-u)$ vanish identically in $u . \dagger$ Then

$$
\int_{1 / n}^{1} \frac{|\dot{g}(n x+n t)-g(n x-n t)|}{t} d t \geqslant C \log n, \quad \int_{0}^{1} \frac{|g(n x+n t)-g(n x-n t)|}{t} d t \leqslant C_{1} \log n
$$

for $n=2,3, \ldots, C$ and $C_{1}$ being positive constanls independent of $n$.
Let $n x=y, n t=u$. Since $g$ is periodic, the first integral is

$$
\int_{0}^{1}|g(y+u)-g(y-u)| \sum_{\nu=1}^{n-1} \frac{1}{u+\nu} d u \geqslant\left(\sum_{\nu=2}^{n} \frac{1}{\nu}\right) \int_{0}^{1}|g(y+u)-g(y-u)| d u .
$$

The first factor on the right exceeds a multiple of $\log n$, and the second, as a periodic, continuous and nowhere vanishing function of $y$, is bounded below by a positive number. This gives the first part of the lemma. Similarly we obtain the second part, observing that

$$
\int_{0}^{1}|g(y+u)-g(y-u)| u^{-1} d u<\infty
$$

$\dagger$ For $g(x), 0 \leqslant x \leqslant 1$, we may take, for example, the polygonal line with verticee $(0,0),\left(\frac{1}{2}, \frac{1}{3}\right),(1,0)$.

We now set

$$
f(x)=\sum_{n-1}^{\infty} a_{n} g\left(\lambda_{n} x\right),
$$

where the numbers $a_{n}>0$ and the integars $0<\lambda_{1}<\lambda_{1}<\ldots$ will be determined in a moment. Then

$$
\begin{align*}
\int_{1 / \lambda_{p}}^{1} \frac{|f(x+t)-f(x-t)|}{t} d t & >a_{\nu} \int_{1 / \lambda_{p}}^{1} \frac{\left|g\left(\lambda_{\nu} x+\lambda_{p} t\right)-g\left(\lambda_{p} x-\lambda_{\nu} t\right)\right|}{t} d t \\
& -\left(\sum_{n=1}^{\nu-1}+\sum_{n=\nu+1}^{\infty}\right) a_{n} \int_{1 / \lambda_{\nu}}^{1} \frac{\left|g\left(\lambda_{n} x+\lambda_{n} t\right)-g\left(\lambda_{n} x-\lambda_{n} t\right)\right|}{t} d t \\
& \geq C a_{\nu} \log \lambda_{\nu}-C_{1} \sum_{n=1}^{v=1} a_{n} \log \lambda_{n}-2 \log \lambda_{\nu} \sum_{n=p+1}^{\infty} a_{n}
\end{align*}
$$

since $\left|g\left(\lambda_{n} x+\lambda_{n} t\right)-g\left(\lambda_{n} x-\lambda_{n} t\right)\right| \leqslant 2$. If we take $a_{n}=1 / n!, \lambda_{n}=2 n n n^{n}$, the right-hand side of (3-14) divided by $\nu!$ teads to $C \log 2>0$, and this shows that (3-11) diverges everywhere.

It is interesting to obeerve that the integrals

$$
\int_{0}^{\pi} \frac{f(x+t)-f(x)}{t} d t \text { and } \int_{0}^{\pi} \frac{f(x+t)+f(x-t)-2 f(x)}{t} d t
$$

though apparently similar to (3.2), can diverge everywhere for a continuous $f$. The proof is analogous to that given above, but slightly lems simple.

The theorem which follows will find an application in Chapter XII. Its proof is similar to that of (3-1) but the details are somewhat more elaborate.
(3-16) Thmoran. If $f \in \mathrm{~L}, y>0$, then the measure of the set $H_{y}=H_{y}(f)$ where $|f(x)|>y$ satisfies

$$
\left|h_{y}\right| \leqslant \frac{A}{y} \int_{0}^{2 \pi}|f| d x
$$

where $A$ is an aboolute constant.
We may suppose that $f \geqslant 0$. For if $f=f_{1}+f_{2}$, then $E_{q}(f) \subset E_{y}\left(f_{1}\right)+E_{y}\left(f_{2}\right)$,

$$
\left|E_{y}(f)\right| \leqslant\left|E_{y}\left(f_{1}\right)\right|+\left|E_{y}\left(f_{2}\right)\right| .
$$

Hence if $f_{1}$ and $f_{2}$ are the positive and negative parts of $f$, and if the theorem holds for $f_{1}$ and $f_{2}$, it holds for $f$.

We may also suppose that

$$
\begin{equation*}
\int_{0}^{2 x} f d x=1 \tag{3.19}
\end{equation*}
$$

The function $P(x)=\int_{0}^{x} f d t$ is non-decreasing in $(-\infty,+\infty)$, and

$$
\begin{equation*}
f^{\prime}(x)=-\frac{1}{\pi} \int_{0}^{\pi} \frac{F(x+t)+F(x-t)-2 F(x)}{\left(2 \sin \frac{1}{2}\right)^{2}} d t \tag{3.20}
\end{equation*}
$$

almost everywhere.
Fix $y$ and denote by $Q$ the set of $x$ for which $\frac{F(\xi)-F(x)}{\xi-x}>y$
for some $\xi$ in the interior of $(x, x+2 \pi) . Q$ is open (possibly empty) and periodic. The complement $P$ of $Q$ is cloeed. If $P$ and $Q$ are not empty, $Q$ is the union of a family $\left\{\left(a_{i}, b_{i}\right)\right\}$ of disjoint open intervals such that

$$
\begin{equation*}
\frac{F\left(b_{i}\right)-F\left(a_{i}\right)}{b_{i}-a_{i}}=y \tag{3.22}
\end{equation*}
$$

This fact is proved in the same way as Lomms (18.8) of Chapter I and the Remark to it

Write now $F=G+H$, where $G$ coincides with $F$ on $P$ and is linear in each interval $\left(a_{i}, b_{i}\right)$; hence $H=0$ on $P$. If $Q$ is empty, we write $F=G, H=0$, and disregard $H$ in the argument which follows.

The function $G(x)$ is in $\Lambda_{1}$. More precisely,

$$
0 \leqslant \frac{G(x+h)-G(x)}{h} \leqslant y \text { for } 0<h<2 \pi .
$$

The first inequality is obvious since $G$, like $F$, is non-decreasing. The second inequality is immediate if both $x$ and $x+h$ are either in $P$ or in the same interval contiguous to $P$; the general case follows from these two by the argument used on $p$. 132.

Hence $G$ is the indefinite integral of a (periodic) function $g=G^{\prime}$. We have $0 \leqslant g(x) \leqslant y$ for almost all $x$, and $g(x)=f(x)$ almost everywhere in $P$ (since $G=F$ in $P$ ). Clearly $H$ is the indefinite integral of $h=H^{\prime}$, and

$$
f=g+h, \quad f=\tilde{g}+\hbar .
$$

Since $H=0$ in $P$, the integral of $h$ over each interval $\left(a_{i}, b_{i}\right)$ is $H\left(b_{i}\right)-H\left(a_{i}\right)=0$, and

$$
\begin{equation*}
\int_{a_{1}}^{b_{1}} f d x=\int_{a_{1}}^{b_{1}} g d x \quad(i=1,2, \ldots), \quad \int_{0}^{2 \pi} f d x=\int_{0}^{2 \pi} g d x . \tag{3.23}
\end{equation*}
$$

Since $\left|E_{2 \nu}(f)\right| \leqslant\left|E_{\nu}(g)\right|+\left|E_{\nu}(h)\right|$ it is enough to show that each of the two terms on the right is majorized by

$$
\frac{A}{y} \int_{0}^{2 \pi} f d x=\frac{A}{y}
$$

For $g$ we have

$$
\begin{aligned}
\left|E_{\nu}(g)\right| & \leqslant y^{-2} \int_{0}^{2 \pi} \tilde{g}^{2} d x \leqslant y^{-2} \int_{0}^{2 \pi} g^{2} d x \\
& \leqslant y^{-1} \int_{0}^{2 \pi} g d x=y^{-1} \int_{0}^{2 \pi} f d x
\end{aligned}
$$

by (3.23).
It remains to estimate $\left|E_{\nu}(h)\right|$. First, summing from (3.22) over all $\left(a_{i}, b_{i}\right)$ in a period, we get

$$
|Q|=\Sigma\left(b_{i}-a_{i}\right) \leqslant \frac{F(2 \pi)-F(0)}{y}=\frac{1}{y} \int_{0}^{2 \pi} f(x) d x=\frac{1}{y}
$$

Next, let $\chi^{*}(x)$ be the function equal to $b_{i}-a_{i}$ in each $\left(a_{i}, b_{i}\right)$, and to 0 in $P$. We show that

$$
H(x) \leqslant y \chi^{*}(x)
$$

This is obvious for $x$ in $P$, since both sides are 0 . If $a_{i}<x<b_{i}$, then

$$
0 \leqslant F(x)-F\left(a_{i}\right) \leqslant y\left(x-a_{i}\right), \quad 0 \leqslant G(x)-G\left(a_{i}\right) \leqslant y\left(x-a_{i}\right) ;
$$

and the equations $H\left(a_{i}\right)=0, H=F-G$ imply
which gives (3.25).
Write $\quad I(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{\chi^{*}(t)}{\left\{2 \sin \frac{1}{2}(x-t)\right\}^{2}} d t=\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{\chi^{*}(x+t)}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t$.
In view of (3.25), if we apply (3-20) to $h$ we obtain

$$
|\hbar(x)| \leqslant y I(x) \quad \text { for } \quad x \in P .
$$

Let $Q^{*}$ be the set obtained by expanding each ( $a_{i}, b_{i}$ ) concentrically three times, and let $P^{*}$ be the complement of $Q^{*}$. We have

$$
\begin{equation*}
\int_{P^{\bullet}} I(x) d x \leqslant B|Q| \tag{3.27}
\end{equation*}
$$

where $B$ is an absolute constant; this is a result analogous to (2.11) and the proof is essentially the same.

It is now easy to estimate $\left|E_{\nu}(h)\right|$. The intersection of $E_{\nu}(h)$ with $Q^{*}$ has measure not greater than $\left|Q^{*}\right| \leqslant 3|Q|$. In $P$, and a fortiori in $P^{*}$, we have (3.26), and so, if $|h(x)|>y$, then $I(x)>1$. But, by (3.27), the subset of $P^{*}$ where $I(x)>1$ has measure not greater than $B|Q|$. Hence, collecting results and using (3.24), we find

$$
\left|E_{\nu}(h)\right| \leqslant 3|Q|+B|Q| \leqslant(B+3) y^{-1} .
$$

This completes the proof of (3.16).

## 4. Classes of functions and (C,1) means of Fourier series

We know that the necessary and sufficient condition for the numbers $c_{\nu}(\nu=0, \pm 1$, $\pm 2, \ldots)$ to be the Fourier coefficients of a function $L^{2}$ is that the sum $\Sigma\left|c_{\nu}\right|^{2}$ be finite. It is natural to ask whether anything so simple can be proved for the classes $L^{r}$ with $r \neq 2$. The answer is no, and it is this fact which makes the Parseval formula and the Riesz-Fischer theorem such exceptionally powerful tools of investigation. We shall now consider criteria of a different kind involving the Cesaro or Abel means of the series considered.

One point must be made clear. What matters in the proofs that follow is that the (C, 1) kernel, and Abel's kernel, satisfy conditions (A), (B), (C) stated in § 2 of Chapter III (and in particular are positive), and also that $S[f]$ is summable by these methods. The arguments are therefore applicable without change to any other kernel with these properties. Logically the ( $\mathrm{C}, 1$ ) method is simpler than Abel's, but the latter is often more significant, especially in applications to harmonic and analytic functions.

We pursue the following course: in $\$ \S 4$ and 5 the results will be proved for the ( $C, 1$ ) means, and in $\S 6$ the analogues for Abel means will be stated without proof.

Besides the classes $\mathrm{L}_{\phi}, \mathrm{L}^{r}$ introduced in § 9 of Chapter I, we shall consider other classes of functions. We shall denote by B, C, A and V the classes of periodic functions which are respectively bounded, continuous, absolutely continuous, and of bounded variation. If

$$
\sum_{\nu=-\infty}^{+\infty} c_{\nu} e^{i \nu x}
$$

is the Fourier series of a function of a definite class, we say that the series itself belongs to that class. By S we denote the class of Fourier-Stieltjes series. The $(\mathrm{C}, 1)$ means of (4•1) will be denoted by $\sigma_{n}(x)$.
(4-2) Theorem. (i) A necessary and sufficient condition for $\Sigma c_{\nu} e^{i v x}$ to belong to class C is the uniform convergence of $\left\{\sigma_{n}(x)\right\}$.
(ii) A necessary and oufficient condition for $\Sigma c_{\nu} e^{i \omega x}$ to belong to class B is the uniform boundedness of the $\sigma_{n}(x)$.

The necessity of the condition in (i) is Fejér's theorem (Chapter III, (3•4)). To prove the sufficiency, we note that, for $n \geqslant|k|$,

$$
\left(1-\frac{|k|}{n+1}\right) c_{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sigma_{n}(x) e^{-i k x} d x
$$

As $n \rightarrow \infty$ the left-hand side tends to $c_{k}$ and the right-hand side to the $k$ th Fourier coefficient of the continuous function $f(x)=\lim \sigma_{n}(x)$.

The necessity of the condition in (ii) is contained in Theorem (2.30) of Chapter III: if $K$ is the essential upper bound of $|f|$ then $\left|\sigma_{n}(x)\right| \leqslant K$. Conversely, if $\left|\sigma_{n}\right| \leqslant K$, then, for large $n$,

$$
K^{2} \geqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\sigma_{n}\right|^{2} d x=\sum_{k=-n}^{n}\left|c_{k}\right|^{2}\left(1-\frac{|k|}{n+1}\right)^{2} \geqslant \sum_{k=-\infty}^{n}\left|c_{k}\right|^{2}\left(1-\frac{|k|}{n+1}\right)^{2},
$$

where $\nu$ is any fixed positive integer not exceeding $n$. Making $n \rightarrow \infty$ we get

$$
\left|c_{-\nu}\right|^{2}+\ldots+\left|c_{0}\right|^{2}+\ldots+\left|c_{\nu}\right|^{2} \leqslant K^{2}
$$

and this is true forevery $\nu$. Hence $\Sigma\left|c_{k}\right|^{2}$ converges, and, by the Riesz-Fischer theorem, (4-1) is an $S[f]$ with $f \in L^{2}$. Therefore $\sigma_{n}(x) \rightarrow f(x)$ almost everywhere, and the inequalities $\left|\sigma_{n}(x)\right| \leqslant K$ imply that $|f(x)| \leqslant K$ almost everywhere.
(4-3) Theorem. The series $\Sigma c_{\nu} e^{i v x}$ belongs to class S if and only if $\mathfrak{P}\left[\sigma_{n}\right]=O(1)$.
We first suppose that $\Sigma c_{\nu} e^{i \nu x}$ is an $S[d F]$. Then

$$
\left.\begin{array}{r}
\sigma_{n}(x)=\frac{1}{\pi} \int_{0}^{2 \pi} K_{n}(t-x) d F(t), \\
\left|\sigma_{n}(x)\right| \leqslant \frac{1}{\pi} \int_{0}^{8 \pi} K_{n}(t-x)|d F(t)|
\end{array}\right\}
$$

where $\left|d F^{\prime}(t)\right|$ stands for $d V(t), V(t)$ denoting the total variation of $F$ over $(0, t)$. Let $V=V(2 \pi)$. The right-hand side of the last inequality is a trigonometric polynomial in $x$ whose constant term is $V / 2 \pi$. Integration over $0 \leqslant x \leqslant 2 \pi$ therefore gives

$$
\mathfrak{P}\left[\sigma_{n}\right] \leqslant \int_{0}^{2 x}|d F(t)|=V,
$$

and one part of (4.3) is established. For the other we need the following classical result, which we take for granted here:
(4.6) Throrem of Helly. Let $\left\{F_{n}(x)\right\}$ be a sequence of functions uniformly bounded and of uniformly bounded variation in an interval $(a, b)$. Then there is a subsequence $\left\{F_{n_{k}}(x)\right\}$ converging at every point of $(a, b)$ to a function $F(x)$ of bounded variation.

The hypothesis of uniform boundedness may be replaced by the boundedness of $\left\{F_{n}\right\}$ at a single point $x$, since the former is implied by the latter together with the uniformly bounded variation.

Returning to Theorem (4•3), suppose that $\mathscr{M}\left[\sigma_{n}\right] \leqslant V$ for all $n$ and let

$$
F_{n}(x)=\int_{0}^{x} \sigma_{n}(t) d t
$$

The functions $F_{n}(x)$ are of uniformly bounded variation in ( $0,2 \pi$ ) and vanish at $x=0$. Hence there is a subsequence $\left\{F_{n j}(x)\right\}$, uniformly bounded and everywhere convergent to a function $F(x)$ of bounded variation (total variation $\leqslant V$ ) in $(0,2 \pi)$. If $|k| \leqslant n_{j}$, integrating by parts and making $j \rightarrow \infty$ we get

$$
\begin{aligned}
\left(1-\frac{|k|}{n_{j}+1}\right) c_{k} & =\frac{1}{2 \pi} \int_{0}^{2 \pi} \sigma_{n}, e^{-i k x} d x=\frac{1}{2 \pi} F_{n_{j}}(2 \pi)+\frac{i k}{2 \pi} \int_{0}^{2 \pi} F_{n_{j}} e^{-i k x} d x, \\
c_{k} & =\frac{1}{2 \pi} F(2 \pi)+\frac{i k}{2 \pi} \int_{0}^{2 \pi} F e^{-i k x} d x=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i k x} d F(x),
\end{aligned}
$$

since $F(0)=0$. Hence (4-1) is $S[d F]$ and the proof of (4-3) is complete. The result can be stated in the following equivalent form.
(4.7) Theorem. A necessary and sufficient condition for $\sum c_{\nu} e^{i \omega x}$ to belong to class $V$ is that $\mathfrak{P}\left[\sigma_{n}^{\prime}\right]=O(1)$, that is, that the $\sigma_{n}$ be of uniformly bounded variation.

The following result completes (4-3):
(4.8) Theorem. A necessary and sufficient condition for $\Sigma c_{\nu} e^{i v x}$ to be an $S[d F]$ with $F$ non-decreasing is that $\sigma_{n} \geqslant 0$ for all $n$.

The necessity follows from (4-4) since $K_{n}(u) \geqslant 0$. Conversely, if $\sigma_{n}(x) \geqslant 0$, the $F_{n}(x)$ in the proof of (4-3) are non-decreasing and so is $F(x)=\lim F_{n}(x)$.
(4.9) Theorem. A necessary and sufficient condition for $\Sigma c_{\nu} e^{i v x}$ to be an $S[d F]$ with ${ }^{\prime}$ non-decreasing is that

$$
\sum_{\mu, \nu=0}^{n} c_{\mu-\nu} \xi_{\mu} \xi_{v} \geqslant 0
$$

for all $n \geqslant 0$ and for all (complex) $\xi_{0}, \xi_{1}, \ldots, \xi_{n}$.
If $c_{\nu}=(2 \pi)^{-1} \int_{0}^{2 \pi} e^{-i \nu x} d F$, with $F$ non-decreasing, then

$$
2 \pi \sum_{\mu, \nu=0}^{n} c_{\mu-\nu} \xi_{\mu} \xi_{\nu}=\int_{0}^{2 \pi}\left(\sum_{\mu, \nu=0}^{n} e^{-i(\mu-\nu) x} \xi_{\mu} \xi_{\nu}\right) d F=\int_{0}^{2 \pi}\left|\sum_{0}^{n} e^{-i \mu x} \xi_{\mu}\right|^{2} d F \geqslant 0 .
$$

Conversely, if we take $\xi_{\nu}=e^{i v x}$ for all $\nu$, and denote by $\sigma_{n}$ the ( $\mathrm{C}, 1$ ) means of the series $\Sigma c_{\nu} e^{i \nu x}$, the left-hand side of (4•10) becomes

$$
(n+1) c_{0}+n\left(c_{1} e^{i x}+c_{-1} e^{-i x}\right)+\ldots+\left(c_{n} e^{i n x}+c_{-n} e^{-i n x}\right)=(n+1) \sigma_{n}(x)
$$

and it is enough to apply (4.8).
Let $u^{+}$and $u^{-}$denote respectively $\max (u, 0)$ and $\max (-u, 0)$, so that

$$
u^{+}=\frac{1}{2}(|u|+u), \quad u^{-}=\frac{1}{2}(|u|-u) .
$$

Since the integral of $\sigma_{n}$ over $(0,2 \pi)$ is constant (being $2 \pi c_{0}$ ), the first equation shows that the conditions

$$
\mathfrak{R}\left[\sigma_{n}\right]=O(1), \quad \mathscr{P}\left[\sigma_{n}^{+}\right]=O(1)
$$

are equivalent.
(4-12) Theorem. Suppose that $\Sigma c_{\nu} e^{i \nu x}$ is an $S[d F]$ and that

$$
\begin{equation*}
F(x)=\frac{1}{\xi}[F(x+0)+F(x-0)] \tag{4•13}
\end{equation*}
$$

for all $x$. Let $V, P, N$ denote respectively the total, positive and negative variations of $F$ over an interval $\alpha \leqslant x \leqslant \beta$. Then

$$
\begin{equation*}
\int_{\alpha}^{\beta}\left|\sigma_{n}\right| d x \rightarrow V, \quad \int_{\alpha}^{\beta} \sigma_{n}^{+} d x \rightarrow P, \quad \int_{\alpha}^{\beta} \sigma_{n}^{--} d x \rightarrow N \tag{4•14}
\end{equation*}
$$

Since $S[d F]=S^{\prime}[F]$ (Chapter II, (2•4)), (4-13) implies that

$$
\int_{\alpha}^{\beta} \sigma_{n} d x \rightarrow F(\beta)-F(\alpha)
$$

(Chapter III, (3.4)). It is enough to prove the first formula (4.14), since the other two relations in (4.14) follow from this, combined with (4.15), (4.11) and

$$
2 P=V+(F(\beta)-F(\alpha)), \quad 2 N=V-(F(\beta)-F(\alpha)) .
$$

That $\lim \inf \mathfrak{M}\left[\sigma_{n} ; \alpha, \beta\right] \geqslant V$ is clear. For by (4-15) the functions $F_{n}(x)=\int_{a}^{x} \sigma_{n} d t$ converge to $F(x)-F(\alpha)$ on $(\alpha, \beta)$ and $\mathbb{M}\left[\sigma_{n} ; \alpha, \beta\right]$ is the total variation of $F_{n}$ over $(\alpha, \beta)$. The total variation $V$ of the limit cannot exceed the limit inferior of the total variations of the $F_{n}$. It remains therefore to show that $\limsup \mathbb{M}\left[\sigma_{n} ; \alpha, \beta\right] \leqslant V$. If $(\alpha, \beta)$ coincides with ( $0,2 \pi$ ), this follows from (4.5), and (4.12) is established in this particular case. If $\beta-\alpha<2 \pi$, suppose that the inequality we want to prove is false. If $V^{\prime}$ is the total variation of $F$ over the closed interval ( $\beta, \alpha+2 \pi$ ) we therefore have

$$
\int_{\alpha}^{\alpha+9 \pi}\left|\sigma_{n}\right| d x \rightarrow V+V^{\prime}, \quad \limsup \int_{a}^{\beta}\left|\sigma_{n}\right| d x>V .
$$

This implies that $\liminf \mathfrak{M}\left[\sigma_{n} ; \beta, \alpha+2 \pi\right]<V^{\prime}$, contrary to the opposite inequality which we have already proved (with $\alpha, \beta$ for $\beta, \alpha+2 \pi$ ). This proves (4-12).

We know that $\sigma_{n}(x ; d F) \rightarrow F^{\prime}(x)$ for almost all $x$ (Chapter III, (8.1)), and we shall sometimes write $\sigma(x)\left(=\lim \sigma_{n}(x)\right.$ instead of $F^{\prime \prime}(x)$.
Let $P(x)$ be the positive variation of $F(x)$ over $(\alpha, x)$ and let

$$
P(x)=P_{a}(x)+P_{a}(x)
$$

be the decomposition of $P$ into its absolutely continuous and singular parts. Both $P_{a}(x)$ and $P_{b}(x)$ are non-negative and non-decreasing for $x \geqslant \alpha$. Moreover, as is well known, we have almost everywhere

$$
P_{d}^{\prime}(x)=0, \quad P_{a}^{\prime}(x)=P^{\prime}(x)=\left(F^{\prime \prime}(x)\right)^{+}=\sigma^{+}(x) .
$$

By (4•12),

$$
\int_{a}^{\beta} \sigma_{n}^{*} d x \rightarrow\left\{P_{a}(\beta)-P_{a}(\alpha)\right\}+\left\{P_{a}(\beta)-P_{a}(\alpha)\right\}=\int_{a}^{\beta} \sigma^{+} d x+P_{a}(\beta)
$$

A necessary and sufficient condition for $P(x)$ to be absolutely continuous over $(\alpha, \beta)$ is that $P_{s}(\beta)=0$, or

$$
\int_{a}^{\beta} \sigma_{n}^{+} d x \rightarrow \int_{a}^{\beta} \sigma^{+} d x
$$

Similarly, a necessary and sufficient condition for the negative variation $N(x)$ of $F$ to be absolutely continuous in $(\alpha, \beta)$ is

$$
\int_{a}^{\beta} \sigma_{n}^{-} d x \rightarrow \int_{a}^{\beta} \sigma-d x .
$$

If both $P(x)$ and $N(x)$ are absolutely continuous over ( $\alpha, \beta$ ), adding (4•17) and (4•18) we get

$$
\begin{equation*}
\int_{\alpha}^{\beta}\left|\sigma_{n}\right| d x \rightarrow \int_{\alpha}^{\beta}|\sigma| d x, \tag{4•19}
\end{equation*}
$$

and conversely this relation implies both (4•17) and (4•18). (For then, from (4.16) and from a similar formula for $\sigma_{n}^{-}$, we see that $P_{s}(\beta)=N_{s}(\beta)=0$.) Thus (4.19) is both necessary and sufficient for $F(x)$ to be absolutely continuous over ( $\alpha, \beta$ ). Hence:
(4-20) Theorem. Let $\Sigma c_{\nu} e^{i v x}$ be an $S[d F]$, where $F$ satisfies (4•13). The conditions (4•19), (4•17) and (4•18) are necessary and sufficient for the function $F$, its positive variation, and its negative variation, respectively, to be absolutely continuous over ( $\alpha, \beta$ ).

Let $F_{k}(x), 0<x<2 \pi$, be a sequence of uniformly bounded functions. If $F_{k}(x)$ tends almost everywhere to a limit $F(x)$, then $C_{n}^{k} \rightarrow C_{n}$ as $k \rightarrow \infty$, where $C_{n}^{k}$ and $C_{n}$ denote the $n$th coefficients of $F_{k}$ and $F$ respectively. The converse is obviously false. If, for instance, $I_{1}, I_{2}, \ldots$ is any sequence of intervals whose length tends to zero, such that every point in $(0,2 \pi)$ belongs to infinitely many $I_{k}$, then the sequence of the characteristic functions $F_{k}(x)$ of the $I_{k}$ diverges at every $x$, though $\left|C_{n}^{k}\right| \leqslant\left|I_{k}\right| / 2 \pi \rightarrow 0$, as $k \rightarrow \infty$ (uniformly in $n$ ). The converse is, however, true if the functions $F_{k}$ are monotone.
(4-21) Theorem of Caratheodory. Let $\left\{F_{k}(x)\right\}, 0<x<2 \pi$, be a sequence of uniformly bounded and non-decreasing functions, and let $C_{n}^{k}$ be the (complex) Fourier coefficients of $F_{k}$. If $\lim _{k \rightarrow \infty} C_{n}^{k}=C_{n}$ exists for every $n$, then the numbers $C_{n}$ are the Fourier coefficients of a bounded non-decreasing function $F(x), 0<x<2 \pi$, and $F_{k}(x) \rightarrow F(x)$ at every point $x$ at which $F$ is continuous.

By (4.6) there is a subsequence of $\left\{F_{k}\right\}$ converging to a non-decreasing $F(x), 0<x<2 \pi$. Obviously the Fourier coefficients of $F$ are the $C_{n}$, and we have only to show that $F_{k}(\xi) \rightarrow F(\xi)$ for any point $\xi$ of continuity of $F$ interior to ( $0,2 \pi$ ). Suppose that $F_{k}(\xi)$ does not tend to $F(\xi)$. We can then find a subsequence $\left\{F_{k g}\right\}$ such that $\lim F_{k j}(\xi)$ exists and differs from $F(\xi)$, e.g. is greater than $\boldsymbol{F}(\xi)$. We can select a subsequence $\left\{F_{k_{j}^{\prime}}(x)\right\}$ of $\left\{F_{k}(x)\right\}$ such that $\lim F_{k^{\prime}}(x)=G(x)$ exists everywhere. The Fourier coefficients of $G(x)$ are again $C_{n}$, so that $F(x) \equiv G(x)$. On the other hand,

$$
G(\xi)=\lim F_{k_{j}^{\prime}}(\xi)=\lim F_{k_{j}}(\xi)>F(\xi),
$$

and since $G(x)$ is non-decreasing and $F(x)$ is continuous at $x=\xi$, we have $G(x)>F(x)$ in some interval to the right of $\xi$, so that $G(x) \equiv F(x)$. This contradiction shows that $F_{k}(\xi) \rightarrow \boldsymbol{F}(\xi)$.

We shall now extend (4-21) to Fourier-Stieltjes series. Except when otherwise stated, every non-decreasing function $\Phi$ considered below will be defined for all $x$ and will satisfy the condition

$$
\Phi(x+2 \pi)-\Phi(x)=\Phi(2 \pi)-\Phi(0) .
$$

(4-22) Theorem. Let $F_{1}(x), F_{8}(x)$, ... be a sequence of non-decreasing functions and let $c_{n}^{k}$ be the Fourier coefficients of $d F_{k}$. Then
(i) If $\lim _{k \rightarrow \infty} c_{n}^{k}=c_{n}$ exists for every $n$, there is a non-decreasing function $F(x)$ such that
the Fourier coefficients of $d F$ are $c_{n}$. Moreover, there are constants $B_{k}$ such that $\left\{F_{k}(x)-B_{k}\right\}$ converges to $F(x)$ at every point of continuity of $F$.
(ii) Conversely, if for a sequence of constants $B_{k}$ the sequence $\left\{F_{k}(x)-B_{k}\right\}$ converges to a (non-decreasing) function $F(x)$ at every point of continuity of $F$, then, denoting by $c_{n}$ the Fourier coefficients of $d F$, we have $c_{n}^{k} \rightarrow c_{n}$ for all $n$.
(i) Let $B_{k}$ be the constant term of $S\left[F_{k}\right]$. The $F_{k}-B_{k}$ being uniformly bounded, there is a subsequence $\left\{F_{k}(x)-B_{k}\right\}$ converging to a limit $F(x)$ everywhere in $0 \leqslant x \leqslant 2 \pi$. Let $C_{n}^{k}$ be the Fourier coefficients of $F_{k}-B_{k}$. Then $C_{0}^{k}=0$ for all $k$, and for $n \neq 0$ integration by parts gives

$$
C_{n}^{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(F_{k}-B_{k}\right) e^{-i n x} d x=\left(c_{n}^{k}-c_{0}^{k}\right) / i n
$$

Hence $\lim C_{n}^{k}=C_{n}$ exists for every $n$. By Theorem (4-21), $F_{k}(x)-B_{k}$ converges to $F(x)$ at every point of continuity of $F$ interior to ( $0,2 \pi$ ). Hence if in (4.23) we make $k \rightarrow \infty$, we get $C_{n}=\left(c_{n}-c_{0}\right) /$ in for $n \neq 0$. On the other hand, if $\gamma_{n}$ are the Fourier coefficients of $d F$, integration by parts gives

$$
C_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} F e^{-i n x} d x=\left(\gamma_{n}-\gamma_{0}\right) / i n
$$

so that $c_{n}-c_{0}=\gamma_{n}-\gamma_{0}$ for $n \neq 0$. Moreover,

$$
2 \pi \gamma_{0}=F(2 \pi)-F(0)=\lim \left\{F_{k_{j}}(2 \pi)-F_{k_{j}}(0)\right\}=\lim 2 \pi c_{0}^{k_{j}}=2 \pi c_{0},
$$

so that $\gamma_{0}=c_{0}$. Hence $c_{n}=\gamma_{n}$ for all $n$.
Let us now continue $F(x)$ outside $(0,2 \pi)$ by the condition

$$
F(x+2 \pi)-F(x)=F(2 \pi)-F(0) .
$$

This, together with

$$
F_{k}(x+2 \pi)-F_{k}(x)=2 \pi c_{0}^{k}, \quad F(x+2 \pi)-F(x)=2 \pi c_{0}, \quad c_{0}^{k} \rightarrow c_{0}
$$

implies that $F_{k}(x)-B_{k}$ converges to $F(x)$ at every point of continuity of $F$ distinct from $0(\bmod 2 \pi)$. This in turn implies convergence also at the points congruent to 0 $(\bmod 2 \pi)$, if $F$ is continuous there.
(ii) Let us write $F_{k}$ instead of $F_{k}-B_{k}$, which does not change the Fourier-Stieltjes coefficients. Let $C_{n}^{k}, C_{n}$ be the Fourier coefficients of $F_{k}, F$ considered in ( $0,2 \pi$ ). Obviously, $C_{n}^{k} \rightarrow C_{n}$. If $F$ is continuous at $x$, then

$$
2 \pi c_{0}^{k}=F_{k}(x+2 \pi)-F_{k}(x) \rightarrow F(x+2 \pi)-F(x)=2 \pi c_{0},
$$

and so $c_{0}^{k} \rightarrow c_{0}$. For $n \neq 0$,

$$
\left(c_{n}^{k}-c_{0}^{k}\right) / i n=C_{n}^{k} \rightarrow C_{n}=\left(c_{n}-c_{0}\right) / i n
$$

which gives $c_{n}^{k} \rightarrow c_{n}$.
We can apply Theorem (4-22) to the problem of the distribution mod 1 of sequences

$$
x_{1}, x_{2}, \ldots, x_{k}, \ldots
$$

of real numbers. We wind the real axis around the circle $\Gamma$ of length 1 , and consider (4-24) as points on $\Gamma$, not distinguishing points congruent mod l. Given any semi-open arc $\alpha<x \leqslant \beta$ on $\Gamma, 0 \leqslant \beta-\alpha \leqslant 1$, we denote by $\nu_{k}(\alpha, \beta)$ the number of points among $x_{1}, x_{2}, \ldots, x_{k}$ which fall in that arc. We shall say that a function $F(x)$ is a distribution
function of (4•24), if $F(x)$ is non-decreasing over $(-\infty,+\infty)$ and satisfies the condition $F(x+1)-F(x)=1$, and if

$$
\nu_{k}(\alpha, \beta) / k \rightarrow F(\beta)-F(\alpha)
$$

for any arc $(\alpha, \beta)$ whose end-points are points of continuity of $F$. If (4.24) has a distribution function, the latter is determined except for an arbitrary additive constant. If $F(x)=x+C$, we say that (4.24) is equidistributed mod 1 , or simply equidistributed.
(4.25) Theorem. A necessary and sufficient condition for (4.24) to have a distribution function is that the limits

$$
\lim _{k \rightarrow \infty} \frac{1}{k}\left\{e^{-2 \pi i n x_{1}}+e^{-2 \pi i n x_{2}}+\ldots+e^{-2 \pi i n x_{k}}\right\}=c_{n}
$$

exist for $n=0, \pm 1, \pm 2, \ldots$. If these limits do exist, they are the Fourier-Stieltjes coefficients with respect to the interval $(0,1)$ of the distribution function of $(4 \cdot 24)$.

Sufficiency. Let $F_{k}(x)$ be the non-decreasing function defined by the conditions $F_{k}(x)=\nu_{k}(0, x) / k$ for $0<x \leqslant 1$ and $F_{k}(x+1)-F_{k}(x)=1$ for all $x$. In particular, $F_{k}(0)=0, F_{k}(1)=1 . F_{k}(x)$ is a step function having jumps at the points $x_{1}, \ldots, x_{k}$ and the point congruent to them mod 1 ; the expression under the limit sign in (4.26) is $c_{n}^{k}=\int_{0}^{1} e^{-2 n i n x} d F_{k}$. If $c_{n}^{k} \rightarrow c_{n}$ for all $n$, (4-22) implies that the $c_{n}$ are the Fourier-Stieltjes coefficients of a non-decreasing $F$ satisfying $F(x+1)-F(x)=1$. (Since $c_{0}^{k}=1$ for all $k$, we also have $c_{0}=1$.) Moreover, there are constants $B_{k}$ such that $F_{k}(x)-B_{k} \rightarrow F(x)$ at the points of continuity of $F$. It follows that for any arc $(\alpha, \beta)$ at whose end-points $F$ is continuous,

$$
\nu_{k}(\alpha, \beta) / k=F_{k}(\beta)-F_{k}(\alpha) \rightarrow F(\beta)-F(\alpha) .
$$

Necessity. Suppose (4.24) has a distribution function $F$. Let $\alpha$ be any point of continuity of $F$ and let $F_{k}$ be the functions defined above. If $x$ is any point of continuity of $F$ situated in $(\alpha, \alpha+1)$, the expression $F_{k}(x)-F_{k}(\alpha)=\nu_{k}(\alpha, x) / k$ tends to a limit. Since $F_{k}(x+1)-F_{k}(x)=1$, it mnst tend to a limit for every point of continuity of $F$. By (4.22), the Fourier-Stieltjes coefficients of $F_{k}(x)-F_{k}(\alpha)$ must tend to limits as $k \rightarrow \infty$. This proves (4-26), since the ratio there is $\int_{0}^{1} e^{-\mathbf{1 \pi i n x}} d F_{k}(x)$.
(4.27) Theorem. A necessary and sufficient condition for (4-24) to be equidistributed is that the limits (4-26) exist for $n= \pm 1, \pm 2, \ldots$ and are all equal to 0 .

This can be seen at once if we note that the Fourier-Stieltjes series of $x+C$ consists of the constant term 1 only and that the limit $c_{0}$ in (4.26) always exists and equals 1 .

A corollary of (4.27) is that for any irrational $x$ the sequence $x, 2 x, 3 x, \ldots, k x, \ldots$ is equidistributed. For if $x_{s}=s x$, and if $n \neq 0$, the absolute value of the expression under the limit sign in $(4 \cdot 26)$ is

$$
k^{-1}\left|\sum_{s=1}^{k} e^{-2 n i n n x}\right| \leqslant 2 k^{-1}\left|1-e^{-2 n i n x}\right|^{-1}=o(1) .
$$

Similarly we prove the fact (which will be used in Chapter VIII, §4) that if $x$ is irrational, the sequence $x, 3 x, 5 x, 7 x, \ldots$ is equidistributed.
(4-28) Thicorey. Let $m_{1}, m_{2}, \ldots$ be any sequence of distinct positive integers, and let $\alpha_{1}, a_{1}, \ldots$ be any sequence of real numbers. Then for almost all $x$ the sequence $m_{d}\left(x-\alpha_{s}\right)$ is equidistribruted.

It is enough to prove that for almost all $x$ we have

$$
\frac{1}{k} \sum_{s=1}^{k} e^{s \pi\left(m, n\left(x-a_{0}\right)\right.}=o(1) \quad(k \rightarrow \infty ; n= \pm 1, \pm 2, \ldots)
$$

and this will follow (cf. footnote on p. 78) if we show that all the series

$$
\sum_{s=1}^{\infty} \frac{e^{s \pi\left(m, n\left(x-\alpha_{i}\right)\right.}}{s} \quad(n= \pm 1, \pm 2, \ldots)
$$

converge almost everywhere. The latter, in turn, is a corollary of the following lemma.
(4-29) Lemma. Let $\phi_{1}(x), \phi_{8}(x), \ldots$ be a system orthonormal and uniformly bounded in $(a, b)$. Then the series

$$
\sum_{s=1}^{\infty} \underset{s}{\phi_{s}(x)}
$$

converges almost everywhere in $(a, b)$.
Let $s_{N}$ be the partial sums of (4-30), and let $f(x)$ be the function such that $\mathfrak{M}_{x}\left[f-s_{N}\right] \rightarrow 0(\S 1)$. For $N=k^{2}$ we have

$$
\int_{a}^{b}\left|f-s_{N}\right|^{2}=\sum_{N+1}^{\infty} \frac{1}{s^{2}}<\frac{1}{N}=\frac{1}{k^{2}}
$$

Thus the series $\Sigma \int_{a}^{b}\left|f-s_{k}\right|^{2} d x$ converges, which implies that $s_{k 0} \rightarrow f$ almost everywhere (Chapter I, (11.5)). For general $N$ we find a $k$ such that $k^{2} \leqslant N<(k+1)^{2}$. Then $s_{N}$ is obtained by augmenting $s_{k}$, by leas than $(k+1)^{2}-k^{2}=O(k)$ terms, each of which is $O\left(1 / k^{2}\right)$. Thus the contribution of the additional terms is $O(k) O\left(1 / k^{2}\right)=O(1)$, and $s_{N} \rightarrow f$ almost everywhere.

## 5. Classes of functions and ( $C, 1$ ) means of Fourier series (cont.)

Let $\mathfrak{F}$ be a family of funstions $F(x), \alpha \leqslant x \leqslant \beta$, having the following property: for every $\epsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
\left|\Sigma\left[F\left(b_{k}\right)-F\left(a_{k}\right)\right]\right|<\epsilon \tag{5•1}
\end{equation*}
$$

for every $\boldsymbol{F} \boldsymbol{\epsilon} \mathfrak{F}$ and every finite system $S$ of non-overlapping subintervals $\left(a_{k}, b_{k}\right)$ of $(\alpha, \beta)$ satisfying $\Sigma\left(b_{k}-a_{k}\right)<\delta$. We shall then say that the functions $F \in \mathcal{F}$ are uniformly absolutely continuous in $(\alpha, \beta)$. Clearly, the limit of an everywhere convergent sequence of functions from $\mathfrak{F}$ is absolutely continuous.
Let $\phi(u)$ be non-negative and non-decreasing for $u \geqslant 0$, and such that $\phi(u) / u \rightarrow \infty$ with $u$. Let $\mathfrak{f}$ be a family of functions $f(x)$ defined on $(0,2 \pi)$ and such that

$$
\int_{0}^{2 \pi} \phi(|f(x)|) d x \leqslant C
$$

where $C$ is independent of $f$. The integrals $F$ of the $f \in \mathfrak{f}$ are then uniformly absolutely continuous.
We have to show that the sums in (5.1), which are $\int_{s} f d x$, are uniformly small with $|S|$. Given any $M>0$, let $u_{0}$ be such that $\phi(u) / u \geqslant M$ for $u \geqslant u_{0}$. We set $|f|=f_{1}+f_{2}$, where $f_{1}=|f|$ if $|f| \leqslant u_{0}$ and $f_{1}=0$ otherwise. Thus the values of $f_{2}$ are either 0 or else at least $u_{0}$. Now

$$
\left|\int_{S} f d x\right| \leqslant \int_{B} f_{1} d x+\int_{S} f_{\mathbf{z}} d x \leqslant u_{0}|S|+M^{-1} \int_{S} \phi\left(f_{z}\right) d x \leqslant u_{0}|S|+C M^{-1} .
$$

The last sum is small if we first take $M$ large, but fixed, and then $|S|$ small.
(5-2) Theorem. A necessary and sufficient condition for

$$
\frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right)=\sum_{0}^{\infty} A_{n}(x)
$$

to belong to L is that the functions

$$
F_{n}(x)=\int_{0}^{x} \sigma_{n}(t) d t \quad(n=1,2, \ldots)
$$

should be uniformly absolutely continuous in ( $0,2 \pi$ ).
If the $F_{n}$ are uniformly absolutely continuous, then a fortiori they are of uniformly bounded variation, $\mathscr{P}\left[\sigma_{n}\right]=O(1)$, and $\Sigma A_{n}(x)$ is an $S[d F]$. Since $F$ is the limit of an everywhere convergent subsequence of $F_{n}, F$ is absolutely continuous, and $S[d F]=S[f]$, where $f=F^{\prime \prime}$.

Conversely, suppose that $\Sigma A_{n}(x)$ is an $S[f]$. Suppose for simplicity that $a_{0}=0$. The functions $F_{n}$ in (5.4) are then, except for an additive constant depending on $n$, the (C, 1) means of the Fourier series of the integral $F$ of $f$. Thus

$$
\begin{aligned}
& \left|\Sigma\left[F_{n}\left(b_{k}\right)-F_{n}\left(a_{k}\right)\right]\right| \\
& \quad=\left|\frac{1}{\pi} \int_{-\pi}^{\pi} \Sigma\left[F\left(b_{k}+t\right)-F\left(a_{k}+t\right)\right] K_{n}(t) d t\right| \leqslant \max _{t}\left|\Sigma\left[F\left(b_{k}+t\right)-F\left(a_{k}+t\right)\right]\right|,
\end{aligned}
$$

which is small with $S$. This proves (5-2).
Obviously, $\Sigma A_{n}(x)$ belongs to class A if and only if the $\sigma_{n}$ are uniformly absolutely continuous.
(5-5) Theorem. (i) A necessary and sufficient condition for $\Sigma A_{n}(x)$ to belong to L is that $\mathbb{P}\left[\sigma_{m}-\sigma_{n}\right] \rightarrow 0$ as $m, n \rightarrow \infty$.
(ii) If $\Sigma A_{n}(x)$ is $S[f]$, then $\mathfrak{M}\left[\sigma_{n}-f\right] \rightarrow 0$.

Suppose that $\Sigma A_{n}(x)$ is $S[f]$. Integrating the inequality

$$
\left|\sigma_{n}(x)-f(x)\right| \leqslant \frac{1}{\pi} \int_{-\pi}^{\pi}|f(x+t)-f(x)| K_{n}(t) d t
$$

over $0 \leqslant x \leqslant 2 \pi$, we find

$$
\mathfrak{M}\left[\sigma_{n}-f\right] \leqslant \frac{1}{\pi} \int_{-\pi}^{\pi} \eta(t) K_{n}(t) d t, \quad \text { where } \quad \eta(t)=\int_{0}^{2 \pi}|f(x+t)-f(x)| d x .
$$

Since $\eta(t)$ is continuous and vanishes at $t=0$ (Chapter $I,(11 \cdot 8)$ ), and aince the right hand side of the last inequality is the ( $\mathrm{C}, 1$ ) mean of $\mathrm{S}[\eta]$ at $t=0$, we find that $\mathfrak{P}\left[\sigma_{n}-f\right] \rightarrow 0$. This proves (ii) and also the necessity of the condition in (i), since

$$
\mathfrak{M}\left[\sigma_{m}-\sigma_{n}\right] \leqslant \mathbb{P}\left[\sigma_{m}-f\right]+\mathbb{M}\left[\sigma_{n}-f\right] \rightarrow 0 \quad \text { as } \quad m, n \rightarrow \infty .
$$

Conversely, if $\mathfrak{P}\left[\sigma_{m}-\sigma_{n}\right] \rightarrow 0$ there is an $f \in \mathrm{~L}$ such that $\mathfrak{M}\left[\sigma_{n}-f\right] \rightarrow 0$ (Chapter $I$, (11-1)). For $n>|k|$,

$$
2 \pi\left(1-\frac{|k|}{n+1}\right) c_{k}=\int_{-\pi}^{\pi} \sigma_{n} e^{-i k t} d t=\int_{-\pi}^{\pi} f e^{-i k t} d t+\int_{-\pi}^{\pi}\left(\sigma_{n}-f\right) e^{-i k t} d t .
$$

Making $n \rightarrow \infty$ and observing that the absolute value of the last term does not exceed $\mathfrak{M}\left[\sigma_{n}-f\right]$, we see that $c_{k}$ is the $k$ th coefficient of $f$. This proves (5.5).
(5.7) Theorem. Let $\phi(u), u \geqslant 0$, be convex, non-negative, non-decreasing, and such that $\phi(u) / u \rightarrow \infty$ with $u$. A necessary and sufficient condition for $\Sigma A_{n}(x)$ to belong to $\mathrm{L}_{\phi}$ is that

$$
\int_{0}^{2 \pi} \phi\left(\left|\sigma_{n}(x)\right|\right) d x \leqslant C,
$$

where $C$ is finite and independent of $n$.
To prove the necessity of the condition, we consider

$$
\left|\sigma_{n}(x)\right| \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} K_{n}(x-t)|f(t)| d t
$$

By Jensen's inequality, taking into account that the integral of the function $p(t)=K_{n}(x-t)$ over $(0,2 \pi)$ is $\pi$, we find

$$
\phi\left(\left|\sigma_{n}(x)\right|\right) \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} K_{n}(x-t) \phi(|f(t)|) d t
$$

If we integrate this with respect to $x$ and invert the order of integration on the right we get

$$
\int_{0}^{2 \pi} \phi\left(\left|\sigma_{n}\right|\right) d x \leqslant \int_{0}^{2 \pi} \phi(|f|) d t
$$

which proves the necessity of the condition.
As regards the sufficiency, Jensen's inequality

$$
\phi\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\sigma_{n}\right| d x\right) \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi} \phi\left(\left|\sigma_{n}\right|\right) d x \leqslant \frac{C}{2 \pi}
$$

implies that $\mathfrak{M}\left[\sigma_{n}\right]=O(1)$, so that $\Sigma A_{n}(x)$ is an $S[d F]$. Moreover, the functions (5.4) are uniformly absolutely continuous. Hence $F$ is absolutely continuous, and $\Sigma A_{n}(x)$ is $S[f], f=F^{\prime}$. Since $\sigma_{n}(x) \rightarrow f(x)$ almost everywhere, (5•8) implies that $\mathfrak{P}\{\phi(|f|)] \leqslant C$, that is, $f \in \mathrm{~L}_{\phi}$.

In particular, a necessary and sufficient condition for (5.3) to belong to $\mathrm{L}^{r}, r>1$, is $\mathfrak{R}_{r}\left[\sigma_{n}\right]=O(1)$. As (4.3) shows, the result fails for $r=1$.
(5-12) Theorem. Suppose that $\phi(u), u \geqslant 0$, is convex, non-negative and non-decreasing. If $f \in \mathrm{~L}_{\phi}$, then

$$
\int_{0}^{2 \pi} \phi\left(\left|\sigma_{n}\right|\right) d x \rightarrow \int_{0}^{2 \pi} \phi(|f|) d x
$$

In particular, if $f \in L^{r}, r \geqslant 1$, then $\mathfrak{M}_{r}\left[\sigma_{n}\right] \rightarrow \operatorname{Sl}_{r}[f]$.
After (5•11), it is enough to show that $\lim \inf \int_{0}^{2 \pi} \phi\left(\left|\sigma_{n}\right|\right) d x \geqslant \int_{0}^{2 \pi} \phi(|f|) d x$. Let $E$ be any set of points at which the $\sigma_{n}$ are uniformly bounded. Since $\sigma_{n} \rightarrow f$ almost everywhere, we have $\int_{E} \phi\left(\left|\sigma_{n}\right|\right) d x \rightarrow \int_{E} \phi(|f|) d x$ and hence

$$
\liminf \int_{0}^{2 \pi} \phi\left(\left|\sigma_{n}\right|\right) d x \geqslant \int_{E} \phi(|f|) d x
$$

The right-hand side here can be made arbitrarily close to $\int_{0}^{2 \pi} \phi(|f|) d x$, since $|E|$ can be made arbitrarily close to $2 \pi$. This completes the proof of (5.12).

Suppose that a convex and non-negative function $\phi(u), u \geqslant 0$, has $\phi(0)=0$ and is non-decreasing. Supposing that $\Sigma A_{n}(x)$ belongs to $L_{\phi}$, we may ask whether

$$
\int_{0}^{2 \pi} \phi\left(\left|\sigma_{n}-f\right|\right) d x \rightarrow 0
$$

Applying Jensen's inequality to (5.6) we see that (5•13) holds provided the function $\eta(t)=\int_{-\pi}^{\pi} \phi\{|f(x+t)-f(x)|\} d x$ is integrable and tends to 0 with $t$. This is not always true if $\phi(u)$ increases too rapidly with $u$, but we can save the situation by adding a harmless factor to the argument of $\phi$ in (5.13): If $f \in \mathrm{~L}_{\phi}$, then

$$
\eta^{*}(t)=\int_{-\pi}^{\pi} \phi\left\{\frac{1}{4}|f(x+t)-f(x)|\right\} d x
$$

is integrable and tends to 0 with $t$.
In fact, let $f=g+h$; where $g$ is bounded and $\int_{-\pi}^{\pi} \phi(|h|) d x<\epsilon$. By Jensen's inequality, $\int_{0}^{2 \pi} \phi\left\{\frac{1}{}|f(x+t)-f(x)|\right\} d x \leqslant \frac{1}{2} \int_{0}^{2 \pi} \phi\left\{\frac{1}{2}|g(x+t)-g(x)|\right\} d x+\frac{1}{2} \int_{0}^{2 \pi} \phi\left\{\frac{1}{2}|h(x+t)-h(x)|\right\} d x$, where the last term does not exceed $\frac{1}{4} \int_{0}^{2 \pi} \phi(|h(x+t)|) d x+\frac{1}{4} \int_{0}^{2 \pi} \phi(|h(x)|) d x<\frac{1}{2} \epsilon$, and the preceding term is bounded and tends to 0 with $t$. (Our hypothesis about $\phi$ implies that in every interval $0 \leqslant u \leqslant a$ we have $\phi(u) \leqslant M u$, where $M=\phi(a) / a$.) Hence the total is less than $\epsilon$ for $|t|$ small, which proves the assertion. We thus obtain the following:
(5-14) Theorem. Suppose that $\phi(u), u \geqslant 0$, is convex, non-negative, non-decreasing and that $\phi(0)=0$. If $\Sigma A_{n}(x)$ is an $\mathrm{S}[f]$ with $f \in \mathrm{~L}_{\phi}$, then

$$
\int_{0}^{2 \pi} \phi\left(\frac{k}{}\left|f-\sigma_{n}\right|\right) d x \rightarrow 0 .
$$

In particular, if $f \in \mathbb{L}, r \geqslant 1$, then $\mathfrak{M}_{r}\left[f-\sigma_{n}\right] \rightarrow 0$.
(5.15) Theorem. Suppose that $\Sigma A_{n}(x)$ is an $S[d F]$ with $F(x)=\frac{1}{2}\{F(x+0)+F(x-0)\}$ for all $x$.
(i) Either of the following two conditions is both necessary and sufficient for $F$ to be absolutely continuous over a closed interval ( $\alpha, \beta$ ):
(a) the functions $F_{n}(x)=\int_{a}^{x} \sigma_{n} d t$ are uniformly absolutely continuous over $(\alpha, \beta)$;
(b) $\mathscr{M}\left[\sigma_{m}-\sigma_{n} ; \alpha, \beta\right] \rightarrow 0$.
(ii) If the functions $\sigma_{n}(t)$ in (a) and (b) are replaced by $\sigma_{n}^{+}(t)$, we obtain necessary and sufficient conditions (( $\left.a^{\prime}\right),\left(b^{\prime}\right)$, say) for the positive variation of $F$ to be absolutely continuous in ( $\alpha, \beta$ ).

It is easy to see that (b) implies (a), so that for (i) it is enough to prove the sufficiency of $(a)$ and the necessity of $(b)$. The former is immediate, since then the function $F$ in the proof of (4.3) is absolutely continuous in ( $\alpha, \beta$ ).

Suppose then, that $\sum A_{n}(x)$ is an $S[d F]$ and that $F$ is absolutely continuous in $\alpha \leqslant x \leqslant \beta$. If we show that $\mathfrak{M}\left[\sigma_{m}-\sigma_{n} ; \alpha^{\prime}, \beta^{\prime}\right] \rightarrow 0$ for any interval ( $\alpha^{\prime}, \beta^{\prime}$ ) interior to ( $\alpha, \beta$ ), the necessity of (b) will follow. For, by (4•12), $\mathfrak{M}\left[\sigma_{\nu} ; \alpha, \alpha^{\prime}\right]$ and $\mathfrak{M}\left[\sigma_{\nu} ; \beta^{\prime}, \beta\right]$ tend to the
total variations of $F$ over ( $\alpha, \alpha^{\prime}$ ) and ( $\beta^{\prime}, \beta$ ), and so are small with $\alpha^{\prime}-\alpha, \beta-\beta^{\prime}$. The same follows for the integrals of $\left|\sigma_{m}-\sigma_{n}\right|$ over $\left(\alpha, \alpha^{\prime}\right)$ and ( $\beta^{\prime}, \beta$ ).

Let $f(x)=F^{\prime}(x)$. To show that $\mathfrak{M}\left[\sigma_{m}-\sigma_{n} ; \alpha^{\prime}, \beta^{\prime}\right] \rightarrow 0$, it is enough to prove that $\mathfrak{M}\left[\sigma_{m}-f ; \alpha^{\prime}, \beta^{\prime}\right] \rightarrow 0$. We observe that

$$
\sigma_{m}(x)=\frac{1}{\pi} \int_{0}^{2 \pi} K_{m}(x-t) d F(t)=\frac{1}{\pi} \int_{\alpha}^{\beta}+\frac{1}{\pi} \int_{\beta}^{\alpha+2 \pi}=v_{m}+w_{m}
$$

say. For $x \in\left(\alpha^{\prime}, \beta^{\prime}\right)$ and $t \in(\beta, \alpha+2 \pi)$ the integrand of $w_{m}$ tends uniformly to 0 , so that $\mathfrak{M}\left[w_{m} ; \alpha^{\prime}, \beta^{\prime}\right] \rightarrow 0$. Since $v_{m}=\sigma_{m}\left(x ; f^{*}\right)$, where $f^{*}=f$ in $(\alpha, \beta), f^{*}=0$ elsewhere, we have $\mathfrak{M}\left[v_{m}-f^{*} ; 0,2 \pi\right] \rightarrow 0$, and so also $\mathfrak{M}\left[v_{m}-f ; \alpha^{\prime}, \beta^{\prime}\right] \rightarrow 0$. Hence

$$
\mathfrak{M}\left[\sigma_{m}-f ; \alpha^{\prime}, \beta^{\prime}\right] \leqslant \mathfrak{M}\left[v_{m}-f ; \alpha^{\prime}, \beta^{\prime}\right]+\mathfrak{P}\left[w_{m} ; \alpha^{\prime}, \beta^{\prime}\right] \rightarrow 0,
$$

and (i) is proved.
Analogously, for (ii) we must show the sufficiency of ( $a^{\prime}$ ) and necessity of ( $b^{\prime}$ ). If the functions $F_{n}^{*}(x)=\int_{a}^{x} \sigma_{n}^{+} d t$ are uniformly absolutely continuous in $(\alpha, \beta)$, their limit, which represents the positive variation of $F$ over $(\alpha, x)$ (cf. (4•12)), is absolutely continuous there.

To prove the necessity of condition ( $b^{\prime}$ ), we begin with the case $(\alpha, \beta)=(0,2 \pi)$. Let $V(x), P(x)$ and $N(x)$ be the total, positive and negative variations of $F$ over $(0, x)$. Then

$$
\sigma_{n}=\sigma_{n}^{\prime}-\sigma_{n}^{\prime}, \quad \text { where } \quad \sigma_{n}^{\prime}=\sigma_{n}[d P] \geqslant 0, \quad \sigma_{n}^{n}=\sigma_{n}[d N] \geqslant 0
$$

The relations $P^{\prime}+N^{\prime}=V^{\prime}=\left|F^{\prime}\right|, P^{\prime}-N^{\prime}=F^{\prime}$ (known to be true almost everywhere), show that $P^{\prime}=F^{\prime+}, N^{\prime}=F^{\prime-}$ almost everywhere.

The inequalities $\sigma_{n} \leqslant \sigma_{n}^{\prime}, \sigma_{n}^{\prime} \geqslant 0$ show that $0 \leqslant \sigma_{n}^{+} \leqslant \sigma_{n}^{\prime}$. If we define $\theta_{n}(x)$ by

$$
\sigma_{n}^{+}(x)=\theta_{n}(x) \sigma_{n}^{\prime}(x)
$$

at the points where $\sigma_{n}^{\prime} \neq 0$, and $\theta_{n}(x)=1$ elsewhere, then $0 \leqslant \theta_{n}(x) \leqslant 1$ for all $x$ and $n$. We observe that, almost everywhere, $\sigma_{n} \rightarrow F^{\prime \prime}$ (Chapter III, (8•1)), and so also $\sigma_{n}^{+} \rightarrow F^{\prime+}$. The same fact applied to $\sigma_{n}[d P]$ gives $\sigma_{n}^{\prime} \rightarrow P^{\prime}=F^{\prime+}$. Hence $\theta_{n}(x)$ tends to 1 at almost all points where $p(x)=P^{\prime}(x) \neq 0$.

Using now (for the first time) the hypothesis that $P(x)$ is absolutely continuous, we show that $\mathfrak{P}\left[\sigma_{n}^{+}-p ; 0,2 \pi\right] \rightarrow 0$. In fact,

$$
\int_{0}^{2 \pi}\left|\sigma_{n}^{+}-p\right| d x=\int_{0}^{2 \pi}\left|\sigma_{n}^{\prime} \theta_{n}-p\right| d x \leqslant \int_{0}^{2 \pi}\left|\sigma_{n}^{\prime}-p\right| \theta_{n} d x+\int_{0}^{2 \pi}\left|\theta_{n}-1\right| p d x
$$

The first integral on the right is majorized by $\mathbb{M}\left[\sigma_{n}^{\prime}-p\right] \rightarrow 0$. The last integral on the right also tends to 0 , since the integrand $\left|\theta_{n}(x)-1\right| p(x)$ is majorized by $p(x) \in \mathrm{L}$ and tends to 0 almost everywhere. Thus

$$
\mathfrak{M}\left[\sigma_{n}^{+}-p\right] \rightarrow 0, \quad \mathfrak{P}\left[\sigma_{m}^{+}-\sigma_{n}^{+}\right] \leqslant \mathbb{M}\left[\sigma_{m}^{+}-p\right]+\mathfrak{P}\left[\sigma_{n}^{+}-p\right] \rightarrow 0,
$$

and the necessity of condition $\left(b^{\prime}\right)$ is proved when $(\alpha, \beta)=(0,2 \pi)$.
To remove this restriction, we proceed as in case (b). It is enough to show that $\mathfrak{M}\left[\sigma_{m}^{+}-p ; \alpha^{\prime}, \beta^{\prime}\right] \rightarrow 0$ for any ( $\alpha^{\prime}, \beta^{\prime}$ ) interior to ( $\alpha, \beta$ ). Assume for simplicity that ( $\alpha, \beta$ ) is included in $(0,2 \pi)$, and return to (5•16). The $v_{m}$ there is $\sigma_{m}\left(x ; d F^{*}\right)$, where $F^{*}$ equals $\boldsymbol{F}(x)$ in ( $\alpha, \beta$ ), $\boldsymbol{F}(\alpha)$ in $(0, \alpha)$ and $\boldsymbol{F}(\beta)$ in $(\beta, 2 \pi)$. The positive variation $P^{*}$ of $F^{*}$
is absolutely continuous, so that, if $p^{*}=P^{*^{\prime}}, \mathfrak{P}\left[v_{m}^{+}-p ; \alpha^{\prime}, \beta^{\prime}\right] \leqslant \mathbb{P}\left[v_{m}^{+}-p^{*} ; 0,2 \pi\right] \rightarrow 0$. Since $w_{m}$ tends uniformly to 0 over ( $\alpha^{\prime}, \beta^{\prime}$ ) we get $\mathfrak{P}\left[\sigma_{m}^{+}-p ; \alpha^{\prime}, \beta^{\prime}\right] \rightarrow 0$.

Condition (b) is satisfied if there is a non-negative non-decreasing convex function $\phi(u), u \geqslant 0$, such that $\phi(u) / u \rightarrow \infty$ with $u$, and if $\mathfrak{P}\left[\phi\left(\left|\sigma_{n}\right|\right) ; \alpha, \beta\right]=O(1)$. Similarly condition ( $b^{\prime}$ ) is satisfied if $\mathfrak{M}\left[\phi\left(\sigma_{n}^{+}\right) ; \alpha, \beta\right]=O(1)$.

Many results of this and the preceding section hold, though some inequalities become less precise, for the kernel (C, $\alpha$ ), $0<\alpha<1$. Let

$$
\lambda_{n}=\lambda_{n}^{\alpha}=\frac{1}{\pi} \int_{0}^{2 \pi}\left|K_{n}^{\alpha}(t)\right| d t, \quad \lambda=\sup _{n} \lambda_{n} \quad(\alpha>0) .
$$

The proofs of the following results for $0<\alpha<1$ are essentially the same as for $\alpha=1$.
(5.18) Theorem. Let $\phi$ be the same as in (5.7). If $\operatorname{IR}\left[\phi\left(\left|\sigma_{n}^{\alpha}\right|\right)\right]=O(1)$, then (5.3) belongs to $L_{\phi}$. If (5.3) is an $S[f], f \in L_{\phi}$, then $M\left[\phi\left(\left|\sigma_{n}^{a}\right| / \lambda\right)\right]=O(1)$.

If, in addition, $\phi(0)=0$, then $9\left[\left[\phi\left(\left|f-\sigma_{n}^{\alpha}\right| / 4 \lambda\right)\right] \rightarrow 0\right.$ as $n \rightarrow \infty$.
(5-19) Theorem. A necessary and sufficient condition for (5-3) to belong to S is $\mathbb{M}\left[\sigma_{n}^{a}\right]=O(1)$. A necessary and sufficient condition for (5-3) to belong to $L$ is $\mathbb{M}\left[\sigma_{m}^{\alpha}-\sigma_{n}^{\alpha}\right] \rightarrow 0$ as $m, n \rightarrow \infty$.

If we replace the $\sigma_{n}$ by the partial sums $s_{n}$ in the theorems of this and the preceding section, the conditions we obtain remain sufficient, though no longer necessary. The proofs of sufficiency remain the same, except at one point; we cannot use the fact that $\varepsilon_{n}(x ; f) \rightarrow f(x)$ almost everywhere, for this is false (see Chapter VIII, §3). But for this purpose it is enough to know that there is a subsequence $\left\{s_{n_{t}}(x ; f)\right\}$ converging to $f(x)$ almost everywhere, and we shall see in Chapter VII, §6, that this is true.

Another observation on the sufficiency conditions in the theorems of this and the preceding section is also useful. In showing that a certain behaviour of the $\sigma_{n}$ (or $\boldsymbol{8}_{\boldsymbol{n}}$ ) implies that the series belongs to a definite class, it is not really necessary to consider all positive integers $n$; it is enough to suppose that the condition is satisfied for some sequence $\left\{n_{k}\right\}$ tending to $+\infty$. Thus, if $\left\{\sigma_{n_{k}}(x)\right\}$ or $\left\{\varepsilon_{n_{k}}(x)\right\}$ converges uniformly, the series belongs to class $C$ (see (4.2)); if $\mathfrak{M}\left[s_{n_{k}}\right]=O(1)$, it is an $S[d F]$ (see (4.3)); if the $s_{n_{k}}(x)$ are non-negative, the series is an $S\left[d F^{\prime}\right]$ with $F$ non-decreasing (see (4•8)), etc.

This makes it possible to state in a slightly different form some of the theorems proved above. For example, a necessary and sufficient condition for $\Sigma A_{n}(x)$ to belong to class C is that the $\sigma_{n}(x)$ are uniformly continuous. The necessity follows from the inequality ( $5 \cdot 9$ ), which, applied to $f(x+h)-f(x)$, yields

$$
\omega\left(\delta ; \sigma_{n}\right) \leqslant \omega(\delta ; f) .
$$

Conversely, if the $\sigma_{n}(x)$ are uniformly continuous there is, by Arzeld's well-known theorem, a subsequence $\left\{\sigma_{n_{k}}(x)\right\}$ converging uniformly to a continuous function $f(x)$, and so $\Sigma A_{n}(x)$ is an $S[f], f \in C$.
(5-20) Theorem. If $\mathfrak{M}\left[s_{n_{k}}\right]=O(1)$ for a sequence of partial sums of $\Sigma A_{n}(x)$ (in particular, if the $8_{n_{k}}$ are non-negative), the series is an $S[d F]$ with $F$ continuous.

We know already that $\Sigma A_{\boldsymbol{n}}(x)$ is an $S[d F]$, and so need only prove the continuity of $F$. Suppose that $F\left(x_{0}+0\right)-F\left(x_{0}-0\right)=d \neq 0$ for some $x_{0}$, and suppose for simplicity
that $x_{0}=0$ and that $2 F(0)=F(+0)+F(-0)$. Let $\phi(x) \sim \Sigma \nu^{-1} \sin v x$ (see Chapter I, (4•12)). We may write

$$
F(x)=\{F(x)-(d / \pi) \phi(x)\}+(d / \pi) \phi(x)=F_{1}(x)+F_{2}(x),
$$

say, where $F_{1}$ is continuous at $x=0$. Correspondingly

$$
S[d F]=S\left[d F_{1}\right]+S\left[d F_{2}\right], \quad s_{n}=s_{n}^{1}+s_{n}^{2} .
$$

Since $\phi(0)=\phi(2 \pi)$, we have $S\left[d F_{2}\right]=S^{\prime}\left[F_{2}\right]$ and the $n$th partial sum of $S\left[d F_{2}\right]$ is $(d / \pi)\left[D_{n}(x)-\frac{1}{2}\right]$. Thus whatever the value of $\epsilon>0, \mathfrak{M}\left[s_{n}^{2} ;-\epsilon, \epsilon\right] \simeq C \log n$, where $C$ is a positive constant (Chapter II, (12.2)). If we can show that for $\epsilon$ small enough and $n>n_{0}$ we have $\mathfrak{M}\left[s_{n}^{1} ; \epsilon \epsilon, \epsilon\right]<\frac{1}{2} C \log n$, it will follow that $\mathfrak{M}\left[s_{n} ;-\epsilon, \epsilon\right]$, and so also $\mathfrak{M}\left[s_{n}\right]$, tends to $\propto$, contrary to hypothesis.

Let $I=(-\epsilon, \epsilon), I^{\prime}=(-2 \epsilon, 2 \epsilon)$. If $x \in I$, then

$$
\left|s_{n}^{1}(x)\right|=\left|\frac{1}{\pi} \int_{-\pi}^{\pi} D_{n}(x-t) d F_{1}(t)\right| \leqslant \frac{1}{\pi} \int_{I^{\prime}}\left|D_{n}(x-t)\right|\left|d F_{1}(t)\right|+O(1)
$$

$D_{n}(u)$ being uniformly bounded for $\epsilon \leqslant|u| \leqslant \pi$. Integrating this over $I$ and writing $L_{n}$ for Lebesgue's constant, we have

$$
\int_{I}\left|s_{n}^{1}(x)\right| d x \leqslant \frac{1}{\pi} \int_{I^{\prime}}\left|d F^{\prime}(t)\right| \int_{I}\left|D_{n}(x-t)\right| d x \leqslant L_{n} \int_{I^{\prime}}\left|d F_{1}(t)\right| .
$$

Since $L_{n}=O(\log n)$, and the variation of $F_{1}$ over $I$ is small with $\epsilon$, owing to the continuity of $F_{1}$ at 0 , we have $\mathfrak{P}\left[s_{n}^{1} ;-\epsilon, \epsilon\right]<\frac{1}{2} C \log n$ for $\epsilon$ small enough and $n>n_{0}$. This proves Theorem (5-20).

## 6. Classes of functions and Abel means of Fourier series

Let

$$
f(\rho, x)=\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) \rho^{n} \quad(0 \leqslant \rho<1)
$$

be the harmonic function associated with the series

$$
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\sum_{n=0}^{\infty} A_{n}(x) .
$$

The analogues for Abel means of the results obtained in the preceding two sections may be stated as follows. (As was explained in §4, we omit the proofs.)
(6-3) Theorem. A necessary and sufficient condition for $\Sigma A_{n}(x)$ to belong to class C or, what is the same thing, for

$$
f(\rho, x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1-\rho^{2}}{1-2 \rho \cos (x-t)+\rho^{2}} f(t) d t \quad(0 \leqslant \rho<1)
$$

with $f(t)$ continuous, is that $f(\rho, x)$ should converge uniformly as $\rho \rightarrow 1$. A necessary and sufficient condition for $\Sigma A_{n}(x)$ to belong to class B is that $f(\rho, x)$ should be bounded for $0 \leqslant \rho<1$.
(6.5) Theorem. A necessary and sufficient condition for $\Sigma A_{n}(x)$ to belong to class S , or, what is the same thing, for

$$
f(\rho, x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1-\rho^{2}}{1-2 \rho \cos (x-t)+\rho^{2}} d F(t) \quad(0 \leqslant \rho<1),
$$

where $F^{\prime}(t)$ is of bounded variation, is that the integral

$$
\int_{0}^{2 \pi}|f(\rho, x)| d x=\mathfrak{R}[f(\rho, x)]
$$

should be bounded as $\rho \rightarrow 1$. The latter condition is equivalent to $\mathfrak{M}\left[f^{+}(\rho, x)\right]=O(1)$. If we have (6.6), then

$$
\int_{0}^{9 \pi}|f(\rho, x)| d x \leqslant \int_{0}^{2 \pi}\left|d F^{\prime}(x)\right| .
$$

(6.8) Theorem. A necessary and sufficient condition for $f(\rho, x)$ to be representable by (6.6), with $F(t)$ non-decreasing, is that $f(\rho, x) \geqslant 0$ for $0 \leqslant \rho<1$.
(6.9) Theorem. If $f(\rho, x)$ is given by (6.6), and if

$$
F(x)=\frac{1}{2}\{F(x+0)+F(x-0)\},
$$

then

$$
\int_{x}^{\beta}|f(\rho, x)| d x \rightarrow V, \quad \int_{\alpha}^{\beta} f^{+}(\rho, x) d x \rightarrow P, \quad \int_{\alpha}^{\beta} f^{-}(\rho, x) d x \rightarrow N,
$$

where $V, P, N$ are the total, positive and negative variations of $F$ over $(\alpha, \beta)$.
This result leads to the following:
(6.11) Theorem. Let $F(\rho, x)$ be the Poisson integral of a periodic $F$ of bounded variation satisfying (6.10). Then the total (positive, negative) variation of $F(\rho, x)$ over an arc $\alpha \leqslant x \leqslant \beta$ tends to the total (positive, negative) variation of $F(x)$ over $\alpha \leqslant x \leqslant \beta$ as $\rho \rightarrow 1$.
(6-12) Theorem. Each of the following conditions is both necessary and sufficient for $\Sigma A_{n}(x)$ to belong to L (that is, for (6.4) to hold with an $f \in \mathrm{~L}$ ):
(i) $\int_{0}^{x} f(\rho, u) d u$ is a uniformly absolutely continuous function of $x$ for $0 \leqslant \rho<1$;
(ii) $\int_{0}^{2 \pi}\left|f(\rho, x)-f\left(\rho^{\prime}, x\right)\right| d x \rightarrow 0$ as $\rho, \rho^{\prime} \rightarrow 1$.
(6-13) Theorem. Let $\phi(u)$ be non-negative, convex, and non-decreasing for $u \geqslant 0$, and let $\phi(u) / u \rightarrow \infty$ with $u$. A necessary and sufficient condition for $\Sigma A_{n}(x)$ to belong to $\mathrm{L}_{\phi}$ is

$$
\int_{0}^{2 \pi} \phi(|f(\rho, x)|) d x=O(1) \quad(0 \leqslant \rho<1) .
$$

(6-15) Theorem. If $\Sigma A_{n}(x)$ is an $S[f], f \in \mathrm{~L}_{\phi}$, where $\phi(u)$ is convex non-negative and non-decreasing for $u \geqslant 0$, then

$$
\int_{0}^{2 \pi} \phi(|f(\rho, x)|) d x \rightarrow \int_{0}^{2 \pi} \phi(|f|) d x \quad(\rho \rightarrow 1) .
$$

If in addition $\phi(0)=0$, then

$$
\int_{0}^{2 \pi} \phi(f|f(\rho, x)-f(x)|) d x \rightarrow 0 \quad(\rho \rightarrow 1) .
$$

(6-17) Theorem. A necessary and sufficient condition for $\sum A_{n}(x)$ to belong to $L r, r>1$, is

$$
\int_{0}^{2 \pi}|f(\rho, x)|^{r} d x=O(1) \quad(\rho \rightarrow 1)
$$

If $\Sigma A_{n}(x)$ is an $S[f]$ with $f \in \mathrm{~L}^{r}, r \geqslant 1$, then

$$
\int_{0}^{2 \pi}|f(\rho, x)-f(x)|^{r} d x \rightarrow 0 \quad(\rho \rightarrow 1)
$$

(6.18) Theorem. If $\Sigma A_{n}(x)$ is an $S[d F]$ with $F$ satisfying ( $6 \cdot 10$ ), each of the conditions (i), (ii) below is both necessary and sufficient for $F$ to be absolutely continuous in ( $\alpha, \beta$ ):
(i) The functions $\int_{a}^{x} f(\rho, u) d u$ are uniformly absolutely continuous in $(\alpha, \beta)$;
(ii) $\mathfrak{P}\left[f(\rho, x)-f\left(\rho^{\prime}, x\right) ; \alpha, \beta\right] \rightarrow 0$ as $\rho, \rho^{\prime} \rightarrow 1$.

If $f(\rho, x)$ is replaced by $f^{+}(\rho, x)$, we obtain necessary and sufficient conditions for the absolute continuity in $(\alpha, \beta)$ of the pasitive variation of $F$.
(6.19) Theorem. Let $\Sigma A_{n}(x)$ be an $S[d F]$, let $F$ satisfy (6.10), and let

$$
f(x)=\lim f(\rho, x)=F^{\prime \prime}(x)
$$

Of the two conditions

$$
\int_{\alpha}^{\beta}|f(\rho, x)| d x \rightarrow \int_{\alpha}^{\beta}|f(x)| d x, \quad \int_{\alpha}^{\beta} f^{+}(\rho, x) d x \rightarrow \int_{\alpha}^{\beta} f^{+}(x) d x,
$$

the first is necessary and sufficient for $F$ to be absolutely continuous in $(\alpha, \beta)$, the second for the positive variation of $F$ to be absolutely continuous there.

The analogue of ( $5 \cdot 11$ ) for Abel means is

$$
\int_{0}^{2 \pi} \phi(|f(\rho, x)|) d x \leqslant \int_{0}^{2 \pi} \phi(|f(x)|) d x .
$$

Let $0 \leqslant \rho<\rho^{\prime}<1$, so that $\rho=\rho^{\prime} R$, with $0<R<1$. From (6.1) we see that $f(\rho, x)$ is the Poisson integral of $f\left(\rho^{\prime}, x\right)$, and ( $6 \cdot 20$ ) implies that

$$
\int_{0}^{2 \pi} \phi(|f(\rho, x)|) d x \leqslant \int_{0}^{2 \pi} \phi\left(\left|f\left(\rho^{\prime}, x\right)\right|\right) d x \quad\left(0 \leqslant \rho<\rho^{\prime}<1\right) .
$$

Thus
(6-22) Theorem. If $\phi(u)$ is non-negative, non-decreasing, and convex for $u \geqslant 0$, and $f(\rho, x)$ is harmonic for $\rho<1$, the integral $\int_{0}^{2 \pi} \phi(|f(\rho, x)|) d x$ is a non-decreasing function of $\rho$.

The case $\phi(u)=u^{r}, r \geqslant 1$, is particularly important.
If $f(\rho, x)$ is given by (6.6), then writing $F=F_{1}-F_{2}$, where $F_{1}, F_{2}$ are non-decreasing, we represent $f(\rho, x)$ as a difference of two non-negative harmonic functions. If $f(\rho, x)$ is non-negative, the integral (6.7) is bounded (being in fact $\pi a_{0}$ ). The same holds if $f(\rho, x)$ is a difference of two non-negative harmonic functions. Thus
(6-23) Theorem. A necessary and sufficient condition for a harmonic function $f(\rho, x), 0 \leqslant \rho<1$, to be representable in the form (6.6), with $F$ of bounded variation, is that $f(\rho, x)$ should be a difference of two non-negative harmonic functions.

Let $z=\rho e^{i x}$. The Poisson kernel $P(\rho, x)$ is the real part of

$$
\frac{1}{\frac{1}{2}}+z+z^{2}+\ldots=\frac{1}{2}(1+z) /(1-z) .
$$

Thus, the harmonic function (6.6) is the real part of the function

$$
\Phi(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{i t}+z}{e^{i t}-z} d F(t) \quad\left(z=\rho e^{i x}\right)
$$

regular in $|z|<1$. The imaginary part of $\Phi(z)$ is

$$
f(\rho, x)=\sum_{\nu=1}^{\infty}\left(a_{\nu} \sin \nu x-b_{\nu} \cos \nu x\right) \rho^{\nu}=\frac{1}{\pi} \int_{0}^{2 \pi} \frac{\rho \sin (x-t)}{1-2 \rho \cos (x-\bar{t})+\rho^{2}} d F(t),
$$

the harmonic function conjugate to $f(\rho, x)$ and vanishing at the origin. Hence
(6-26) Theorem. A function $\Phi(z)$, with $\boldsymbol{\Phi} \Phi(0)=0$, regular for $|z|<1$, has a nonnegative real part there if and only if $\Phi(z)$ is given by the formula (6.24) with $F(t)$ nondecreasing and bounded.

The boundedness of the integral (8.7) does not imply the boundedness of the integral with $f(\rho, x)$, as we see by the example

$$
f(\rho, x)=P(\rho, x), \quad f(\rho, x)=Q(\rho, x) .
$$

(That $\mathfrak{M}[Q(\rho, x)] \neq O(1)$ may be verified either directly, or by observing that $\sin x+\sin 2 x+\ldots$ is not an $S[d F]$.) However:
(6-27) Theorem. Suppose that the integral (6.7) does not exceed $C$ for $0 \leqslant \rho<1$. Then the integral of $\rho^{-1}|f(\rho, x)|$ (and a fortiori that of $|f(\rho, x)|$ ) along any diameter of the unit circle does not exceed $\frac{1}{2} C$.

The result is quite elementary, and in order not to use the representation (6.6), whose proof is rather deep, let us suppose first that $f(\rho, x)$ is continuous for $\rho \leqslant 1$. Then $f(\rho, x)$ is the Poisson integral of $f(x)=f(1, x)$, and

$$
\begin{gathered}
f(\rho, x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} f(t+x) Q(\rho, t) d t, \\
\int_{0}^{1} \rho^{-1}(|f(\rho, x)|+|f(\rho, x+\pi)|) d \rho \leqslant \frac{1}{\pi} \int_{-\pi}^{\pi}|f(t+x)| \\
\\
\quad \times\left\{\int_{0}^{1} \rho^{-1}(|Q(\rho, t)|+|Q(\rho, t+\pi)|) d \rho\right\} d t .
\end{gathered}
$$

In estimating the term in curly brackets we may suppose that $0<t<\pi$. Then $Q(\rho, t)>0$, $Q(\rho, t+\pi)<0$, the term in question is

$$
\begin{aligned}
\lim _{R \rightarrow 1} \int_{0}^{R} \rho^{-1}[Q(\rho, t)-Q(\rho, t+\pi)] d \rho & =\lim _{R \rightarrow 1} \int_{0}^{R}\left[\sum_{1}^{\infty} \rho^{\nu-1} \sin \nu t-\sum_{1}^{\infty}(-1)^{\nu} \rho^{\nu-1} \sin \nu t\right] d \rho \\
& =\lim _{R \rightarrow 1} 2 \sum_{v=1}^{\infty} R^{2 \nu-1} \frac{\sin (2 \nu-1) t}{2 \nu-1}=\frac{1}{8} \pi
\end{aligned}
$$

(8ee Chapter I, (4-13)), and the whole expression on the right is

$$
\frac{1}{\pi} \frac{\pi}{2} \int_{-\pi}^{\pi}|f(t+x)| d t=\frac{1}{2} \int_{-\pi}^{\pi}|f(t)| d t \leqslant \frac{1}{2} C .
$$

In the general case we fix $R, 0<R<1$, and apply the result obtained to the function

$$
f_{1}(\rho, x)=f(\rho R, x)
$$

harmonic and continuous for $\rho \leqslant 1$. Since $\mathscr{M}\left[f_{1}(\rho, x) ; 0,2 \pi\right] \leqslant C$, the integral

$$
\int_{0}^{1} \rho^{-1}\left(\left|f_{1}(\rho, x)\right|+\left|f_{1}(\rho, x+\pi)\right|\right) d \rho=\int_{0}^{R} \rho^{-1}(|f(\rho, x)|+|f(\rho, x+\pi)|) d \rho
$$

does not exceed $\frac{1}{8} C$. The proof is completed by letting $R$ tend to 1 .
Let $U(\rho, x)$ be any function harmonic for $\rho<1$ and let $V(\rho, x)$ be the conjugate function. The harmonic function $v(\rho, x)=V_{x}(\rho, x)$ vanishes at the origin (observe that $V$ is of the form $\left.\Sigma A_{n}(x) \rho^{n}\right)$ and is the conjugate of $u(\rho, x)=U_{x}(\rho, x)$. Suppose $U$ satisfies

$$
\mathfrak{P}\left[U_{x}(\rho, x) ; 0,2 \pi\right] \leqslant C \quad \text { for } \quad 0 \leqslant \rho<1 .
$$

Then, by (6.27) and the Cauchy-Riemann equations,

$$
\int_{D}\left|\rho^{-1} v\right| d \rho=\int_{D}\left|\rho^{-1} V_{x}\right| d \rho=\int_{D}\left|U_{\rho}\right| d \rho \leqslant \frac{1}{2} C
$$

the integration being along any diameter $D$ of the unit circle. The last integral is the total variation of $U$ over $D$. Thus (8.27) may be re-stated as follows:
(6-28) Theorem. Let $U(\rho, x)$ be harmonic for $\rho<1$. If the total variation of $U$ over any circle $\rho=\rho_{0}<1$ does not exceed $C$, the total variation of $U$ over any diameter of the unit circle does not exceed $\frac{1}{2} C$.

Consider the Poisson integral $f(\rho, x)$ of an $f$ in $\mathrm{L}^{p}, p \geqslant 1$ (Cf. Chapter III, (6.4)), and suppose that

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 x}|f(\rho, x)|^{p} d x \leqslant M^{p} \quad(0 \leqslant \rho<1) \tag{6•29}
\end{equation*}
$$

We shall deduce from this an estimate for $\mathbb{X}_{+}[f(\rho, x)]$ for $r>p$. Let us apply to (6.4) Theorem (1-15) of Chapter II. If $q$ is defined by $1 / r=1 / p+1 / q-1$ (so that $q>1$ ), then

$$
\mathscr{U}_{\tau}[f(\rho, x)] \leqslant \mathscr{A}_{p}[f] \mathbb{X}_{q}[2 P(\rho, t)] .
$$

In order to estimate $\mathfrak{A}_{\boldsymbol{q}}[P(\rho, t)]$ we use the inequalities (6.9) of Chapter III, where we may suppose that $A>1$, and find

$$
\begin{align*}
& \left.\mathfrak{U}_{\mathscr{q}} P(\rho, t)\right] \leqslant \frac{2}{2 \pi} \int_{0}^{\delta} \delta-q d t+\frac{2}{2 \pi} A^{q \delta q} \int_{\delta}^{\infty} t^{-2 q} d t \leqslant A^{Q} \delta^{1-Q}, \\
& \mathscr{U}_{q}[P(\rho, t)] \leqslant A \delta^{-1 / \sigma^{\prime}} .
\end{align*}
$$

Hence, observing that $1 / q^{\prime}=1 / p-1 / r$, we get
(6.32) Theorem. If (6.29) holds for some $p \geqslant 1$, then

$$
\mathscr{U}_{r}[f(\rho, x)] \leqslant B M(1-\rho)^{1 / r-1 / p}
$$

for $r>p, B$ denoting an absolute constant.
Subtracting from $f$ a suitable polynomial, we may make $M$ as small as we please. Thus,
(6.33) Theorem. If $\Sigma A_{n}(x)$ is in $\mathrm{L}^{p}, p \geqslant 1$, then

$$
\mathscr{A}_{r}[f(\rho, x)]=\alpha\left\{(1-\rho)^{1 / r-1 / p}\right\} \quad \text { as } \quad \rho \rightarrow 1 .
$$

The following result generalizes (6.32):
(6.34) Theorem. If $\mathfrak{A}_{p}[f(\rho, x)] \leqslant M(1-\rho)^{-\beta}$ for some $p \geqslant 1, \beta>0$, then

$$
\mathscr{U}_{r}[f(\rho, x)] \leqslant M B_{\beta}(1-\rho)^{-\beta+1 / r-1 / p} \text { for } r>p \text {, }
$$

with $B_{\beta}$ depending on $\beta$ only.
Let

$$
0<\rho<1, \quad \rho_{1}=\rho^{\ddagger}, \quad g(x)=f\left(\rho_{1}, x\right) .
$$

Since $\rho_{1}>\rho, f(\rho, x)$ is the Poisson integral of $g(x): f(\rho, x)=g\left(\rho_{1}, x\right)$. By hypothesis,

$$
\mathscr{A}_{p}[g]=\mathscr{A}_{p}\left[f\left(\rho_{1}, x\right)\right] \leqslant M\left(1-\rho_{1}\right)^{-\beta},
$$

and by (6.32) applied to $g$,

$$
\begin{aligned}
\mathscr{X}_{\tau}[f(\rho, x)] & =\mathbb{X}_{\Gamma}\left[g\left(\rho_{1}, x\right)\right] \leqslant B M\left(1-\rho_{1}\right)^{-\beta}\left(1-\rho_{1}\right)^{1 / r-1 / p} \\
& =B M\left(1-\rho_{1}\right)^{-\beta+1 / r-1 / p} .
\end{aligned}
$$

Since $\left(1-\rho_{1}\right) /(1-\rho)$ is contained between $\frac{1}{2}$ and $1,(6 \cdot 34)$ follows with $B_{\beta}=2^{\beta+1} B$. The ' $O$ ' in the conclusion is not replaceable by ' 0 ' here, as it is in (6.32); see Example 6 at the end of the chapter.

The theorem which follows is an analogue of (6.32) for trigonometric polynomials. It suggests that to estimates of harmonic functions $f(\rho, x)$ there should correspond estimates for polynomials of order $\boldsymbol{n} \sim 1 /(1-\rho)$.
(6-35) Theorem. If $T$ is a polynomial of order $n$, then

$$
\mathfrak{X}_{r}[T] \leqslant B n^{1 / p-1 / r} \mathfrak{X}_{p}\left[T^{\prime}\right]
$$

for $r>p \geqslant 1$, with $B$ an absolute constant.
The Fejer kernel $K_{n}(t)$ satisfies an inequality

$$
\mathscr{A}_{Q}\left[K_{n}\right] \leqslant A n^{1 / \alpha}
$$

analogous to (6.31), since, as we have already observed ( $\mathbf{p}$. 97), the estimates for $K_{n}(t)$ and $P(\rho, t)$ are similar if we identify $n$ and $1 /(1-\rho)$. If the $\sigma_{k}$ are the (C,1) means of $T$, we have the inequalities (compare (6.30))

$$
\mathscr{X}_{r}\left[\sigma_{k}\right] \leqslant \mathscr{X}_{p}[T] \mathscr{A}_{q}\left[2 K_{k}\right] \leqslant A \mathscr{X}_{p}[T] k^{1 / \alpha^{\prime}} .
$$

For the delayed means $\tau_{n}=2 \sigma_{2 n-1}-\sigma_{n-1}(p .80)$ we have therefore

$$
\mathscr{Y}_{\sim}\left[\tau_{n}\right] \leqslant A \mathscr{X}_{p}[T]\left\{2(2 n)^{1 / \alpha}+n^{1 / \varnothing}\right\} \leqslant 5 A \mathscr{A}_{p}[T] n^{1 / \alpha},
$$

and it is enough to observe that $\tau_{n}=T$.

## 7. Majorants for the Abel and Cesaro means of $S[f]$

These means have simple estimates in terms of the non-negative function

$$
M(x)=M_{f}(x)=\sup _{|t| \leqslant \pi} \frac{1}{t} \int_{0}^{t}|f(x+u)| d u
$$

introduced in Chapter I, § 13. The proofs will be based on the following lemma:
(7-1) Lemma. Let $\chi(t, p),-\pi \leqslant t \leqslant \pi$, be a non-negative function depending on a parameter $p$ and satisfying the conditions

$$
\begin{equation*}
\text { (i) } \quad \int_{-\pi}^{\pi} x(t, p) d t \leqslant K, \quad \text { (ii) } \quad \int_{-\pi}^{\pi}\left|t \frac{\partial}{\partial t} x(t, p)\right| d t \leqslant K_{1} \text {, } \tag{7•2}
\end{equation*}
$$

where $K$ and $K_{1}$ are independent of $p$. If we set

$$
\begin{gather*}
h(x, p)=\int_{-\pi}^{\pi} f(x+t) \chi(t, p) d t  \tag{7•3}\\
\sup _{p}|h(x, p)| \leqslant A M(x)
\end{gather*}
$$

where $A$ depends only on $K$ and $K_{1}$.
For, fixing $x$, let $F(t)=\int_{0}^{t} f(x+u) d u$. Then integrating in (7-3) by parts and using the inequality $|F(t)| \leqslant|t| M(x)$, we get

$$
|h(x, p)| \leqslant M(x)\left\{\int_{-\pi}^{\pi}\left|t \frac{\partial}{\partial t} \chi(t, p)\right| d t+[\pi \chi(\pi, p)+\pi \chi(-\pi, p)]\right\} .
$$

The expression in square brackets does not exceed $K+K_{1}$, as we see by writing (7•2) (i) in the form

$$
-\int_{-\pi}^{\pi} t \frac{\partial \chi}{\partial t} d t+\pi[\chi(\pi, p)+\chi(-\pi, p)] \leqslant K
$$

and applying (7-2)(ii). Summing up,

$$
|h(x, p)| \leqslant\left(2 K_{1}+K\right) M(x),
$$

and (7.4) is established.
It is useful to observe that if $t \partial \chi j \partial t$ is of constant sign and if $\chi( \pm \pi, p)$ are bounded functions of $p$, then (7.2) (ii) is a consequence of (7.2)(i). This follows at once if we drop the absolute value sign in (7.2) (ii) and integrate by parts.

Combining (7-4) with the inequalities (13.17) of Chapter I, we get the following:
(7.5) Theorem. Under the hypotheses of (7•1), the function

$$
N(x)=\sup _{p}|h(x, p)|
$$

satisfies the inequalities

$$
\left.\begin{array}{l}
\int_{-\pi}^{\pi} N^{r}(x) d x \leqslant A_{r} \int_{-\pi}^{\pi}|f| r d x \quad(r>1), \\
\int_{-\pi}^{\pi} N^{\alpha}(x) d x \leqslant A_{\alpha}\left(\int_{-\pi}^{\pi}|f| d x\right)^{\alpha} d x \quad(0<\alpha<1),  \tag{7•6}\\
\int_{-\pi}^{\pi} N(x) d x \leqslant A \int_{-\pi}^{\pi}|f| \log ^{+}|f| d x+A,
\end{array}\right\}
$$

where the constants depend only on the indices shown explicitly, and on $K$ and $K_{1}$.
It is useful to note that $A_{r}$ remains bounded as $r \rightarrow+\infty$.
We note some special functions $\chi$. The Poisson kernel $P(\rho, t)$ is one; the first inequality (7.2) is familiar, and the second follows from it since $t d P / d t \leqslant 0$ and

$$
P(\rho, \pm \pi)=O(1)
$$

The Fejer kernel $K_{n}(t)$ satisfies the first inequality but not the second. The same holds for the kernel $K_{n}^{s}(t), 0<\delta \leqslant 1$, which, in addition, is not of constant sign if $\delta<1$. The kernel $K_{n}^{\boldsymbol{s}}(t)$ can, however, be majorized by a function satisfying (7.2), namely,

$$
\begin{equation*}
\left|K_{n}^{\delta}(t)\right| \leqslant \frac{c(\delta) n}{(1+n|t|)^{\delta+1}} \quad \text { for } \quad n \geqslant 1,|t| \leqslant \pi, \tag{7•7}
\end{equation*}
$$

where $c(\delta)$ depends on $\delta$ only $(0<\delta \leqslant 1)$. For let $H_{n}(t)$ be the expression on the right. It exceeds at least one of $2^{-\delta-1} c(\delta) n$ and $c(\delta) / 2^{\delta+1} n^{d}|t|^{\delta+1}$. Hence, by Chapter III, (5-5), it exceeds $\left|K_{n}^{\delta}(t)\right|$, provided that $c(\delta)$ is large enough. It is easy to see that $H_{n}(t)$ satisfies the first inequality (7-2), from which the second follows since $\left|t H_{n}^{\prime}(t)\right| \leqslant(1+\delta) H_{n}(t)$.

Thus:
(7.8) Theorem. The inequalities (7.6) hold if $N(x)$ is one of the functions

$$
\sup _{\rho<1}|f(\rho, x)|, \quad \sup _{n \geqslant 1}\left|\sigma_{n}^{d}(x)\right| \cdot \dagger
$$

The constants here depend again only on the indices shown explicitly and, in the second case, also on $\delta .7$

Let $\zeta=\rho e^{1 \theta}$. For any $0 \leqslant \sigma<1$, let $\Omega_{\sigma}$ denote the open domain bounded by the two tangents from $\zeta=1$ to the circle $|\zeta|=\sigma$, and by the more distant arc of the circle between the points of contact. By $\Omega_{\sigma}(x)$ we mean the domain $\Omega_{\sigma}$ rotated around the origin by an angle $x$. If $f(\rho, \theta)$ is the Poisson integral of $f$, we set

$$
\begin{equation*}
N(x)=N_{\sigma, f}(x)=\sup _{\zeta \in \Omega_{0}(x)}|f(\rho, \theta)| . \tag{7.9}
\end{equation*}
$$

Clearly, $N$ is an increasing function of $\sigma$.
(7-10) Theorem. The function $N(x)$ in (7.9) satisfies the inequalities (7.6), where the constants will also depend on $\sigma$.

Fix $x$, and let $\zeta=\rho e^{\iota \theta}, p=\rho e^{\mu \theta-x)}$. For $\zeta € \Omega_{\sigma}(x)$ we have

$$
f(\rho, \theta)=\int_{-\pi}^{\pi} f(x+t) \chi(t, p) d t, \quad \text { where } \quad \chi(t, p)=\frac{1}{\pi} P(\rho, t+x-\theta)
$$

The expression $\chi(t, p)$ here depends on the variable $t$ and on the parameter $p$ which is a point of $\Omega_{\sigma}$. That (7-2)(i) holds is obvious. The left-hand side of (7-2) (ii), with $\xi=x-\theta, P^{\prime}=d P / d t$, is

$$
\begin{aligned}
& \frac{1}{\pi} \int_{-\pi}^{\pi}\left|t P^{\prime}(\rho, t+\xi)\right| d t \leqslant \frac{2}{\pi} \int_{-\pi}^{\pi} \frac{1}{\pi} \pi\left|\sin \frac{1}{2} t P^{\prime}(\rho, t+\xi)\right| d t \\
& =\int_{-\pi}^{\pi}\left|\sin \frac{1}{2}(t-\xi) P^{\prime}(\rho, t)\right| d t \leqslant \frac{1}{2} \int_{-\pi}^{\pi}\left|t P^{\prime}(\rho, t)\right| d t+\frac{1}{2}|\xi| \int_{-\pi}^{\pi}\left|P^{\prime}(\rho, t)\right| d t .
\end{aligned}
$$

The penultimate integral is, as we know, bounded. The last term is

$$
-|\xi| \int_{0}^{\pi} \frac{d}{d t} P(\rho, t) d t \leqslant \frac{|\xi|}{1-\rho}=\frac{|x-\theta|}{1-\rho} .
$$

Considering separately the cases $\rho \geqslant \sigma$ and $\rho<\sigma$ we that the last expression does not exceed a constant depending on $\sigma$ only. This proves (7.2) (ii) and so also the theorem.

The most important special case of $(7 \cdot 10)$ is $\sigma=0$, when $\Omega_{\sigma}$ degenerates into a radius of the unit circle and ( $7 \cdot 10$ ) reduces to (7.8).

Results of this section can be extended to Fourier-Stieltjes series, and the generalizations do not require new ideas. For simplicity we confine our attention to Theorem (7.8).

[^8](7-11) Throbem. Let $\sigma_{n}$ and $f(r, x)$ be the $(C, 1)$ and Abel means of an $S[d F]$, and let $N(x)$ be one of the functions of Theorem (7.8). Then
and
\[

$$
\begin{gather*}
\mathfrak{M}_{a}[N] \leqslant C_{\alpha} \int_{0}^{9 \pi}|d F(x)| \quad(0<\alpha<1),  \tag{7•12}\\
\int_{0}^{9 \pi}\left|\sigma_{n}(x)-F^{\prime}(x)\right|^{\alpha} d x \rightarrow 0, \quad \int_{0}^{9 \pi}\left|f(r, x)-F^{\prime}(x)\right|^{\alpha} d x \rightarrow 0 \quad(0<\alpha<1) \tag{7•13}
\end{gather*}
$$
\]

Let $0<R<1, N_{R}(x)=\max _{r<R}|f(r, x)| \cdot \operatorname{By}(7.8)$ and the last inequality in theorem (6.5),

$$
\mathscr{R}_{a}\left[N_{R}(x)\right] \leqslant C_{a} \int_{0}^{Q_{\pi}}|f(R, x)| d x \leqslant C_{a} \int_{0}^{y \pi}|d F(x)|,
$$

and making $R \rightarrow 1$ we obtain ( $7 \cdot 12$ ) for Abel means. By considering the ( $\mathrm{C}, 1$ ) means of $f(R, x)$ and making $R \rightarrow 1$ we prove (7.12) in the remaining case.
The relations (7.13) follow from the fact that $\left|\sigma_{n}(x)-F^{\prime}(x)\right|^{\alpha}$ and $\left|f(r, x)-F^{\prime \prime}(x)\right|^{\alpha}$ tend to 0 almost everywhere (see Chapter III, (7.2) and §8) and are majorized by integrable functions.

## 8. Parseval's formula

Let $f(x)$ and $g(x)$ be periodic and of class $\mathrm{L}^{2}$. If their coefficients are respectively $c$, and $c_{v}^{\prime}$, we have the Parseval formula (Chapter II, ( $1 \cdot 13$ ))

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} f g d x=\sum_{v=-\infty}^{+\infty} c_{\nu} c_{-\nu}^{\prime} \tag{8•1}
\end{equation*}
$$

or, what is the same thing,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} f \bar{g} d x=\sum_{\nu=-\infty}^{+\infty} c_{\nu} \bar{c}_{\nu}^{\prime} . \tag{8•2}
\end{equation*}
$$

Both series on the right here converge absolutely. If $f$ and $g$ are real-valued, and if $f \sim \frac{1}{\frac{1}{2}} a_{0}+\Sigma\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right), g \sim \frac{1}{2} a_{0}^{\prime}+\Sigma\left(a_{\nu}^{\prime} \cos \nu x+b_{\nu}^{\prime} \sin \nu x\right)$, we have

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{2 \pi} f g d x=\frac{1}{2} a_{0} a_{0}^{\prime}+\sum_{\nu=1}^{\infty}\left(a_{\nu} a_{\nu}^{\prime}+b_{\nu} b_{\nu}^{\prime}\right) . \tag{8•3}
\end{equation*}
$$

The above formulae hold in other cases besides the one in which $f \in \mathrm{~L}^{2}, g \in \mathrm{~L}^{2}$. Two classes $K$ and $K_{1}$ of functions will be called complementary, if ( $8 \cdot 1$ ) holds for every $f \in \mathrm{~K}, g \in \mathrm{~K}_{1}$ in the sense that the series on the right is summable by some method of summation. It will appear that the Fourier series of functions belonging to complementary classes have in many cases the same or analogous properties; and the Parseval formula (8.1), in which $f$ and $g$ enter symmetrically, is the means for discovering these related properties. The formula is obvious (by termwise integration) if $f$ is a trigonometric polynomial and $g$ any integrable funotion.
Let $\ldots, \mu_{-1}, \mu_{0}, \mu_{1}, \ldots$ be a two-way infinite sequence of numbers. Suppose that along with $c_{\nu}, c_{\nu}^{\prime}$ the numbers $c_{\nu} \mu_{\nu}, c_{\nu}^{\prime} / \mu_{-\nu}$ are also Fourier coefficiente, say of functions $f^{*}, g_{*}$, and that Parseval's formula for $f^{*}$ and $g_{*}$ is valid. Then (8.1) gives

$$
\begin{equation*}
\int_{0}^{2 \pi} f g d x=\int_{0}^{2 \pi} f * g_{*} d x . \tag{8•4}
\end{equation*}
$$

The number $\mu_{-\nu}$ is necessarily distinct from 0 if $c_{\nu}^{\prime} \neq 0$, but if $c_{\nu}^{\prime}=0$ the value ascribed to
$c_{\nu}^{\prime} / \mu_{-,}$has no influence upon the result, and for the sake of simplicity we may take it equal to 0 even if $\mu_{-\nu}=0$.

Suppose, for example, that $c_{0}^{\prime}=0$, and that $\mu_{\nu}=i \nu$ for each $\nu$. Then $f^{*}=f^{\prime}$ and $g_{*}=-G$, where $G$ is the indefinite integral of $g$, and is in our case a periodic function. Thus

$$
\int_{0}^{2 \pi} f g d x=-\int_{0}^{2 \pi} f^{\prime} G d x
$$

a formula which, of course, may also be obtained by integration by parts. (Less trivial is the analogue of (8.5) for fractional derivatives and integrals; see Chapter XII, §8.) If $\mu_{\nu}=-i \operatorname{sign} \nu$, then $f^{*}=\tilde{f}, g_{*}=\tilde{g}$, and, formally,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{3 \pi} f g d x=c_{0} c_{0}^{\prime}+\frac{1}{2 \pi} \int_{0}^{2 \pi} f \tilde{g} d x \tag{8.6}
\end{equation*}
$$

(8.7) Theorem. The following are pairs of complementary classes: (i) $\mathrm{L}^{r}$ and $\mathrm{L}^{r}$ ( $r>1$ ); (ii) B and L . (iii) $\mathrm{L}_{\Phi}$ and $\mathrm{L}_{\Phi}$, if $\Phi$ and $\Psi$ are complementary functions in the sense of Young; (iv) C and S. In all these cases the series in (8.1) are summable (C, 1).

Part (iv) here is to be understood in the sense that if $c_{\gamma}$ are the coefficients of an $S[f]$, and $c_{\nu}^{\prime}$ the coefficients of an $S[d G]$, we have (8.2) with $f \bar{g}$ replaced by $f d \bar{G}$. Part (ii) is a limiting case ( $r=\infty$ ) of (i).

Let $\sigma_{n}(x)$ be the ( $\mathrm{C}, 1$ ) means of $\mathrm{S}[f], \tau_{n}$ the (symmetric) ( $\mathrm{C}, 1$ ) means of the series in ( $8 \cdot 1$ ), and $\Delta_{n}$ the difference between the integral in (8.1) and $\tau_{n}$. Then

$$
\begin{equation*}
\Delta_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(f-\sigma_{n}\right) g d x, \tag{8.8}
\end{equation*}
$$

and, by Hölder's inequality,

$$
2 \pi\left|\Delta_{n}\right| \leqslant M_{r}\left[f-\sigma_{n}\right] \mathbb{P}_{r}[g] .
$$

Hence $\Delta_{n} \rightarrow 0$ as $n \rightarrow \infty$ (cf. (5-14)), and (i) follows. The argument holds for $r=1$ (using (5.5)), which proves (ii). To prove (iii), which generalizes (i), we apply Young'sinequality (Chapter I, (9-1)) to $\Delta_{\boldsymbol{n}} / 16$ :

$$
2 \pi\left|\Delta_{n}\right| / 16 \leqslant \mathscr{P}\left[\Phi\left\{t\left|f-\sigma_{n}\right|\right\}\right]+\mathbb{P}[\Psi\{t|g|\}] .
$$

By virtue of (5.14), we get $\lim \sup \left|\Delta_{n}\right| \leqslant 8 \pi^{-1} \mathbb{P}\left[\Psi\{\{|g|\}]\right.$. Let $g=g^{\prime}+g^{\prime \prime}$, where $g^{\prime}$ is a trigonometric polynomial and $\mathbb{P}\left[\Psi\left\{\left\{\left|g^{*}\right|\right\}\right]<\epsilon\right.$. (By (5.14) we may take $g^{\prime}=\sigma_{m}(x ; g)$ with $m$ sufficiently large.) Substituting $g^{\prime}$ and $g^{\prime \prime}$ for $g$ in (8.8) we find expressions $\Delta_{n}^{\prime}$ and $\Delta_{n}^{\prime \prime}$ such that $\Delta_{n}=\Delta_{n}^{\prime}+\Delta_{n}^{\prime \prime}$. Since $g^{\prime}$ is only a polynomial, $\Delta_{n}^{\prime} \rightarrow 0$. On the other hand,

$$
\lim \sup \left|\Delta_{n}^{n}\right| \leqslant 8 \pi^{-1} M\left[\Psi\left(\nmid\left|g^{\prime \prime}\right|\right)\right]<8 \pi^{-1} \varepsilon
$$

Thus limsup $\left|\Delta_{n}\right| \leqslant 8 \pi^{-1} \epsilon$, so that $\Delta_{n} \rightarrow 0$.
In (iv), $g(x)$ is replaced by $d G(x)$ in (8.1) and $f$ is continuous. Then $2 \pi\left|\Delta_{n}\right|$ does not exceed max $\left|f(x)-\sigma_{n}(x)\right|$ multiplied by the total variation of $G$ over $(0,2 \pi)$. Thus $\Delta_{n} \rightarrow 0$.

Let $g(x)$ be the characteristic function of a set $E$ and $f(x)$ an integrable function. Parseval's formulae (8.1) and (8.3) can then be written

$$
\int_{R} f d x=\sum_{\nu=-\infty}^{\infty} c_{\nu} \int_{E} e^{i v x} d x=\frac{1}{2} a_{0}|E|+\sum_{\nu=1}^{\infty} \int_{E}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right) d x .
$$

Hence
(8.9) Theorem. If $S[f]$ is integrated termwise over any measurable set $E$, the resulting series is summable $(\mathrm{C}, 1)$ to sum $\int_{E} f d x$.

Applying (8.1) to the functions $f(x-t)$ and $g(t)$ of the variable $t$, we find that in each of the cases listed in (8.7) we have

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x-t) g(t) d t=\sum_{\nu=-\infty}^{+\infty} c_{\nu} c_{\nu}^{\prime} e^{i v x} \tag{8-10}
\end{equation*}
$$

where the series on the right is uniformly summable (C, 1). Moreover:
(8-11) Theorem. Given any pair of integrable functions $f, g$, the formula (8-10) holds, in the (C, 1) sense, almost everywhere in $x$.

The proof follows from the fact that the left-hand side $h(x)$ of (8-10) is an integrable function, and that the series on the right is S[h] (Chapter II, ( $1 \cdot 5$ )).

Let us substitute $g(x) e^{-i n x}$ for $g(x)$ in (8.1), and let $c_{p}^{\prime \prime}$ be the coefficients of $g(x) e^{-i n x}$. Since $c_{-\nu}^{\prime \prime}=c_{n-\nu}^{\prime}$, we find

Thus:

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} f g e^{-i n x} d x=\sum_{v=-\infty}^{+\infty} c_{\nu} c_{n-r}^{\prime}
$$

(8-13) Theorex. The Fourier series of the product of the functions $f \in \mathrm{~L}_{\oplus}, g \in \mathrm{~L}_{\mathbf{T}}$ $(\Phi$ and $\Psi$ being complementary functions in the sense of $Y$ oung) is obtained by the formal multiplication of $S[f]$ and $S[g]$ by Laurent's rule. The series (8.12) defining the coefficients of fg are summable ( $\mathrm{C}, 1$ ). The result holds if $f \in \mathbf{B}, g \in \mathrm{~L}$.

It is obvious that each of the inequalities $\Sigma\left|c_{\nu}\right|<\infty, \Sigma\left|c_{v}^{\prime}\right|<\infty$ imphes the absolute convergence of the series in (8.12). If both inequalities hold, $S[f g]$ converges absolutely.

Let $f(x)$ be continuous and $G(x)$ of bounded variation. If $c_{\nu}, c_{\nu}^{\prime}$ are the coefficients of $S[f], S[d G]$, we have the following analogue of (8.12):

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i n x} f d G=\sum_{v=-\infty}^{+\infty} c_{v} c_{n-v}^{\prime}
$$

In the results above we may replace summability ( $C, 1$ ) by ( $C, \alpha$ ), $\alpha>0$. The problem of replacing sumruability ( $C, \alpha$ ) by ordinary convergence is more delicate. Going over the proofs of parts (i) and (ii) of (8.7), we see that we may replace summability (C, 1) there by convergence provided $\mathfrak{S R}_{r}\left[f-s_{n}\right] \rightarrow 0$, where $s_{n}=S_{n}(x ; f)$. In Chapter VII, §6, we shall see that this in fact happens if $f \in L^{r}, r>1$ (though not for $r=1$; see Chapter $\mathrm{V},(1 \cdot 12)$ ). Thus, at least in (8.7)(i), the Parseval series converges. In particular, if $f \in L^{r}, g \in \mathrm{~L}^{r^{\prime}} r>1$, we have convergence in (8.12). The proof of the following theorem is much easier:
(8.15) Theosem. If $f$ is integrable and $g$ of bounded variation, the series in (8.1) converges.

Let $\delta_{n}$ be the difference between the integral and the $n$th partial sum of the series in (8.1). Then

$$
\left|\delta_{n}\right|=\left|\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[g(x)-S_{n}(x ; g)\right] f(x) d x\right| \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|g-S_{n}[g]\right||f| d x
$$

Since the $S_{n}[g]$ are uniformly bounded and tend to $g$ outside a denumerable set, the last integrand is majorized by an integrable function and tends to 0 almost everywhere. Thus $\delta_{\boldsymbol{n}} \rightarrow 0$.

From (8.15) we obtain:
(8.16) Theorem. If $f$ is integrable and periodic, $(\alpha, \beta)$ is a finite interval, and $g(x)$ any function of bounded variation in ( $\alpha, \beta$ ), not necessarily periodic, then

$$
\int_{\alpha}^{\beta} f g d x=\sum_{\nu=-\infty}^{+\infty} c_{\nu} \int_{\alpha}^{\beta} g e^{i v x} d x .
$$

Thus Fourier series can be integrated term by term after multiplication by any function of bounded variation. If $\beta-\alpha=2 \pi$ this is nothing but (8.1), and the case $\beta-\alpha<2 \pi$ may be included by setting $g(x)=0$ in $\beta<x<\alpha+2 \pi$; in the general case we break up ( $\alpha, \beta$ ) into a finite number of intervals of length not exceeding $2 \pi$.

The last result can be extended to the case of an infinite interval. Without loss of generality we may take $(\alpha, \beta)=(-\infty,+\infty)$. We have in fact
(8.18) Theorem. The formula

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f g d x=\sum_{\nu=-\infty}^{+\infty} c_{\nu} \int_{-\infty}^{\infty} g(x) e^{i v x} d x \tag{8•19}
\end{equation*}
$$

holds, and the series on the right converges for any integrable and periodic $f$, provided that $g(x)$ is (i) integrable, and (ii) of bounded variation, over ( $-\infty,+\infty$ ).

Let $G(x)=\sum_{-\infty}^{+\infty} g(x+2 k \pi)$. If the series converges at some point, it converges uniformly and its sum is of bounded variation over ( $0,2 \pi$ ) (Chapter II, §13). On the other hand, since

$$
\sum_{k=-\infty}^{+\infty} \int_{0}^{2 \pi}|g(x+2 k \pi)| d x=\int_{-\infty}^{+\infty}|g(x)| d x<\infty
$$

the series defining $G(x)$ certainly has points of convergence.
Let $c_{\nu}^{\prime}$ be the Fourier coefficients of $G(x)$. We may replace $g$ by $G$ in (8.1). Since a uniformly convergent series can be integrated term by term over ( $0,2 \pi$ ) after multiplication by any integrable function, and since $f$ is periodic, it follows from the definition of $G$ that

$$
\int_{0}^{2 \pi} f G d x=\int_{-\infty}^{+\infty} f g d x, \quad \int_{0}^{2 \pi} G(x) e^{-i n x} d x=\int_{-\infty}^{+\infty} g(x) e^{-i n x} d x
$$

and Parseval's formula for $f$ and $G$ takes the form (8.19).
The hypothesis that $g$ is integrable over $(-\infty,+\infty)$ is of course essential for the validity of (8.19). However, if $c_{0}=0$, condition (i) in (8.18) may be replaced by the condition ( $\mathrm{i}^{\prime}$ ) $g(x) \rightarrow 0$ as $|x| \rightarrow \infty$.

For let $g^{*}(x)=g(2 k \pi)$ for $2 k \pi \leqslant x<2(k+1) \pi, k=0, \pm 1, \ldots$, and let $v_{k}$ be the total variation of $g(x)$ over $2 k \pi \leqslant x \leqslant 2(k+1) \pi$. The function $g^{*}(x)$ is of bounded variation over $(-\infty,+\infty)$. Since $\gamma(x)=g(x)-g^{*}(x)$ does not exceed $v_{k}$ in absolute value for $2 k \pi \leqslant x \leqslant 2(k+1) \pi, \gamma(x)$ is both integrable and of bounded variation over $(-\infty,+\infty)$.

Apply (8.19) to $f$ and $\gamma$. Since the integral of $f$ over a period is zero and $g(x) \rightarrow 0$ as $|x| \rightarrow \infty$, it is easy to verify that

$$
\int_{-\infty}^{+\infty} f \gamma d x=\int_{-\infty}^{+\infty} f g d x, \quad \int_{-\infty}^{+\infty} \gamma e^{-i v x} d x=\int_{-\infty}^{+\infty} g e^{-i \nu x} d x
$$

for $\nu= \pm 1, \pm 2, \ldots$, and the formula (8.19) for $f$ and $\gamma$ reduces to that for $f$ and $g$.
Equations (8.1) and (8.10) can be extended to the case of several factors. Consider a finite set of functions $f, f_{1}, f_{2}, \ldots$, with Fourier coefficients $c_{\nu}, c_{\nu}^{\prime}, c_{\nu}^{\prime}, \ldots$, respectively. Multiplying formally $S[f], S\left[f_{1}\right], S\left[f_{2}\right], \ldots$, and integrating the result over ( $0,2 \pi$ ), we get

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} f f_{1} f_{2} \ldots d t=\sum_{\lambda+\mu+\nu+\ldots=0} c_{\lambda} c_{\mu}^{\prime} c_{\nu}^{\prime \prime} \ldots \tag{8.20}
\end{equation*}
$$

a formula which in the case of two functions reduces to (8.1). The argument is valid if the series $\Sigma\left|c_{\mu}^{\prime}\right|, \Sigma\left|c_{\nu}^{\prime \prime}\right|, \ldots$ all converge. (Nothing is assumed about $\Sigma\left|c_{\lambda}\right|$.) For let $F=f_{1} f_{2} \ldots$. Then $S[F]=S\left[f_{1}\right] S\left[f_{2}\right] \ldots=\Sigma \gamma_{n} e^{i n t}$, where $\gamma_{n}=\Sigma c_{\mu}^{\prime} c_{\nu}^{\prime \prime} \ldots$ for $\mu+\nu+\ldots=n$. The series for $\gamma_{n}$ converges absolutely, and $\Sigma\left|\gamma_{n}\right|<\infty$. The left-hand side of (8.20) is thus

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} f F d t=\sum_{\lambda+n=0} c_{\lambda} \gamma_{n}=\sum_{\lambda+\mu+\nu+\ldots-0} c_{\lambda} c_{\mu}^{\prime} c_{\nu}^{\prime \prime} \ldots,
$$

and the series here are absolutely convergent. In particular, (8.20) holds if all the functions $f, f_{1}, f_{2}, \ldots$, except possibly one, are trigonometric polynomials.

Restricting ourselves to three functions we also have the following result:
(8.21) Theorem. Let $x(t) \sim \Sigma x_{v} e^{i \omega t}, y(t) \sim \Sigma y_{\nu} e^{i v t}, h(t) \sim \Sigma h_{\nu} e^{i x t}$, and let $x \in \mathrm{~L}^{2}, y \in \mathrm{~L}^{2}$, $h \in B$. Then

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} x(t) y(t) h(t) d t=\sum_{\lambda+\mu+\nu=0} x_{\lambda} y_{\mu} h_{\nu}, \tag{8-22}
\end{equation*}
$$

provided the sum on the right is treated as $\lim _{L, M \rightarrow \infty} \sum_{\lambda=-L}^{L} \sum_{\mu=-M}^{M} x_{\lambda} y_{\mu} h_{-\lambda-\mu}$.
Denote the last sum by $S_{L, M}$, and let $X_{L}(t)$ and $Y_{M}(t)$ denote the partial sums of $S[x]$ and $S[y]$. The integral in (8.22) with $x, y$ replaced by $X_{L}, Y_{M}$ becomes $S_{L, M}$. Let $H=\sup |h(t)|$. Then

$$
\begin{aligned}
\left|\int_{0}^{2 \pi} x y h d t-\int_{0}^{2 \pi} X_{L} Y_{M} h d t\right| & \leqslant H\left\{\int_{0}^{2 \pi}\left|x-X_{L}\right||y| d t+\int_{0}^{2 \pi}\left|X_{L}\right|\left|y-Y_{M}\right| d t\right\} \\
& \leqslant H\left\{\mathbb{R}_{2}\left[x-X_{L}\right] \mathbb{M}_{2}[y]+\mathbb{R}_{2}\left[X_{L}\right] \mathbb{R}_{8}\left[y-Y_{M}\right]\right\} \rightarrow 0
\end{aligned}
$$

as $L, M \rightarrow \infty$. This proves (8.21).
If $y(t)=\bar{x}(t) \sim \Sigma \bar{x}_{-n} e^{i n t},(8.22)$ gives

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi}|x(t)|^{2} h(t) d t=\sum_{\lambda, \mu=-\infty}^{+\infty} x_{\lambda} \bar{x}_{\mu} h_{\mu-\lambda}, \tag{8.23}
\end{equation*}
$$

a formula with applications in the theory of quadratic forms.
(8.24) Theorem. With the notation of (8.21), suppose that $x(t) \in \mathrm{L}^{2}, y(t) \in \mathrm{L}^{2}, h(t) \in \mathrm{L}$; then

$$
\frac{1}{4 \pi^{2}} \int_{0}^{9 \pi} \int_{0}^{2 \pi} x(u) y(v) h(-u-v) d u d v=\sum_{n=-\infty}^{+\infty} x_{n} y_{n} h_{n}
$$

where the series on the right converges absolutely.

For the proof, we apply (8.1) to the product of $x(u)$ and $y_{1}(u)=\frac{1}{2 \pi} \int_{0}^{2 \pi} y(v) h(-u-v) d v$. The latter function belongs to $\mathrm{L}^{2}$ and has coefficients $y_{-. n} h_{-n}$ (Chapter II, (1-15), (1.5)).

## 9. Linear operations

We are now going to prove a number of results on linear operations which will later find application to trigonometric series.

We consider a set $E$ of arbitrary elements $x, y, z, \ldots$. It is often convenient to call $E$ a space, and its elements $x, y, z, \ldots$ points. $E$ will be called a metric space if to every pair of points $x, y$ of $E$ corresponds a non-negative number $d(x, y)$, called the distance between the points $x$ and $y$, satisfying the following conditions:
(i) $d(x, y)=d(y, x)$;
(ii) $d(x, z) \leqslant d(x, y)+d(y, z) \quad$ (triangle inequality);
(iii) $d(x, y)=0 \quad$ if and only if $x=y$.

We say that a sequence $\left\{x_{n}\right\}$ of points of $E$ tends to $\operatorname{limit} x, x \in E$, and write $\lim x_{n}=x$, or $x_{n} \rightarrow x$, if $d\left(x, x_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.

Once distance has been introduced, there are various associated notions familiar from the theory of Euclidean spaces. First, by the ophere with centre $x_{0}$ and radius $\rho$ we mean the set of points $x \in E$ such that $d\left(x, x_{0}\right) \leqslant \rho$; this sphere will be denoted by $S\left(x_{0}, \rho\right)$. This notion enables us, in turn, to introduce various kinds of point sets, such as open, closed, non-dense, dense, everywhere dense, the definitions being the same as in Euclidean spaces. Furthermore, we may consider sets of the first category, i.e. denumerable sums of non-dense sets, and sets of the second category, i.e. sets which are not of the first category (cf. Chapter I, § 12).

A metric space $E$ is said to be complete, if for any sequence of points $x_{n}$ such that $d\left(x_{m}, x_{n}\right) \rightarrow 0$ as $m, n \rightarrow \infty$ there is a point $x$ such that $d\left(x_{m}, x\right) \rightarrow 0$. The inequality $d\left(x, x^{\prime}\right) \leqslant d\left(x, x_{m}\right)+d\left(x_{m}, x^{\prime}\right)$ shows that such a point $x$ must be unique. It is a very important fact that a complete metric space $E$ is of the second category, i.e. is not a sum of a sequence of sets non-dense in $E$. The proof of this in the general case is essentially the same as in the case (discussed in Chapter I, §12) when $E$ is a one-dimensional Euclidean space.
$E$ is called separable if there is a denumerable set dense in $E$.
A space $E$, not necessarily metric, will be called linear if the following conditions are satisfied:
(i) there is a commutative and associative operation called addition, denoted by + and applicable to any two points $x, y$ of $E$; whenever $x$ and $y$ belong to $E$, 80 does $x+y$;
(ii) there is a unique element $o$ (the null element) such that $x+o=x$ for every $x \in E$;
(iii) there is an operation called multiplication, applicable to every $x \in E$ and every scalar $\dagger \alpha$, and denoted by ' $'$. Instead of $\alpha . x$ we often write $\alpha x$. Multiplication is assumed to have the properties

$$
1 . x=x, \quad 0 . x=0, \quad \alpha \cdot x \in E \quad \text { if } \quad x \in E,
$$

and further to be distributive in $\alpha$ and in $x$, and associative in $\alpha$. The latter means that $\beta .(\alpha . x)=\beta \alpha . x$.

The formula $x-y=x+(-1) y$ defines subtraction of elements of $\boldsymbol{E}$.

Suppose that to every element $x$ of a linear space $E$ corresponds a unique nonnegative number $\|x\|$ called the norm of $x$ satisfying the conditions

$$
\begin{gathered}
\|x+y\| \leqslant\|x\|+\|y\|, \quad\|\alpha x\|=|\alpha|\|x\|, \\
\|x\|=0 \quad \text { if and only if } x=0 .
\end{gathered}
$$

If the distance between any two points $x, y$ of our linear space $E$ is defined by the formula

$$
d(x, y)=\|x-y\|,
$$

this distance satisfies conditions (i), (ii), (iii) imposed above, and $E$ becomes a normed linear space. A complete normed linear space is usually called a Banach space.

We shall now give a few examples of spaces. In each case the points of $E$ will be either numbers or functions, and addition and multiplication have their usual interpretation. No confusion will arise if the null point $o$ is denoted by 0 .
(a) Let $E$ be the set of all complex (or only all real) numbers. If $\|x\|=|x|$, we have a Banach space.
(b) Let $E$ be the set C of all continuous functions $x(t)$ defined in a fixed interval $(a, b)$, and let $\|x\|=\sup |x(t)|$ for $t \in(a, b)$. Then $E$ is a Banach space. The relation $x_{n} \rightarrow x$ means that $x_{n}(t)$ converges uniformly to $x(t)$.
(c) Let $E$ be the set of all complex-valued functions $x(t)$ defined and essentially bounded in ( $a, b$ ), and let $\|x\|$ be the essential upper bound of $|x(t)|$ in ( $a, b)$ (cf. Chapter I, §9). $E$ is again a Banach space, and $x_{n} \rightarrow x$ means that $x_{n}(t)$ converges to $x(t)$ uniformly outside a set of measure 0 .
(d) Let $p \geqslant 1$, and let $E$ be the set of all complex-valued functions $x(t) \in L^{p}(a, b)$.

## Let

$$
\|x\|=\|x\|_{p}=9 R_{p}[x ; a, b] .
$$

The space is linear, normed and complete (cf. Chapter I (9•11), (11•1)). For $p=\infty$, we obtain case (c).
(e) Let $1 \leqslant p<\infty$, and let $E$ be the set of all sequences $x=\left\{x_{k}\right\}$ of complex numbers such that $\Sigma\left|x_{k}\right|^{p}<\infty$. Let

$$
\|x\|=\|x\|_{p}=\left(\Sigma\left|x_{k}\right|^{p}\right)^{1 / p}
$$

The space is linear, normed, and (as is easily seen) complete. It is often denoted by $l^{p}$.
(f) Let $E$ be the set of all bounded sequences $x=\left\{x_{k}\right\}$ of complex numbers. If we set $\|x\|=\sup _{k}\left|x_{k}\right|$, we get a Banach space. It is the limiting case $p=\infty$ of $l^{p}$.
(g) Let $E$ be the set of all convergent sequences $x=\left\{x_{k}\right\}$ of complex numbers, and once again let $\|x\|=\sup \left|x_{k}\right|$. The set $E$ (a subset of the preceding $E$ ) is a normed linear space. It is also complete. For suppose that $x^{m}=\left\{x_{2}^{m}, x_{2}^{m}, \ldots\right\} \in E$ for $m=1,2, \ldots$, and that $\left\|x^{m}-x^{n}\right\| \rightarrow 0$ as $m, n \rightarrow \infty$. This is equivalent to saying that $\left|x_{k}^{m}-x_{k}^{n}\right| \rightarrow 0$ as $m, n \rightarrow \infty$, uniformly in $k$. This implies the existence of an $x=\left\{x_{k}\right\}$ such that $\left|x_{k} \boldsymbol{m}-x_{k}\right| \rightarrow 0$ as $m \rightarrow \infty$, uniformly in $k$. We shall show that (i) $\left\{x_{k}\right\}$ is convergent, (ii) $\left\|x^{m}-x\right\| \rightarrow 0$.

To prove (i) observe that

$$
\left|x_{k}-x_{l}\right| \leqslant\left|x_{k}-x_{k}^{m}\right|+\left|x_{k}^{m}-x_{l}^{m}\right|+\left|x_{l}^{m}-x_{l}\right| .
$$

The first and third terms on the right are less than $\epsilon$ for $m$ large enough, uniformly in $k$ and $l$. Having fixed such a large $m$, we make the second term less than $\epsilon$ by taking $k$ and $l$ large. Hence $\left|x_{k}-x_{l}\right|<3 \epsilon$ for $k, l$ large, and so $\left\{x_{k}\right\}$ is convergent. Assertion (ii) follows from the fact, established above, that $\left|x_{k}^{m}-x_{k}\right| \rightarrow 0$ as $m \rightarrow \infty$, uniformly in $\boldsymbol{k}$.
(h) Let $p \geqslant 1$, and let $\mathrm{H}_{p}$ be the class of all functions $x(t)$ of period $2 \pi$, of class $\mathrm{L}^{\nu}$, with $S[x]$ of power series type. If $\|x\|=\mathfrak{M}_{p}[x ; 0,2 \pi]$, the space becomes a Banach space.
(i) Let $X$ be the set of all characteristic functions in ( $a, b$ ), that is, of functions $x(t)$ taking almost everywhere in $(a, b)$ the values 0 and 1 only. The set $X$ is not a linear space, since $2 x$ need not be a characteristic function if $x$ is one. However, if for $x \in X$, $y \in X$ we set $d(x, y)=\mathfrak{M}[x-y ; a, b], X$ becomes a complete metric space.

Let us consider in addition to the space $E$ another space $U$. If to every $x \in E$ corresponds a uniquely determined point $u=u(x)$ in $U$, we say that $u(x)$ is a functional operation (or transformation) defined in $E$. If the spaces $E$ and $U$ are linear, and if for any numbers $\lambda_{1}$ and $\lambda_{2}$ we have

$$
u\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}\right)=\lambda_{1} u\left(x_{1}\right)+\lambda_{2} u\left(x_{3}\right),
$$

the operation $u(x)$ is called linear. If both $E$ and $U$ are metric, and if whenever $x_{n} \rightarrow x$ we have $u\left(x_{n}\right) \rightarrow u(x)$, we say that $u$ is continuous at the point $x$. If a linear operation is continuous at some point, it is continuous at any other point, i.e. is continuous everywhere.
(9.1) Throrem. A necessary and sufficient condition for a linear operation $u(x)$ to be continuous in $E$ is the existence of a finite number $M$ such that

$$
\begin{equation*}
\|u(x)\| \leqslant M\|x\| \quad \text { for every } x \in E \tag{9•2}
\end{equation*}
$$

The sufficiency of the condition is obvious. To prove its necessity, suppose that the ratio $\|u(x)\| /\|x\|$ is unbounded. Then there is a sequence of points $x_{n}, x_{n} \neq 0$, such that $\left\|u\left(x_{n}\right)\right\| \geqslant n\left\|x_{n}\right\|$. Multiplying $x_{n}$ by a suitable constant we may assume that $\left\|x_{n}\right\|=1 / n$. Thus $x_{n} \rightarrow 0$, while the preceding inequality gives $\left\|u\left(x_{n}\right)\right\| \geqslant 1$, contradicting the continuity of $u$ at $x=0$.

The norms on the two sides of (9-2) may have different meanings, since the spaces $E$ and $U$ may be different.

A linear operation which is continuous is usually called bounded.
If $U$ is the space of all complex, or all real, numbers and $\|u(x)\|=|u(x)|$, the linear operation $u$ is called a functional.

The smallest number $M$ satisfying (9-2) for all $x \in E$ will be called the norm of the operation and often denoted by $M_{u} \cdot \dagger$
(9.3) Theoram. Let $E$ be a normed linear space and $L$ a linear subspace of $E$ dense in $E$. Let $u=u(x)$ be a linear operation lefined for $x \in L$, taking values from a Banach space $U$ and satisfying an inequality

$$
\begin{equation*}
\|u(x)\| \leqslant M\|x\| \quad(x \in L) \tag{9.4}
\end{equation*}
$$

Then $u(x)$ can be uniquely extended as a linear operation to the whole of $E$ without increasing the $M$ in (9.4).

For let $x_{*}$ be a point of $E,\left\{x_{n}\right\}$ a sequence of points from $L$ such that $\left\|x_{*}-x_{n}\right\| \rightarrow 0$,

[^9]and $u_{n}=u\left(x_{n}\right), n=1,2, \ldots$. We have $\left\|x_{m}-x_{n}\right\| \rightarrow 0$ and so, by (9.4), $\left\|u_{m}-u_{n}\right\| \rightarrow 0$. The completeness of $U$ implies the existence of a $u_{*}=\lim u_{n}$ and we set $u_{*}=u\left(x_{*}\right)$.

The number $u_{*}$ is independent of the choice of $\left\{x_{n}\right\} \rightarrow x_{*}$. For if we take another sequence $\left\{x_{n}^{\prime}\right\} \rightarrow x_{*}$ and set $u_{*}^{\prime}=\lim u\left(x_{n}^{\prime}\right)$, the joint sequence $\left\{x_{n}^{\prime \prime}\right\}=x_{1}, x_{1}^{\prime}, x_{2}, x_{2}^{\prime}, \ldots$ will also converge to $x_{*}$ and the number $u_{*}^{\prime \prime}=\lim u\left(x_{n}^{\prime \prime}\right)$ will be equal to both $u_{*}$ and $u_{*}^{\prime}$. Hence $u_{*}=u_{*}^{\prime}$.

The validity of (9.4) at the point $x_{n}$, together with the relations $\left\|x_{n}\right\| \rightarrow\left\|x_{*}\right\|$, $\left\|u_{n}\right\| \rightarrow\left\|u_{*}\right\|$ (consequences of $x_{n} \rightarrow x_{*}, u_{n} \rightarrow u_{*}$ ), implies its validity at $x_{*}$. Similarly, the validity of

$$
u(\alpha x+\beta y)=\alpha u(x)+\beta u(y)
$$

at the points $x, y$ of $L$ is preserved in $E$. This shows that the extended operation satisfies $(9 \cdot 4)$ and is additive. The inequality (9.4) implies the continuity of $u$ and there is at most one continuous extension of $u(x)$ from a set dense in $E$.

The following theorem is basic for the theory of linear operations:
(9.5) Theorem of Banadi-Steinhaus. Let $\left\{u_{n}(x)\right\}$ be a sequence of bounded linear operations defined in a Banach space $E$, and let $M_{w_{n}}$ be the norm of the operation $u_{n}$. If $\sup \left\|u_{n}(x)\right\|$ is finite for every point $x$ belonging to a set $F$ of the second category in $E$ (in particular if it is finite for every $x \in E$ ), then the sequence $M_{u_{n}}$ is bounded. In other words, there is a constiant $M$ such that

$$
\left\|u_{n}(x)\right\| \leqslant M\|x\| \quad \text { for } \quad x \in E \text { and } n=1,2, \ldots
$$

The proof is based on two lemmas.
(9.6) Lemma. Let $\left\{u_{n}(x)\right\}$ be a sequence of bounded linear operations defined in a normed linear space $E$. If $F$ is the set of points $x$ at which sup $\left\|u_{n}(x)\right\|<\infty$, then $F=F_{1}+F_{2}+\ldots$, where the sets $F_{i}$ are closed and the sequence $\left\{\left\|u_{n}(x)\right\|\right\}$ is uniformly bounded on each of them.

For let $F_{m n}$ be the set of points $x$ such that $\left\|u_{m}(x)\right\| \leqslant n$. The operations $u_{m}$ being continuous, the sets $F_{m n}$ are closed. So are the products $F_{n}=F_{1 n} F_{2 n} F_{3 n} \ldots$. We note that $\left\|u_{m}(x)\right\| \leqslant n$ for $x \in F_{n}, m=1,2, \ldots$, and that $F=F_{1}+F_{2}+\ldots$.
(9.7) Lemma. If the set $F$ in Lemma (9.6) is of the second category, then there is a sphere $S\left(x_{0}, \rho\right), \rho>0$, and a number $K$ such that $\left\|u_{m}(x)\right\| \leqslant K$ for $x \in S\left(x_{0}, \rho\right)$ and $m=1$, $2, \ldots$.

For since $F=F_{1}+F_{2}+\ldots$ and $F$ is of the second category, at lesst one of the sets $F_{1}, F_{2}, \ldots$, say $F_{K}$, is not non-dense. Thus there is a sphere $S\left(x_{0}, \rho\right)$ in which $F_{K}$ is dense. Since $F_{K}$ is closed, $F_{K}$ contains $S\left(x_{0}, \rho\right)$ and consequently $\left\|u_{m}(x)\right\| \leqslant K$ for $x \in S\left(x_{0}, \rho\right)$ and $m=1,2, \ldots$.

Returning to the proof of (9.5), let $S\left(x_{0}, \rho\right)$ be the sphere of (9•7). Every $x \in S(0, \rho)$ can be written in the form $\left(x_{0}+x\right)-x_{0}=x_{1}-x_{0}$, say, where $x_{1} \in S\left(x_{0}, \rho\right)$. Hence $\left\|u_{n}(x)\right\| \leqslant\left\|u_{n}\left(x_{1}\right)\right\|+\left\|u_{n}\left(x_{0}\right)\right\| \leqslant 2 K$ for $n=1,2, \ldots$. It follows that

$$
\left\|u_{n}(x)\right\| \leqslant 2 K / \rho=M
$$

on the sphere $\|x\|=1$, so that $\left\|u_{n}(x)\right\| \leqslant M\|x\|$ for all $x$ and $n$.
The theorem may slso be stated as follows: If the sequence $\left\{\left\|u_{n}(x)\right\|\right\}$ is unbounded at some point, the set of points $x$ at which the sequence is bounded is of the first category in $E$.

We shall apply (9.5) to the functionals

$$
\begin{equation*}
u(x)=\int_{a}^{b} x(t) y(t) d t \tag{9.8}
\end{equation*}
$$

where the function $x=x(t)$ is the variable point of a Banach space $E$, and $y=y(t)$ is a fixed function such that the product $x(t) y(t)$ is integrable over $(a, b)$ for any $x \in E$. For $x(t) \in \mathrm{L}^{r}$ we define $\|x\|$ as $\mathscr{M}_{r}[x ; a, b]$.
(9.9) Lemma. (i) If the integral (9.8) exists for every bounded, or even only for every bounded and continuous function $x(t)$, then $y \in L(a, b)$.
(ii) Conversely, if $(9 \cdot 8)$ exists for every $x \in L(a, b)$, then the function $y$ is essentially bounded.
(iii) If (9.8) exists for every $x \in \mathrm{~L}^{r}(a, b), r>1$, then $y \in \mathrm{~L}(a, b)$, with $r^{\prime}=r /(r-1)$.

Part (i) is trivial (take $x(t) \equiv 1$ ). For (ii), let $y^{n}(t)$ be the function $y(t)$ truncated by $n$ (that is, equal to $y(t)$ wherever the latter function is absolutely not greater than $n$, and equal to 0 elsewhere). The existence of $(9 \cdot 8)$ implies that of

$$
u_{n}(x)=\int_{a}^{b} x(t) y^{n}(t) d t \quad(n=1,2, \ldots)
$$

for every $x \in \mathrm{~L}(a, b)$. These formulae define a sequence of functionals in $\mathrm{L}(a, b)$, and we easily find that $M_{u_{n}}$ is the essential upper bound of $\left|y^{n}(t)\right|$. The existence of (9.8) implies that $u_{n}(x)$ converges for each $x \in L(a, b)$. Thus, by (9.5), $M_{u_{n}}=O(1)$, that is, $y(t)$ is essentially bounded. For (iii), let $y^{n}$ and $u_{n}(x)$ have the same meaning as before. Then $u_{n}(x)$ is a functional in $\operatorname{L}^{r}(a, b)$ with norm $M_{u_{n}}=\mathscr{M}_{r}\left[y^{n} ; a, b\right]$ (cf. Chapter $I$, (9•14)). Thus, by (9.5), $\mathfrak{Q}_{r}\left[y^{n}\right]=O(1)$, that is, $\mathfrak{M}_{r}[y]<\infty$.
(9-11) Theorem. (i) If the sequence

$$
\begin{equation*}
u_{n}(x)=\int_{a}^{b} x(t) y_{n}(t) d t \tag{9.12}
\end{equation*}
$$

is bounded for every bounded, or even only merely for every bounded and continuous, function $x(t), t \in(a, b)$, then $\mathfrak{M}\left[y_{n} ; a, b\right]=O(1)$.
(ii) If $u_{n}(x)$ is bounded for every $x \in \mathrm{~L}(a, b)$, then the essential upper bounds of the $\left|y_{n}\right|$ are bounded.
(iii) If $u_{n}(x)$ is bounded for every $x \in L^{r}(a, b), 1<r<\infty$, then $9_{r}\left[y_{n} ; a, b\right]=O(1)$.

For (i), we observe that by (9.9) (i) each of the functions $y_{n}$ is integrable, so that $u_{n}(x)$ is a functional in the space $B$ or the space C. Taking $x=\overline{\operatorname{sign}} y_{n}$, we see that the norm $M_{u_{n}}$ in B equals $\mathbb{M}\left[y_{n}\right]$, and an application of (9.5) gives $\mathbb{M}\left[y_{n}\right]=O(1)$. The same proof holds in the case of $x \in C$, provided we can show that $M_{u_{\pi}}=\mathbb{M}\left[y_{n}\right]$ also in this case. The latter is, however, obvious, since the function sign $y_{n}(t)$ is almost everywhere the limit of a convergent sequence of functions continuous and not exceeding 1 in absolute value.

In case (ii) we proceed similarly: each of the functions $y_{n}$ is essentially bounded (cf. (9.9) (ii)), and $M_{v_{n}}$ is the essential upper bound of $\left|y_{n}\right|$.

Finally, in case (iii) each $y_{n}$ belongs to $L^{\prime}(a, b), u_{n}$ is a functionsl in $L$, and $M_{m_{n}}=\mathbb{R}_{r}\left[y_{n}\right]$ (Chapter I, (9.14)).
(9-13) Theorem. (i) Suppose that $y_{n}(t) \in L(a, b)$ for $n=1,2, \ldots$ and that the sequence (9.12) converges for every bounded $x(t)$. Then the functions $Y_{n}(t)=\int_{a}^{t} y_{n}(u)$ du are uniformly absolutely continuous.
(ii) The conclusion holds if (9•12) converges for those $x(t)$ which are characteristic functions of measurable sets.

It is enough to prove (ii), and the proof will be similar to that of (9.5).
We show that $\int_{E} y_{n} d t$ is small with $|E|$, uniformly in $n$. Let $X$ be the set of all characteristic functions $x(t)$ in $(a, b)$, and consider the integral (9•12), which we denote by $I_{n}(x)$. By hypothesis, $I_{n}(x)$ converges for every $x \in X$. We have to show that $\left|I_{n}(x)\right| \leqslant \epsilon$ for all $n$, if

$$
\|x\|=\mathfrak{M}[x ; a, b] \leqslant \delta=\delta(\epsilon) .
$$

Let $I_{\mu, \nu}(x)=I_{\mu}(x)-I_{\nu}(x)$ and let $X_{n}$ be the set of points $x \in X$ such that $\left|I_{\mu, \nu}(x)\right| \leqslant \frac{1}{} \epsilon$ for all $\mu, \nu \geqslant n$. Then $X=\Sigma X_{n}$. The sets $X_{n}$ are closed, and since $X$, being a complete metric space, is not of the first category, one of the $X_{n}$, say, $X_{n_{0}}$, contains a sphere $S\left(x_{0}, \delta^{\prime}\right)$. We now observe that $X$, though not a linear space, has a property which may be used instead of linearity: if $x$ is any point of $S\left(0, \delta^{\prime}\right)$, we can find two points $x_{1}$ and $x_{2}$ in $S\left(x_{0}, \delta^{\prime}\right)$ such that $x=x_{1}-x_{2}$. It is enough to set

$$
x_{1}(t)=x(t)+x_{0}(t)[1-x(t)], \quad x_{2}(t)=x_{0}(t)[1-x(t)] .
$$

Clearly $\left|I_{\mu, \nu}(x)\right|=\left|I_{\mu, \nu}\left(x_{1}\right)-I_{\mu, \nu}\left(x_{2}\right)\right| \leqslant \frac{1}{2} \varepsilon$ for $\|x\| \leqslant \delta^{\prime}, \mu \geqslant n_{0}, \nu \geqslant n_{0}$.
It follows that $\left|I_{\mu}(x)-I_{n_{0}}(x)\right|=\left|I_{\mu_{1} n_{0}}(x)\right| \leqslant \frac{1}{2} \epsilon$ for $\|x\| \leqslant \delta^{\prime}, \mu \geqslant n_{0}$. Since $I_{n_{0}}(x)$ is small with $\|x\|$, there is a $\delta^{\prime \prime}>0$ such that $\left|I_{\mu}(x)\right| \leqslant \epsilon$ for $\|x\| \leqslant \delta^{\prime \prime}$ and $\mu \geqslant n_{0}$. Finally, since $I_{1}(x), I_{2}(x), \ldots, I_{n_{0}-1}(x)$ are small with $\|x\|$, there is a $\delta$ such that $\left|I_{n}(x)\right| \leqslant \epsilon$ for $\|x\| \leqslant \delta$ and all $n$.

We shall occasionally need the following analogue of $(9 \cdot 9)$ for series:
(9-14) Theorem. Let $a_{1}+a_{2}+\ldots$ be a fixed series. Then
(i) if

$$
\begin{equation*}
\sum_{1}^{\infty} a_{k} b_{k} \tag{9•15}
\end{equation*}
$$

converges for every bounded $\left\{b_{k}\right\}$, or even for every $\left\{b_{k}\right\}$ tending to 0 , we have $\Sigma\left|a_{k}\right|<\infty$;
(ii) if (9•15) converges for every convergent $\Sigma b_{k}$, the sequence $\left\{a_{k}\right\}$ is of bounded variation;
(iii) if (9.15) converges for every $\left\{b_{k}\right\} \in \mathrm{I}^{r}, \mathrm{l}<r<\infty$, we have $\left\{a_{k}\right\} \in \mathrm{I}^{r}$.
(i) If $\Sigma\left|a_{k}\right|=\infty$, then (9.15) diverges for the bounded sequence $b_{n}=\operatorname{sign} \bar{a}_{n}$, or even for the convergent sequence $b_{n}=\epsilon_{n} \operatorname{sign} \bar{a}_{n}$, where $\left\{\epsilon_{n}\right\}$ is a positive sequence tending to 0 sufficiently slowly.
(ii) It is not difficult to see that the hypotheses of (ii) imply that $a_{n}=O(1)$. Let $\Sigma b_{k}$ be any series convergent to 0 and let $t_{k}=b_{1}+b_{2}+\ldots+b_{k}$. Using summation by parts we can write the convergent series (9-15) in the form $\sum_{1}^{\infty} t_{k}\left(a_{k}-a_{k+1}\right)$. The latter series converges for every sequence $\left\{t_{k}\right\}$ tending to 0 . Hence, by (i), $\Sigma\left|a_{k}-a_{k+1}\right|<\infty$ (see also Chapter I, (2-4)).
(iii) For a fixed $n$, the sum $s_{n}=\sum_{1}^{n} a_{k} b_{k}$ is a linear functional in the space $r$ of sequences $\left\{b_{k}\right\}$, and has norm $N_{n}=\left(\left|a_{1}\right|^{r}+\ldots+\left|a_{n}\right|^{r}\right)^{1 r r}$. By (9.5), the hypothesis that $s_{n}=O(1)$ for every $\left\{b_{k}\right\} \in l^{r}$ impliee $N_{n}=O(1)$, that is, $\left\{a_{n}\right\} \in l^{r}$.

Consider a doubly infinite matrix $\mathscr{A}=\left\{\alpha_{n m}\right\}_{n, m=0,1}$.. defining a method of summation of sequences (Chapter III, § 1). For every sequence $x=\left\{x_{k}\right\}$ of numbers we set

$$
\begin{equation*}
y_{n}=a_{n 0} x_{0}+\alpha_{n 1} x_{1}+\ldots+\alpha_{n k} x_{k}+\ldots \tag{9.16}
\end{equation*}
$$

Suppose $x_{k} \rightarrow s$; then $y_{n} \rightarrow s$, provided $\dot{A}$ satisfies the three conditions (i), (ii), (iii) of regularity. We have already proved that conditions (i) and (iii) are also necossary, and we are now going to prove the necessity of (ii).

We slightly generalize the notion of summability il by assuming that the series (9.16) converge only for $n$ sufficiently large, say for $n \geqslant n_{0}$, where $n_{0}$ depends on $\left\{x_{k}\right\}$. We shall show that, if for every convergent sequence $\left\{x_{k}\right\}$ the series (9.16) converge for all $n$ sufficiently large, and if $y_{n}=O$ (1) (we do not require the existence of $\lim y_{k}$, still less the relation $\lim y_{n}=\lim x_{k}$ ), then the numbers

$$
N_{n}=\left|\alpha_{n 0}\right|+\left|\alpha_{n 1}\right|+\ldots+\left|\alpha_{n k}\right|+\ldots
$$

are finite and bounded for $n$ sufficiently large. (If the matrix $\mathfrak{Y}$ is row-finite, the finiteness of all the $N_{n}$ is obvious.)

Let $E$ be the set of all convergent sequences $x=\left\{x_{k}\right\}$. It is a Banach space (see example (g) on p. 163). Write $E=E_{1}+E_{9}+\ldots+E_{m}+\ldots$, where $E_{m}$ is the set of all the convergent sequences $x$ such that the series ( $\theta \cdot 16$ ) converge for all $n \geqslant m$. (If $\mathcal{I}$ is row-finite, then $E_{1}=E_{1}=\ldots=E$.) Sinoe $E$ is not of the first category, some $E_{m_{0}}$ is not of the first category. For every $x=\left\{x_{k}\right\} \in E_{m_{0}}$, the series (9.16) converge if $n \geqslant m_{0}$. This means that

$$
y_{n, j}=\alpha_{n 0} x_{0}+\alpha_{n 1} x_{1}+\ldots+\alpha_{n j} x_{j}
$$

tends to a limit as $j \rightarrow \infty$, for fixed $n \geqslant m_{0}$. Here $y_{n, j}$ is a linear funotionsl in $E$. By ( $9 \cdot 5$ ), the norms of $y_{n, j}$, that is, the numbers $\left|\alpha_{n 0}\right|+\left|\alpha_{n 1}\right|+\ldots+\left|\alpha_{n j}\right|$, are bounded as $j \rightarrow \infty$, which means that the numbers $N_{n}$ are finite for $n \geqslant m_{0}$. It remsins to show that the $N_{n}$ are bounded. The finiteness of $N_{n}$ implies that the $y_{n}, n \geqslant n_{0}$, in (9-16) are linear functionsls in $E$, and, by hypothesis, $y_{n}=O(1)$ for each $x \in E$. It is therefore enough to apply (9.5) once more.

We conclude this section by considering an application of Fourier series to a class of linear transformations of the space $l^{2}$ of sequences $x=\left\{x_{n}\right\}$ two-way infinite and with $\|x\|=\left(\Sigma\left|x_{n}\right|^{2}\right)^{\dagger}<\infty$. Series $\sum_{-\infty}^{+\infty}$ will be understood here to mean $\sum_{-\infty}^{-1}+\sum_{0}^{\infty}$.
Let $a_{m n}$ be a two-way infinite matrix of numbers, with $m, n$ ranging from $-\infty$ to $+\infty$. With every $x \in 1^{2}$ we associate the point $y=\left\{y_{m}\right\}$, where

$$
y_{m}=\sum_{n} a_{m n} x_{n} \quad(m=0, \pm 1, \ldots) .
$$

By (9.14), $y$ is defined for every $x \in 1^{\mathbf{2}}$ if and only if $\sum_{n}\left|a_{m n}\right|^{2}<\infty$ for each $m$. In investigating whether or not $y \in l^{2}$, we shall confine our attention to a special case, namely that of $a_{m n}=a_{m-n}$, where $a=\left\{a_{n}\right\}$ is a two-way infinite sequence. This case is easily treated by means of Fourier series. Thus let

$$
\begin{equation*}
y_{m}=\sum_{n} a_{m-n} x_{n} \quad(m=0, \pm 1, \ldots) . \tag{9•17}
\end{equation*}
$$

If $\sum a_{k} e^{i k d}$ is the Fourier series of a function $a(t)$, we shall call $a(t)$ the characteristic of the transformation ( $9 \cdot 17$ ).
(9.18) Theorem. (i) A necessary and sufficient condition that the $y$ defined by (9-17) should satisfy $y \in 1^{1}$ for every $x \in 1^{1}$ is that the transformation should have a characteristic which is an essentially bounded function. If $M$ is the essential upper bound of $|a(t)|$, then $\|y\| \leqslant M\|x\|$ and $M$ is the norm of the transformation.
(ii) Suppose that the transformation (9.17) has a characteristic a(t) $\in L^{2}$. A necessary and sufficient condition that for every $y \in 1^{2}$ there is an $x \in l^{2}$ satisfying (9.17) is that $1 / a(t)$
should be essentially bounded. If $1 / a(t)$ is bounded, then the solution $x$ is unique and is given by the formula

$$
\begin{equation*}
x_{n}=\sum_{m} a_{n-m}^{\prime} y_{m} \quad(n=0, \pm 1, \ldots) \tag{9.19}
\end{equation*}
$$

where $a_{k}^{\prime}$ are the Fourier coefficients of $1 / a(t)$.
We know that the condition $\|a\|<\infty$ is both necessary and sufficient for the transformation (9-17) to be defined for all $x \in l^{2}$. If $x(t) \sim \Sigma x_{k} e^{i k t}, a(t) \sim \Sigma a_{k} e^{i k t}$, then $y_{m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} a(t) x(t) e^{-i m^{t}} d t$ and, by Parseval's formula,

$$
\begin{equation*}
\|y\|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|a(t) x(t)|^{2} d t . \tag{9.20}
\end{equation*}
$$

If $\|y\|$ is to be finite for every $x \in l^{2}$, then $a(t)$ must be essentially bounded (see (9.9)). Assuming this, let $M$ be the essential upper bound of $|a(t)|$. By ( $9 \cdot 20$ ), $\|y\| \leqslant M\|x\|$, and $M$ cannot be replaced by any smaller number, that is, $M$ is the norm of the transformation (9.17). This proves (i).

Passing to (ii), let $y(t) \sim \Sigma y_{k} e^{i k t} \in L^{2}$ be given. If (9•17) has a solution $x=\left\{x_{k}\right\}$ such that $x(t) \sim \Sigma x_{k} e^{i k t} \in L^{2}$, then

$$
\begin{equation*}
y(t)=a(t) x(t) \tag{9.21}
\end{equation*}
$$

Since $y(t) \in L^{2}$ is arbitrary, $a(t) \neq 0$ almost everywhere, and there is at most one $x=\left\{x_{k}\right\}$ satisfying ( $9 \cdot 17$ ). If $x(t)=y(t) a^{-1}(t)$ is to belong to $\mathrm{L}^{2}$ for every $y(t) \in \mathrm{L}^{2}$, then $1 / a(t)$ must be essentially bounded. If the latter condition is satisfied, the point $x=\left\{x_{k}\right\}$ defined by the formula $y(t) a^{-1}(t) \sim \sum x_{k} e^{i k d}$ is the (unique) solution of (9.17) and is given by ( $9 \cdot 19$ ). This proves (ii).

Linear transformations in $1^{2}$ which preserve the norm and have inverses are called unitary. As is seen from (9.21), the transformation (9.17) is unitary if and only if $|a(t)|=1$ almost everywhere. In this case, $1 / a(t)=\bar{a}(t)$, and $(9 \cdot 19)$ may be written

$$
\begin{equation*}
x_{n}=\sum_{m} \ddot{a}_{m-n} y_{m} \tag{9.22}
\end{equation*}
$$

Consider a product (i.e. a successive application) of two transformations of type (9.17), having respectively characteristics $a(t)$ and $b(t)$. As is seen from (9.21), this product is of the same type, with characteristic $a(t) b(t)$.

If the characteristic $a(t)$ depends on a parameter $\alpha$ in accordance with the formula

$$
a(t)=a_{\alpha}(t)=e^{\alpha \phi(t)},
$$

where $\phi(t)$ is a measurable function, then the transformations (9.17), which we shall call $T_{a}$, form a group with the property

$$
T_{\alpha+\beta}=T_{\alpha} T_{\beta}, \quad T_{\alpha}^{-1}=T_{-\alpha}
$$

If $\alpha$ is real and $\phi(t)$ purely imaginary, the transformations are unitary.
Examples. (a) Suppose that $a(t)=\Sigma^{\prime} \frac{e^{i n t}}{n}=i(\pi-t)$ in ( $0,2 \pi$ ) (see Chapter I, (4•12)). Then ( $9 \cdot 17$ ) may be written

$$
y_{m}=\Sigma_{n}^{\prime} \frac{x_{n}}{m-n}
$$

This transformation, which has norm $\pi$, may be considered as a discrete analogue of the conjugate function. There exist $y \in l^{2}$ such that ( $9 \cdot 17$ ) has no solution $x \in l^{\mathbf{2}}$.
(b) If $a_{a}(t)=e^{i \alpha(n-t)},(9 \cdot 17)$ reduces to

$$
\begin{gathered}
y_{m}=\frac{\sin \pi \alpha}{\pi} \sum_{n} \frac{x_{n}}{\alpha+m-n} \\
y_{m}=(-1)^{\alpha} x_{m+\alpha}
\end{gathered}
$$

for $\alpha$ integral. We have here a group of unitary transformations.

## 10. Classes $\mathbf{L}_{\Phi}^{*}$

As before, let $\mathrm{L}_{\Phi}(a, b)$ denote the class of all functions $f$ such that $\Phi(|f|)$ is integrable over $(a, b)$. The class $\mathrm{L}^{r}$, corresponding to $\Phi(u)=u^{r}$, is the most important special case, but occasionally quite natural problems lead to other classes. For example, the class $\mathrm{L} \log ^{+} \mathrm{L}$ of functions $f$ such that $|f| \log ^{+}|f|$ is integrable, is of importance in several problems. This leads us to the question whether a class $L_{\Phi}$ can beso modified as to give a normed lincar space.

First of all we have to define a norm $\|x\|=\|x\|_{\Phi}$, and if the definition is to be useful, the finiteness of $\|x\|$ and the integrability of $\Phi(|x(t)|)$ should be to a reasonable extent equivalent. The idea (modelled on the case $\Phi(u)=u^{\nu}$ ) of setting

$$
\|x\|=\Phi_{-1}\left[\int_{a}^{b} \Phi(|x|) d t\right]
$$

where $\Phi_{-1}$ is the function inverse to $\Phi$, must be discarded. First of all, the condition $\|\alpha x\|=|\alpha|\|x\|$ would not, in general, be satisfied. Further, if $\Phi(u)$ increases too rapidly the integrability of $\Phi(|x|)$ need not imply that of $\Phi(2|x|)$. For these reasons we must proceed differently, and it turns out that a simple solution is possible if simultaneously with $\Phi$ we consider another function $\Psi$ such that the pair $\Phi, \Psi$ is complementary in the sense of Young (Chapter I, §9). We have shown on p. 25 that for any function $\Phi(u), u \geqslant 0$, which is non-negative, convex, vanishing at the origin and such that $\Phi(u) / u \rightarrow \infty$ with $u$, we can find such a $\Psi$. In the rest of this section we suppose that $\Phi$ has all the properties just stated.

Consider the functions $x(t), a \leqslant t \leqslant b$, such that the product $x(t) y(t)$ is integrable over ( $a, b$ ) for every $y(t) \in \mathrm{L}_{\Psi}(a, b)$, and set

$$
\|x\|=\|x\|_{\Phi}=\sup _{y}\left|\int_{a}^{b} x(t) y(t) d t\right|
$$

the sup being with respect to all $y$ with

$$
\rho_{y}=\int_{a}^{b} \Psi(|y|) d t \leqslant 1
$$

The class of such $x$ will be denoted by $L_{\oplus}^{*}$. It is not obvious that $\|x\|$ must be finite. We prove this a little later; in the meanwhile, to avoid difficulty, we denote by $L_{\Phi}^{*}$ the class of functions $x(t), a \leqslant t \leqslant b$, such that the norm $\|x\|_{\oplus}$ just defined is finite. Using Young's inequality, we see that $L_{\Phi} \subset L_{\Phi}^{*}$. It is immediate that $L_{\oplus}^{*}$ is a normed linear space. Classes $L_{\Phi}^{*}$ are often called Orlicz spaces.

We shall prove that $\mathrm{L}_{\Phi}^{*}$ is a complete space. Suppose that $\left\|x_{m}-x_{n}\right\| \rightarrow 0$ for $m, n \rightarrow \infty$, so that $\left\|x_{m}-x_{n}\right\|<\epsilon$ for $m, n>\nu=\nu(\epsilon)$. It follows that

$$
\left|\int_{a}^{b}\left(x_{m}-x_{n}\right) y d t\right| \leqslant \epsilon
$$

and so also

$$
\int_{a}^{b}\left|x_{m}-x_{n}\right||y| d t \leqslant \epsilon,
$$

if $\rho_{\nu} \leqslant 1$, and $m, n>v$. Let $\alpha$ be such that $(b-a) \Psi(\alpha)=1$. Taking $y(l)=\alpha \overline{\operatorname{sign}}\left(x_{m}-x_{n}\right)$, we get from ( $10 \cdot 2$ ) that $\mathfrak{M}\left[x_{m}-x_{n} ; a, b\right] \leqslant \epsilon / \alpha$. Since $\epsilon$ is arbitrary, there is a sequence $\left\{x_{m_{l}}(t)\right\}$ converging almost everywhere to a function $x(t)$ (Chapter I, (11.1)), and (10.3) shows that $\mathfrak{M}\left[\left(x-x_{n}\right) y ; a, b\right] \leqslant \epsilon$ if $\rho_{\nu} \leqslant 1$. Thus $\left\|x-x_{n}\right\| \leqslant \epsilon$ for $n>\nu$, and the com. pleteness of the space $\mathrm{L}_{\Phi}^{*}$ follows.

We have tacitly assumed here that $b-a<\infty$, but the result holds if $b-a=\infty$. In fact, proceeding as before, we show that $\mathfrak{M}\left[x_{m}-x_{n} ; a^{\prime}, b^{\prime}\right] \rightarrow 0$ for any interval ( $a^{\prime}, b^{\prime}$ ) satisfying $a<a^{\prime}<b^{\prime}<b$. Thence we infer the existence of a subsequence of $\left\{x_{m}(t)\right\}$ converging almost everywhere in ( $a, b$ ), and the rest of the proof is unchanged. In what follows, to shorten the exposition, we shall assume that $b-a<\infty$. The results, however, are also valid for $b-a=\infty$, as simple modifications of the proofs show.

We have already observed that if $x \in \mathrm{~L}_{\Phi}$, then $x \in \mathrm{~L}_{\oplus}^{*}$. More generally, if there is a number $\theta>0$ such that $\theta x \in \mathrm{~L}_{\Phi}$, then $x \in \mathrm{~L}_{\Phi}^{*}$. Conversely, we show that, if $x \in \mathrm{~L}_{\Phi}^{*}$, then there is a constant $\theta>0$ such that $\theta x \in \mathrm{~L}_{\oplus}$. More precisely,
(10.4) Theorem. If $x \in \mathrm{~L}_{\Phi}^{*},\|x\|_{i} \neq 0$, then

$$
\int_{a}^{b} \Phi(|x| /\|x\|) d t \leqslant 1
$$

We begin by showing that

$$
\left|\int_{a}^{b} x y d t\right| \begin{cases}\leqslant\|x\|, & \text { if } \quad \rho_{\nu} \leqslant 1 \\ \leqslant\|x\| \rho_{\nu}, & \text { if } \quad \rho_{\nu}>1\end{cases}
$$

The first inequality is obvious. Suppose now that $\rho_{y}>1$ and replace $y$ by $y / \rho_{y}$ in the integral on the left. Since $\Psi$ is convex and $\Psi(0)=0, \Psi\left(|y| / \rho_{\nu}\right) \leqslant \Psi(|y|) / \rho_{\nu}$, so that

$$
\int_{a}^{b} \Psi\left(\mid y \| \rho_{y}\right) d t \leqslant 1, \quad\left|\int_{a}^{b} x \frac{y}{\rho_{\nu}} d t\right| \leqslant\|x\|
$$

which is the second inequality (10.6). It follows that the integral in (10.6) does not exceed $\|x\| \rho_{\nu}^{\prime}$, where

$$
\rho_{y}^{\prime}=\max \left(\rho_{y}, 1\right)
$$

We shall now prove ( $10 \cdot 5$ ) for $x$ bounded. Let $\phi=\Phi^{\prime}$. For the special case $y=\phi(|x| /\|x\|)$ that of equality in Young's inequality (pp. 16, 25), we have

$$
\rho_{\nu}^{\prime} \geqslant\left|\int_{a}^{b} \frac{x}{\|x\|} y d t\right|=\int_{a}^{b} \Phi\left[\frac{|x|}{\|x\|}\right] d t+\rho_{\nu} .
$$

We may suppose that the integral preceding $\rho_{\nu}$ is not 0 . From this it follows, first, that (for the special $y$ ) $\rho_{\nu}^{\prime}>\rho_{\nu}$, and so $\rho_{\nu}^{\prime}=1$, and then that

$$
\int_{a}^{b} \Phi(|x| /\|x\|) d t \leqslant 1
$$

In the general case, let $x_{n}(t)$ be equal to $x(t)$ wherever $|x(t)| \leqslant n$ and equal to 0 elsewhere. Then ( 10.5 ) holds if the integrand on the left is $\Phi\left(\left|x_{n}\right| /\left\|x_{n}\right\|\right), n$ being so large that $\left\|x_{n}\right\| \neq 0$, hence also for $\Phi\left(\left|x_{n}\right| /\|x\|\right)$, and finally, making $n \rightarrow \infty$, for $\Phi(|x| /\|x\|)$.
(10.7) Theorem. (i) If the integral (9.8) exists for every $x \in \mathrm{~L}_{\Phi}^{*}(a, b)$, then $y \in \mathrm{~L}_{\Psi}^{*}(a, b)$.
(ii) If the sequence (9.12) is bounded for every $x \in \mathrm{~L}_{\Phi}^{*}$, then $\left\|y_{n}\right\|_{\mathbf{T}}=O(1)$.
(iii) If the sequence (9.12) is bounded for every $x \in \mathrm{~L}_{\Phi}$ then there is a constant $\theta>0$ such that $\mathfrak{M}\left[\Psi\left(\theta\left|y_{n}\right|\right)\right]=O(1)$.
(i) Let $y^{n}$ be the function $y$ truncated by $n$, and let us consider the integral $\int_{a}^{b} x y^{n} d t$. Since each $y^{n}$, as a bounded function, belongs to $L_{\Psi}$, and since

$$
\left|u_{n}(x)\right| \leqslant\|x\|_{\Phi} \rho_{\nu^{n}}^{\prime},
$$

$u_{n}(x)$ is a functional in $L_{\Phi}^{*}$. By hypothesis, $\left\{u_{n}(x)\right\}$ converges for every $x \in L_{\Phi}^{*}$, so that there is a constant $M$ such that $\left\|u_{n}(x)\right\| \leqslant M\|x\|_{\Phi}$ for $n=1,2, \ldots$. Now take any $x$ such that $\mathbb{R}[\Phi(|x|)] \leqslant 1$. Such an $x$ belongs to $L_{\Delta}$ and has norm $\|x\|_{\odot} \leqslant 2$. But since the inequality $\left|\int_{a}^{b} x y^{n} d t\right| \leqslant 2 M$ is valid for every $x$ with $\mathfrak{M}[\Phi(|x|)] \leqslant 1$ we have $\left\|y^{n}\right\|_{T} \leqslant 2 M$ for $n=1,2, \ldots$, and so also

$$
\|y\|_{\Psi} \leqslant 2 M .
$$

(ii) By virtue of (i), each $y_{n}$ belongs to $\mathrm{L}_{\boldsymbol{T}}$. It follows from the inequality

$$
\lambda\left|u_{n}(x)\right| \leqslant\|x\|_{\Phi} \rho_{\lambda y_{n}}^{\prime},
$$

where $\lambda=\lambda_{n}$ is a positive constant so small that $\lambda_{\boldsymbol{n}} \in \mathrm{L}_{\boldsymbol{Y}}$, that $u_{n}(x)$ is a functional in $\mathrm{L}_{\Phi}^{*}$. Thus, by (9.5), $\left|u_{n}(x)\right| \leqslant M\|x\|_{\Phi}$, for $n=1,2, \ldots$. In particular, $\left|\int_{a}^{b} x y_{n} d t\right| \leqslant 2 M$ for $x$ satisfying $\mathbb{R}[\Phi(|x|)] \leqslant 1$. Thus

$$
\left\|y_{n}\right\|_{\Psi} \leqslant 2 M \quad \text { for } \quad n=1,2, \ldots
$$

(iii) Suppose that $x \in \mathrm{~L}_{\Phi}^{*}$. Then $x /\|x\|_{\Phi} \in \mathrm{L}_{\Phi}$, and the sequence $\left\{u_{n}(x) /\|x\|_{\Phi}\right\}$ is bounded for every $x \in \mathrm{~L}^{*}$. By (ii), $\left\|y_{n}\right\|_{\Psi} \leqslant N$, say, for $n=1,2, \ldots$, so that

$$
\int_{a}^{b} \Psi\left(\theta\left|y_{n}\right|\right) d t \leqslant 1 \quad \text { for } \quad \theta=1 / N .
$$

This completes the proof of ( 10.7 ).
We can now dispose of the superfluous restriction in the definition of $L_{\Phi}^{*}$, and show that if $\int_{a}^{b} x y d t$ exists for every $y$ with $\mathfrak{M}[\Psi(|y|)] \leqslant 1$, then the norm $\|x\|$ defined by ( $10 \cdot 1$ ) is finite. Let $x^{n}(t)$ be the function $x$ truncated by $n$. By hypothesis, the sequence of integrals $v_{n}(y)=\int_{a}^{b} x^{n} y d t$ converges for every $y \in L_{\Phi}^{*}$, for then

$$
\int_{a}^{b} \Psi(|y| /\|y\|) d t \leqslant 1
$$

It follows, as in (i), that $\left\|x^{n}\right\|_{\Phi}=O(1)$, that is, $\|x\|_{\Phi}<\infty$.
It is useful to note that ( $10 \cdot 7$ ) holds if we consider the class $\mathrm{L}_{\omega}^{*}(\mathbb{E})$, where $E$ is an arbitrary set.

We have already observed that a necessary and sufficient condition that $x(t) \in \mathrm{L}^{*}$ is the existence of a constant $\theta>0$ such that $\theta x \in \mathrm{~L}_{\oplus}$. It follows that if there is a constant $C$ such that

$$
\begin{equation*}
\Phi(2 u) \leqslant C \Phi(u) \tag{10.8}
\end{equation*}
$$

for $u$ large enough, and if $b-a<\infty$, the classes $L_{\bullet}$ and $L_{\oplus}^{*}$ are identical.

A simple calculation shows that if $\Phi(u)=u^{r}, r>1$, then $\|x\|_{\Phi}=r^{\prime 1 / r^{\prime}} r^{1 / r} \mathbb{M}_{r}[x]$, so that, apart from a numerical constant factor, we have the same norm as in Example (d) on p. 163.

We may define the norm of $x$ in a somewhat different way. We fix a $\Phi(u)(0 \leqslant u<\infty)$ convex, non-decreasing, and satisfying $\Phi(0)=0$ and $\Phi(u) / u \rightarrow \infty$ as $u \rightarrow \infty$. Let $\Psi(v)$ be complementary to $\Phi(u)$ in the sense of Young, and let $\phi=\Phi^{\prime}, \psi=\Psi^{\prime}$. It will be convenient to normalize $\Phi$ by the condition

$$
\Phi(1)+\Psi(1)=1 .
$$

This can be done, for example, by replacing $\phi(u)$ by $\phi(k u), k$ being such that the area of the rectangle with opposite vertices at ( 0,0 ) and $(k, \phi(k)$ ) is 1 (this area is a continuous function of $k$, and increases from 0 to $\infty$ with $k$ ); the new $\Phi(u)$ is then the old $k^{-1} \Phi(k u)$.

Consider the class of all functions $x(t), a \leqslant t \leqslant b$, such that $\Phi(\theta|x|)$ is integrable over $(a, b)$ for some $\theta>0$ (the normalization does not affect the class). We then have

$$
\int_{a}^{b} \Phi\left(\lambda^{-1}|x|\right) d t \leqslant \Phi(1)
$$

for all large enough positive $\lambda$. Let $\lambda_{0}$ be the lower bound of all $\lambda$ 's satisfying (10.10); $\lambda_{0}$ is non-negative, and is 0 if and only if $x \equiv 0$. We call $\lambda_{0}$ the norm of $x$, and denote it by $\mathrm{N} x$ or $\mathrm{N}_{\Phi} x$. $\mathrm{N} x$ is non-negative, is 0 if and only if $x \equiv 0$, and $\mathrm{N}(\alpha x)=|\alpha| \mathrm{N} x$ for every scalar $\alpha$. We also have

$$
\mathrm{N}(x+y) \leqslant \mathrm{N} x+\mathrm{N} y .
$$

For if $\lambda>\mathrm{N} x, \mu>\mathrm{N} y$, then from (10.10) and the analogous inequality for $|y| i \mu$ we obtain, using Jensen's inequality,

$$
\begin{aligned}
\int_{a}^{b} \Phi\left(\frac{|x+y|}{\lambda+\mu}\right) d t & \leqslant \frac{\lambda}{\lambda+\mu} \int_{a}^{b} \Phi\left(\frac{|x|}{\lambda}\right) d t+\frac{\mu}{\lambda+\mu} \int_{a}^{b} \Phi\left(\frac{|y|}{\mu}\right) d t \\
& \leqslant \frac{\lambda}{\lambda+\mu} \Phi(1)+\frac{\mu}{\lambda+\mu} \Phi(1)=\Phi(1) .
\end{aligned}
$$

This implies that $\mathrm{N}(x+y) \leqslant \lambda+\mu$, and making $\lambda \rightarrow \mathrm{N} x, \mu \rightarrow \mathrm{~N} y$ we deduce (10.11). Thus $\mathrm{N} x$ has all the properties of a norm.

If $\Phi(u)=u^{p} / p$, where $1<p<\infty$, then $\Psi(v)=v^{p^{\prime}} / p^{\prime},(10 \cdot 9)$ holds, and we immediately see that $\mathrm{N} x=\|x\|_{p}$.

The class of all functions $x(t)$ such that $\theta x$ is in $\mathrm{L}_{\oplus}(a, b)$ for some $\theta>0$ is, as we know, the class $\mathrm{L}_{\oplus}^{*}$ for which we have already defined a norm $\|x\|_{\oplus}$. Write $\Phi(1)=\nu$. Since $0<\nu<1$ we deduce from (10.5) that

$$
\int_{a}^{b} \Phi\left(\frac{\nu x}{\|x\|}\right) d t \leqslant \nu \int_{a}^{b} \Phi\left(\frac{x}{\|x\|}\right) d t \leqslant \nu=\Phi(1)
$$

so that $\mathrm{N} x \leqslant\|x\| / \nu$. On the other hand, if $\lambda>\mathrm{N} x$ then for all $y$ with $\mathfrak{M R}[\Psi(|y|)] \leqslant 1$ we have

$$
\left|\int_{a}^{b} x y d t\right| \leqslant \lambda \int_{a}^{b}\left|\frac{x}{\lambda}\right||y| d t \leqslant \lambda\left[\int_{a}^{b} \Phi\left(\frac{|x|}{\lambda}\right) d t+\int_{a}^{b} \Psi(|y|) d t\right] \leqslant \lambda[\Phi(1)+1]<2 \lambda,
$$

since, by $(10.9), \Phi(1)<1$. Taking the upper bound of the first integral with respect to all $y$, and making $\lambda \rightarrow \mathrm{N} x$, we see that $\|x\|_{\Phi} \leqslant 2 \mathrm{~N} x$. Thus

$$
\begin{equation*}
\Phi(1) \mathrm{N} x \leqslant\|x\|_{\Phi} \leqslant 2 \mathrm{~N} x . \tag{10.12}
\end{equation*}
$$

These inequalities show that the norms $\|x\|_{\Phi}$ and $\mathrm{N} x$ are equivalent, in the sense that their ratio is contained between two positive absolute constants. They show that, since $L_{\Phi}^{*}$ is complete with respect to the norm $\mid x \|_{\Phi}$, it is also complete (and so is a Banach space) with respect to the norm $\mathrm{N}_{\Phi} x$.

We apply the foregoing to homogenizing certain inequalities.
Suppose we have an operation $y=T x$ transforming functions $x(s) \in \mathrm{L}_{\Phi}(a, b)$ into functions $y(t) \in \mathrm{L}_{\Phi_{1}}\left(a_{1}, b_{1}\right)$, and such that

$$
\int_{a_{1}}^{b_{1}} \Phi_{1}(|y|) d t \leqslant A \int_{a}^{b} \Phi(|x|) d s+B
$$

where $\Phi$ and $\Phi_{1}$ are Young's functions, and $A$ and $B$ are constants independent of $x$. The operation $T$ need not be linear; we assume only that it is positively homogeneous, by which we mean that, for each scalar $\alpha$, if $T x$ is defined so is $T(\alpha x)$, and

$$
|T(\alpha x)|=|\alpha||T x|
$$

(10.14) Theorem. Under the hypotheses just stated, Tx is defined for all $x \in L_{\Phi}^{*}(a, b)$, and we have

$$
\begin{gather*}
\|y\|_{\Phi_{1}} \leqslant C\|x\|_{\Phi} \\
\mathrm{N}_{\Phi_{1}} y \leqslant C \mathrm{~N}_{\Phi} x
\end{gather*}
$$

where the $C$ 's are constants independent of $x$.
The advantage of ( $10 \cdot 15$ ) and ( $10 \cdot 16$ ) over ( $10 \cdot 13$ ) is the homogeneity of the relations.

That $T x$ is defined in $\mathrm{L}_{\Phi}^{*}(a, b)$ follows from the positive homogeneity of $T$ and the fact that $x \in \mathrm{~L}_{\Phi}^{*}$ implies $x /:\|x\|_{\Phi} \in \mathrm{L}_{\Phi}$ (see (10.5)). Write $\lambda=\mathrm{N}_{\Phi} x, \lambda_{1}=\mathrm{N}_{\Phi_{1}} y$. From (10.13) applied to $x /\|x\|_{\Phi}$ we see that $\Phi_{1}\left(y /\|x\|_{\Phi}\right)$ is integrable, so that $y \in \mathrm{~L}_{\Phi_{1}}^{*}\left(a_{1}, b_{1}\right)$ and $\lambda_{1}=\mathrm{N}_{\Phi_{1}} y$ is finite. We have to show that $\lambda_{1} \leqslant C \lambda$.

If $\lambda=0$, then $x \equiv 0$ and (by the positive homogeneity of $T$ ) $y \equiv 0, \lambda_{1}=0$, so that (10.16) holds. We may therefore suppose that $\lambda>0$. We may also suppose that $\lambda_{1}>\lambda$, for if $\lambda_{1} \leqslant \lambda$ we have ( $10 \cdot 16$ ) with $C=1$.

Let $\lambda<\lambda^{\prime}<\lambda_{1}^{\prime}<\lambda_{1}$. Applying (10.13) to $x / \lambda^{\prime}$ we obtain

$$
\int_{a_{1}}^{b_{1}} \Phi_{1}\left(\frac{|y|}{\lambda^{\prime}}\right) d t \leqslant A \int_{a}^{b} \Phi\left(\frac{|x|}{\lambda^{\prime}}\right) d s+B \leqslant A \Phi(1)+B=C_{1}
$$

say, and since $\Phi_{1}$ is convex and $\Phi_{1}(0)=0$,

$$
\int_{a_{1}}^{b_{1}} \Phi_{1}\left(\frac{|y|}{\lambda^{\prime}}\right) d t=\int_{a_{1}}^{b_{1}} \Phi_{1}\left(\frac{\lambda_{1}^{\prime}}{\lambda^{\prime}} \frac{|y|}{\lambda_{1}^{\prime}}\right) d t \geqslant \frac{\lambda_{1}^{\prime}}{\lambda^{\prime}} \int_{a_{1}}^{b_{1}} \Phi_{1}\left(\frac{|y|}{\lambda_{1}^{\prime}}\right) d t \geqslant \frac{\lambda_{1}^{\prime}}{\lambda^{\prime}} \Phi_{1}(1)
$$

which, combined with the preceding inequalities, gives $\lambda_{1}^{\prime} \leqslant C \lambda^{\prime}$, and so also (10.16), with $C=C_{1} / \Phi_{1}(1)$. This completes the proof of (10.14).

Remark. The argument holds in the extreme case when $\Phi(u)=u$ or $\Phi_{1}(u)=u$.
As an illustration consider functions $x(s)$ integrable over a finite interval ( $a, b$ ) and the operation $\Theta=T x$ defined by

$$
\Theta(t)=\sup _{h} \frac{1}{h} \int_{t}^{t+h}|x(s)| d s .
$$

Though not linear, the operation is positively homogeneous and satisfies (10.13) with $\left(a_{1}, b_{1}\right)=(a, b), \Phi(u)=u \log ^{+} u, \Phi_{1}(u)=u$ (Chapter I, (13.15) (iii)). It therefore also satisfies (10.15) and ( $10 \cdot 16$ ). A similar remark applies to the operation $T f=f$ (see Chapter VII, (2-9)).

The theorem which follows generalizes Hölder's inequality.
(10.17) Theorkm. If $x(t) \in \mathrm{L}_{\Phi}^{*}(a, b), y(t) \in \mathrm{L}^{*}(a, b)$, where $\Phi$ and $\Psi$ are complementary in the sense of Young, then $x y$ is integrable over $(a, b)$ and

$$
\left|\int_{a}^{b} x y d t\right| \leqslant \mathrm{N}_{\Phi} x . \mathrm{N}_{\Psi} y .
$$

This is immediate if either $\mathrm{N}_{\Phi} x$ or $\mathrm{N}_{\Psi} y$ is 0 . If neither is 0 , then for $\lambda>\mathrm{N}_{\Phi} x, \mu>\mathrm{N}_{\Psi} y$ we have

$$
\begin{equation*}
\left|\int_{a}^{b} \frac{x}{\lambda} \frac{y}{\mu} d t\right| \leqslant \int_{a}^{b}\left|\frac{x}{\lambda}\right|\left|\frac{y}{\mu}\right| d t \leqslant \int_{a}^{b} \Phi\left(\frac{|x|}{\lambda}\right) d t+\int_{a}^{b} \Psi\left(\frac{|y|}{\mu}\right) d t \leqslant \Phi(1)+\Psi(1)=1 \tag{10.19}
\end{equation*}
$$

and making $\lambda \rightarrow \mathrm{N}_{\Phi} x, \mu \rightarrow \mathrm{~N}_{\Psi} y$ we obtain (10.18).
We now consider cases of equality in (10.18) and we may suppose $\lambda_{0}=N_{\Phi}(x)$ and $\mu_{0}=N_{\Psi} y$ are both positive, for otherwise we always have equality. Recalling the definition of $\lambda_{0}$, we observe that if ( $10 \cdot 10$ ) holds for all $\lambda>\lambda_{0}$ then, by Fatou's lemma, it holds for $\lambda=\lambda_{0}$. Examples show that we can have strict inequality in (10.10) even if $\lambda=\lambda_{0}$, and we are interested in cases when

$$
\begin{equation*}
\int_{a}^{b} \Phi\left(\frac{|x|}{\lambda_{0}}\right) d t=\Phi(1) \tag{10.20}
\end{equation*}
$$

If the integral ( $10 \cdot 10$ ) is finite for some $\lambda<\lambda_{0}$, then it is a continuous and strictly decreasing function of $\lambda$ near $\lambda_{0}$, and $(10 \cdot 20)$ holds. Hence, for example, ( 10.20 ) holds if $\phi(2 u) \leqslant C \phi(u)$ for all $u$; or if the inequality holds for $u$ large enough and ( $a, b$ ) is finite.

Suppose now that we have (10.20), and that the integral of $\Psi^{( }\left(\mu_{0}^{-1}|y|\right)$ over ( $a, b$ ) is also 1. If we substitute $\lambda_{0}, \mu_{0}$ for $\lambda, \mu$ in (10.19), the extreme terms are equal and, considering the cases of equality in Young's inequality $\xi \eta \leqslant \Phi(\xi)+\Psi(\eta)$, we come to the following conclusion: if $\lambda_{0} \neq 0, \mu_{0} \neq 0$, we have equality in ( $10 \cdot 18$ ) if and only if
(i) $\arg (x y)$ is constant almost everywhere in the set where $x y \neq 0$;
(ii) the point $\left(x(t) \lambda_{0}^{-1}, y(t) \mu_{0}^{-1}\right)$ is almost always on the continuous curve obtained from $\eta=\phi(\xi)$ by adjoining vertical segments at the points of discontinuity of $\phi$.

The arguments of this section apply to Stieltjes integrals $\int_{a}^{b} \Phi(|x(t)|) d \mu(t)$, where $\mu(t)$ is non-decreasing, and in particular to sums $\Sigma \Phi\left(a_{i}\right)$. We may define norms $\|a\|_{\Phi}$ and $N_{\Phi} a$ for sequences $a=\left\{a_{i}\right\}$, we have Hölder's inequality $\left|\Sigma a_{i} b_{i}\right| \leqslant N_{\Phi} a . N_{\Psi} b$, an analogue of ( $10 \cdot 14$ ), etc.

## 11. Conversion factors for classes of Fourier series

Consider two trigonometric series

$$
\begin{align*}
& \sum_{-\infty}^{\infty} c_{\nu} e^{i v x} \\
& \sum_{-\infty}^{\infty} \lambda_{\nu} e^{i x x}
\end{align*}
$$

and the associated series $\quad \sum_{-\infty}^{\infty} c_{\nu} \lambda_{\nu} e^{i \nu x}$.
By $\left.{ }_{\{ } \lambda_{\nu}\right\}$ we shall now understand the two-way infinite sequence $\ldots, \lambda_{-1}, \lambda_{0}, \lambda_{1}, \ldots$. Given two classes $P$ and $Q$ of trigonometric series we shall say that $\left\{\lambda_{y}\right\}$ is of type ( $\mathrm{P}, \mathrm{Q}$ ) if whenever ( $11 \cdot 1$ ) belongs to $\mathrm{P},(11 \cdot 3$ ) belongs to Q .
(11-4) Theorem. A necessary and sufficient condition for $\left\{\lambda_{\nu}\right\}$ to be of any one of the types ( $\mathrm{B}, \mathrm{B}$ ), ( $\mathrm{C}, \mathrm{C}$ ), ( $\mathrm{L}, \mathrm{L}$ ), ( $\mathrm{S}, \mathrm{S}$ ) is that $\Sigma \lambda_{\nu} e^{i v x}$ be a Fourier-Stieltjes series.

Let ( $11 \cdot 1$ ) be an $S[f]$, and let $\sigma_{n}(x), l_{n}(x), \sigma_{n}^{*}(x)$ denote the ( $\left.\mathrm{C}, 1\right)$ means of the series (11-1), (11-2) and (11-3) respectively. Then

$$
\sigma_{n}^{*}(x)=\sum_{\nu=-n}^{n}\left(1-\frac{|\nu|}{n+1}\right) c_{\nu} \lambda_{\nu} e^{i \nu x}=\frac{1}{2 \pi} \int_{0}^{2 \pi} l_{n}(t) f(x-t) d t .
$$

Let $x=0$. If $\left\{\lambda_{n}\right\}$ is of type (C,C) or (B,B), the sequence $\left\{\sigma_{n}^{*}(0)\right\}$ is bounded for every $f \in \mathrm{C}$, and by $(9 \cdot 11)$ we have $\mathfrak{M}\left[l_{n}(t)\right]=O(1)$, whence (11-2) belongs to S . Conversely, if (11.2) is an $S[d L]$, we have

$$
\sigma_{n}^{*}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sigma_{n}(x-t) d L(t)
$$

so that the uniform boundedness of $\left\{\sigma_{n}(x)\right\}$ implies that of $\left\{\sigma_{n}^{*}(x)\right\}$. Similarly, if $\sigma_{m}(x)-\sigma_{n}(x)$ tends uniformly to 0 as $m, n \rightarrow \infty$, sо does $\sigma_{m}^{*}(x)-\sigma_{n}^{*}(x)$. This completes the proof of ( $11 \cdot 4$ ) for the types (B, B) and (C, C).

If $\left\{\lambda_{n}\right\}$ is of type ( $S, S$ ), it transforms, in particular, the series $\sum_{-\infty}^{\infty} e^{i v x} \in S$ into the series (11.2), and the latter must therefore belong to $S$. Conversely, if (11.2) is an $S[d L]$, (11.6) gives

$$
\left|\sigma_{n}^{*}(x)\right| \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\sigma_{n}(x-t)\right||d L(t)| .
$$

Integrating this over $(0,2 \pi)$ and inverting the order of integration on the right, we get $\mathfrak{P}\left[\sigma_{n}^{*}\right] \leqslant(v / 2 \pi) \mathbb{P}\left[\sigma_{n}\right]$, where $v$ is the total variation of $L(t)$ over ( $0,2 \pi$ ). Hence (11-3) belongs to $S$ if ( $11 \cdot 1$ ) does.

It remains only to consider the case (L, L). Since

$$
\begin{gathered}
\left|\sigma_{m}^{*}(x)-\sigma_{n}^{*}(x)\right| \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\sigma_{m}(x-t)-\sigma_{n}(x-t)\right||d L(t)|, \\
\mathfrak{M}\left[\sigma_{m}^{*}-\sigma_{n}^{*}\right] \leqslant(v / 2 \pi) \mathfrak{P R}\left[\sigma_{m}-\sigma_{n}\right]
\end{gathered}
$$

the sufficiency of the condition is obvious (see (5.5)). To prove the necessity, let us consider for each $n$ a system $I_{n}=\left(\alpha_{1}^{n}, \beta_{1}^{n}\right),\left(\alpha_{2}^{n}, \beta_{2}^{n}\right), \ldots$ of non-overlapping intervals. It follows from (11.5) that

$$
\int_{I_{n}} \sigma_{n}^{*}(x) d x=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t)\left\{\int_{I_{n}} l_{n}(x-t) d x\right\} d t .
$$

Suppose that (11-2) does not belong to $S$, so that the indefinite integrals of the functions $l_{n}(x)$ are not of uniformly bounded variation. We can then find a sequence $I_{1}, I_{2}, \ldots$ such that the coefficient of $f(t)$ in (11.8) is not bounded for $t=0$. Since it is continuous in $t$ (for each $n$ ), its essential upper bound is unbounded; thus by ( $9 \cdot 11$ ) there is an
$f \in \mathrm{~L}$ such that the right-hand side of (11.8) is unbounded, and a fortiori $\mathfrak{P}\left[\sigma_{n}^{*}\right] \neq O(1)$. Hence (11-3) does not belong to $S$, and $\left\{\lambda_{n}\right\}$ is not of type ( $L, L$ ).

Let $\overrightarrow{\mathrm{P}}$ denote the class of trigonometric series conjugate to those belonging to P .
(11.9) Theorem. A necessary and sufficient condition that $\left\{\lambda_{n}\right\}$ should be of any one of the types $(\mathbb{B}, \mathrm{B}),(\mathbb{Z}, \mathrm{C}),(\mathrm{L}, \mathrm{L}),(\mathbb{S}, \mathrm{S})$ is that the series conjugate to $\Sigma \lambda_{n} e^{i n x}$ should belong to S .

This follows from (11-4). For let $\epsilon_{\nu}=-i \operatorname{sign} \nu$. Saying that $\left\{\lambda_{n}\right\}$ is of type ( $(\vec{B}, B)$ means that whenever $\Sigma c_{\nu} e^{i \nu x}$ belongs to $B$, so does $\Sigma \epsilon_{\nu} \lambda_{\nu} c_{\nu} e^{i \nu x}$. A necessary and sufficient condition for this is, by (11-4), that $\Sigma \varepsilon_{\nu} \lambda_{\nu} e^{i v x} \in S$. Similarly for the remaining types.
(11.10) Theorem. (i) $A$ necessary and sufficient condition that $\left\{\lambda_{n}\right\}$ should be of either of the types $(\mathrm{B}, \mathrm{C}),(\mathrm{S}, \mathrm{L})$ is that $\Sigma \lambda_{n} e^{i n x}$ should belong to L .
(ii) The types $(\mathbb{B}, \mathrm{C})$ and $(\mathbb{\mathrm { S }}, \mathrm{L})$ are characterized by the fact that the series conjugate to $\Sigma \lambda_{n} e^{i n x}$ belongs to $L$.

It is enough to prove (i), the proof of (ii) being then analogous to that of (11.9). Considering the series $\sum_{-\infty}^{+\infty} e^{i v x} \epsilon S$, we see the necessity of the condition for type ( $\mathrm{S}, \mathrm{L}$ ). The sufficiency follows from the sufficiency for ( $L, L$ ) in ( 11.4 ) on interchanging the roles of $c_{\nu}$ and $\lambda_{\nu}$ so that ( $11 \cdot 3$ ) belongs to $L$.

Let now $f$ be any element from B. If $\left\{\lambda_{n}\right\}$ is of type (B,C), we see, on taking $x=0$ in (11.5) and using ( 9.13 ) (i), that the indefinite integrals of the $l_{n}(x)$ must be uniformly absolutely continuous. Thus $\Sigma \lambda_{\nu} e^{i v x} \in L$. Conversely, if the latter condition is satisfied (11.5) implies that

$$
2 \pi\left|\sigma_{m}^{*}(x)-\sigma_{n}^{*}(x)\right| \leqslant \mathfrak{M}\left[l_{m}-l_{n}\right] \sup |f| .
$$

Thus $\left\{\sigma_{m}^{*}(x)\right\}$ converges uniformly and (11.3) belongs to C .
Let $\chi(u), u \geqslant 0$, be a function non-negative, non-decreasing, convex and such that $\chi(u) / u \rightarrow \infty$ with $u$.
(11.11) Theorem. If (11-1) is an $S[f]$ such that $\chi(|f|)$ is integrable, and if (11.2) is an $S[d L]$, then (11-3) is an $S[g]$ such that $\chi(2 \pi|g| / v)$ is integrable, $v$ denoting the total variation of $L$ over $(0,2 \pi)$.

Jensen's inequality applied to (11.6) gives

$$
\chi\left\{2 \pi\left|\sigma_{n}^{*}(x)\right| / v\right\} \leqslant v^{-1} \int_{0}^{2 \pi} \chi\left(\left|\sigma_{n}(x-t)\right|\right)|d L(t)|
$$

It is now sufficient to integrate this inequality over $0 \leqslant x \leqslant 2 \pi$, invert the order of integration on the right, and apply (5.7). In particular, if (11.2) belongs to $\mathrm{S},\left\{\lambda_{n}\right\}$ is of type ( $L, L$ ) for every $r \geqslant 1$.

The condition imposed here on (11-2) is sufficient only. That it is not necessary is seen by the example $\chi(u)=u^{2}$, since by the Parseval formula and the Riesz-Fischer theorem $\left\{\lambda_{n}\right\}$ is of type ( $L^{2}, L^{2}$ ) if and only if $\lambda_{n}=O(1)$.

Let now $\Phi, \Psi$ and $\Phi_{1}, \Psi_{1}$ be two pairs of Young's complementary functions.
(11-12) Theorem. The types $\left(\mathrm{L}_{\Phi}^{*}, \mathrm{~L}_{\Phi_{1}}^{*}\right)$ and $\left(\mathrm{L}_{\Psi_{1}}^{*}, \mathrm{~L}_{\Psi}^{*}\right)$ are identical.
(11.13) Theorem. A necessary and sufficient condition that $\Sigma c_{\nu} e^{i v x}$ should belong to $\mathrm{L}_{\omega}^{*}$ is that for every $g \in \mathrm{~L}_{\Psi}^{*}$ with Fourier coefficients $c_{\nu}^{\prime}$ the series

$$
\sum_{-\infty}^{\infty} c_{\nu} c_{\nu}^{\prime}
$$

should be bounded ( $\mathrm{C}, 1$ ) (or, what is here equivalent, summable ( $\mathrm{C}, 1$ )).
If $f \in \mathrm{~L}_{\Phi}^{*}, g \in \mathrm{~L}_{\Psi}^{*}$, there exist positive constants $\lambda, \mu$ such that $\lambda f \in \mathrm{~L}_{\Phi}, \mu g \in \mathrm{~L}_{\Psi}$, and the necessity in (11.13) follows from (8.7). For the sufficiency, let $\sigma_{n}(x)$ and $\tau_{n}$ denote the $(\mathrm{C}, 1)$ means of $\sum c_{\nu} e^{i \nu x}$ and ( $11 \cdot 14$ ) respectively. Then

$$
\tau_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} g(-t) \sigma_{n}(t) d t
$$

Since $\left\{\tau_{n}\right\}$ is assumed bounded for every $g \in \mathrm{~L}_{\mathrm{F}}$, it follows that $\Sigma c_{\nu} e^{i v x}$ belongs to $\mathrm{L}_{\Phi}^{*}$ (see (10.7)). This proves (11.13).

To prove (11.12), we now note that, by (11-13), if $\left\{\lambda_{n}\right\}$ is of type ( $L_{\phi_{*}^{*},} L_{\Phi_{1}}$ ) then for every $f \in \mathrm{~L}_{\Phi}^{*}$ with Fourier coefficients $c_{\nu}$ and every $g \in \mathrm{~L}_{\boldsymbol{F}_{2}}$ with coefficients $c_{\nu}^{\prime}$, the series $\sum_{-\infty}^{\infty} \lambda_{\nu} c_{\nu} c_{\nu}^{\prime}$ is finite (C, 1). By (11-13) this also means that $\Sigma \lambda_{\nu} c_{\nu}^{\prime} e^{i v x} \in L_{\nu}^{*}$, so that $\left\{\lambda_{n}\right\}$ is of type $\left(\mathrm{L}_{\Psi_{i}}^{*}, \mathrm{~L}_{\Psi}^{*}\right)$.

As corollaries we get
(i) if $\Phi$ and $\Psi$ are complementary functions, the types $\left(\mathrm{L}_{\Phi}^{*}, \mathrm{~L}_{\oplus}^{*}\right)$ and $\left(\mathrm{L}_{\Psi}^{*}, \mathrm{~L}_{\Psi}^{*}\right)$ are identical;
(ii) if $r>1, s>1$, the types $\left(\mathrm{L}^{r}, \mathrm{~L}^{s}\right)$ and $\left(\mathrm{L}^{s^{\prime}}, \mathrm{L}^{r^{\prime}}\right)$ are identical; in particular,

$$
\left(L^{r}, L^{r}\right)=\left(L^{r^{\prime}}, L^{r}\right) .
$$

Suppose that ( $11 \cdot 2$ ) is $S[d L]$ and ( $11 \cdot 1$ ) and (11-3) are respectively $S[f]$ and $S[g]$, with $f$ continuous. The formula

$$
g(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x-t) d L(t)
$$

leads immediately to the following inequality for the moduli of continuity of $f$ and $g$ :

$$
\omega(\delta ; g) \leqslant \omega(\delta ; f) \frac{1}{2 \pi} \int_{0}^{9 \pi}|d L| .
$$

(11-16) Theorem. Suppose that $\Sigma \lambda_{n} e^{i n x}$ belongs to S . Then $\left\{\lambda_{n}\right\}$ is of type $\left(\Lambda_{\alpha}, \Lambda_{\alpha}\right)$, $0<\alpha \leqslant 1$, and of types $\left(\Lambda_{*}, \Lambda_{*}\right)$ and $\left(\lambda_{*}, \lambda_{*}\right)$.

The assertion concerning the type ( $\Lambda_{\alpha}, \Lambda_{\alpha}$ ) follows from (11.15), and the remainder from the similar inequality

$$
\max _{x}|g(x+h)+g(x-h)-2 g(x)| \leqslant \max _{x}|f(x+h)+f(x-h)-2 f(x)| \frac{1}{2 \pi} \int_{0}^{9 \pi}|d L| .
$$

The results obtained above may be stated in terms of 'real Fourier series'. If $c_{\nu}=\frac{1}{2}\left(a_{\nu}-i b_{\nu}\right), c_{-\nu}=\bar{c}_{\nu},(11 \cdot 1)$ becomes

$$
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right)
$$

If the $\lambda_{\nu}$ are real and $\lambda_{-\nu}=\lambda_{\nu}$, (11-2) and (11.3) become

$$
\begin{gather*}
2\left(\frac{1}{2} \lambda_{0}+\sum_{v=1}^{\infty} \lambda_{\nu} \cos \nu x\right) \\
\frac{1}{2} a_{0} \lambda_{0}+\sum_{v=1}^{\infty}\left(a_{\nu} \cos \nu x+b_{v} \sin \nu x\right) \lambda_{\nu}
\end{gather*}
$$

respectively. In translating the former results we have merely to substitute the new names (11.17), (11.18), (11.19) for the old (11•1), (11-2), (11.3).

The following illustration is useful.
Let $\lambda_{0}, \lambda_{1}, \lambda_{2}, \ldots$ be an arbitrary positive sequence tending to 0 and convex from some place on. For example, we may take

$$
\lambda_{n}=\frac{1}{n^{\alpha}}(\alpha>0), \quad \lambda_{n}=\frac{1}{\log n}, \quad \lambda_{n}=\frac{1}{\log \log n}, \quad \ldots
$$

for $n$ large enough. In Chapter $V$, § l, we show that series $\Sigma \lambda_{\nu} \cos \nu x$ belong to $L$. It follows that such sequences are of types (B,C) and (S,L).

It will also be shown (Chapter $\mathrm{V}, \S 1$ ) that the series $2 \Sigma \mu_{\nu} \sin \nu x$ conjugate to (11•18) belongs to L , if $\mu_{1}, \mu_{2}, \ldots$ are positive and monotonically decreasing and $\Sigma \mu_{\nu} / \nu<\infty$. Thus, in particular, the sequences

$$
\mu_{n}=\frac{1}{(\log n)^{1+e}}, \quad \mu_{n}=\frac{1}{\log n(\log \log n)^{1+e}}
$$

are both of type ( $\tilde{B}, C$ ) and $(\Omega, L)$, provided $\epsilon>0$. For $\varepsilon=0$ this is no longer true.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. Let $\phi_{1}(x), \phi_{2}(x), \ldots$ be a system orthonormal over $(0,2 \pi)$. Then the system $(2 \pi)^{-t}, \phi_{1}(x)$. $\phi_{3}(x), \ldots$ is also orthonormal there. If the first system is complete so is the second.
[Use the formule $\int_{0}^{2 \pi} f g d x=-\int_{0}^{2 \pi} f g d x$ for $f \in \mathrm{~L}^{2}, g \in \mathrm{~L}^{2}$.]
2. Let $\phi_{1}, \phi_{\mathbf{2}}, \ldots$ be an orthonormal system of uniformly bounded functions in (a,b). Let $s_{k}$ be the partial sums of the series

$$
a_{1} \phi_{1}+a_{2} \phi_{2}+\ldots
$$

and suppose that the functions $S_{k}(x)=\int_{a}^{x} s_{k}(t) d t$ are uniformly absolutely continuous in ( $a, b$ ), which is certainly the case if all the $\left|s_{k}\right|$ are majorized by an integrable function. Then the series is a Fourier series.
[By (4.6), a subsequence $S_{w_{k}}(x)$ converges to an absolutely continuous function $F(x)=\int_{a}^{x} f d t$. We show that for any bounded $g$

$$
\int_{a}^{b} g s_{m_{k}} d t \rightarrow \int_{a}^{b} g f d t .
$$

This is obvious for any step function $g$, and any bounded $g$ can be uniformly approximated by such step functions except in sets of arbitrarily amall measure. For $g=\bar{\phi}_{m}$ we get $a_{m}=\int_{a}^{b} f \bar{\phi}_{m} d t$.]
3. The integrals $\int_{0}^{\pi} \frac{f(x \pm t)-f(x)}{t} d t, \int_{0}^{\pi} \frac{f(x+t)+f(x-t)-2 f(x)}{t} d t$
can diverge for all $x$, even if $f$ is continuous ( $(3)$. Show that if $f \in \mathrm{~L}$, and if one of the integrals exists for $x \in E$, the other two exist almost everywhere in $E$.
[The integral $\int_{0}^{\pi} \frac{f(x+t)-f(x-t)}{t} d t$ exista almost everywhere.]
4. If $f \sim \frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)$, then for almost all $x$ we have the formula

$$
\sum_{n=1}^{\infty} \frac{a_{n} \cos n x+b_{n} \sin n x}{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) \log \frac{1}{\left|2 \sin \frac{1}{8} t\right|} d t
$$

the series on the left being convergent almost everywhere.
5. Let $f(x)$ be continuous and periodic. (a) A necessary and sufficient condition for $f^{\prime}(x)$ to be continuous is that

$$
f(x ; h)=-\frac{1}{\pi} \int_{h}^{\pi} \psi_{x}(t) \cot \frac{1}{2} t d t
$$

converges uniformly as $h \rightarrow+0$. (b) If $f \in L$, then a necessary and sufficient condition for $f \in L$ is that $f(x ; h)$ tends to a limit in L. (For (a) Zamansky [3].)
[For (a) use uniformity in the relation (3-21) of Chapter III.]
6. Let $P(r, x)$ be the Poisson kernel and $q \geqslant 1$ be fixed. Then

$$
\left\{\int_{0}^{2 \pi} P^{q}(r, x) d x\right\}^{1 / e} \sim(1-r)^{-1 / \sigma}
$$

which shows that, unlike (8-32), we cannot replace ' $O$ ' by ' $O$ ' in the conclusion of (8.34).
7. If the integral modulus of continuity $\omega_{1}(\delta ; f)$ is $\left.\alpha(\log 1 / \delta)^{-1}\right\}$, then $\mathbb{P R}^{[ }\left[f-S_{n}[f]\right] \rightarrow 0$. This is an integral analogue of the Dini-Lipschitz teat (Chapter II, §10).
8. A necessary and sufficient condition for a periodic $f$ to belong to the class $\Lambda_{1}^{1}$ is that $f$ should coincide almost everywhere with a function of bounded variation. (Hardy and Littlewood [ $9_{1}$ ].)
[Necessity: If $\sigma_{n}=\sigma_{n}(x ; f)$ then $\mathbb{M}\left[\sigma_{n}(x+h)-\sigma_{n}(x)\right] \leqslant \mathbb{P}[f(x+h)-f(x)] \leqslant C h, \mathfrak{P}\left[\sigma_{n}^{\prime}\right] \leqslant C$ and we apply (4.7). Sufficiency: If $f$ is non-decreasing over $0<x<2 \pi, \mathfrak{P}[f(x+h)-f(x)]$ is

$$
\left.\int_{0}^{2 \pi-h}[f(x+h)-f(x)] d x+\int_{2 \pi-h}^{2 \pi} O(1) d x=\left(\int_{2 \pi-h}^{2 \pi}-\int_{0}^{h}\right) f d x+O(h)=O(h) .\right]
$$

9. A necessary and sufficient condition for a periodic $f$ to be in $\Lambda_{1}^{p}, p>1$, is that $f$ should be equivalent to the integral of a function of $L$.". (Hardy and Littlewood [ $9_{1}$ ].)
[ Necessity: Arguing as in Example 8 we get $\mathfrak{m p}_{\boldsymbol{n}}\left[\sigma_{n}^{\prime}\right] \leqslant C$ and apply (5•7). Sufficiency:

$$
\left.\mathfrak{M} P[f(x+h)-f(x)] \leqslant \int_{0}^{2 \pi}\left\{\int_{x}^{x+h}\left|f^{\prime}(t)\right|^{p} d t\right\}^{p} d x \leqslant h^{p} \int_{0}^{2 \pi}\left|f^{\prime}(t)\right|^{p} d t .\right]
$$

10. A trigonometric series with ( $C, 1$ ) means $\sigma_{m}$ is a Fourier series if and only if there is a function $\Phi(u), u \geqslant 0$, non-negative, non-decreasing, satisfying the condition $\Phi(u) / u \rightarrow \infty$ with $u$, and such that $\int_{0}^{9 \pi} \Phi\left(\left|\sigma_{n}\right|\right) d x=O(1)$.
[If $f$ is in $L$, so is $\Phi(|f|)$ with a suitable $\Phi$ satisfying the above conditions. For any such $\Phi$ there is also a convex $\Phi_{1} \leqslant \Phi$ satisfying the conditions.]
11. Let $\Phi(u), u \geqslant 0$, be convex and non-negative, and suppose that $\Phi(u) / u \rightarrow \infty$ as $u \rightarrow \infty$. A necessary and sufficient condition for a trigonometric series to be an $S[d F]$, with $F$ having an absolutely continuous positive varistion $P(x)$ such that $P^{\prime}(x) \in L_{\Phi}$, is that $\int_{0}^{2 \pi} \Phi\left(f+\left(r e^{i x}\right)\right) d x=O(1)$ as $r \rightarrow 1$ (see (6.13)). Similarly for $\sigma_{n}$. The case $\Phi(u)=u^{\prime \prime}$ is the most intereating one.
12. Given a periodic $f \in L^{p}, 1 \leqslant p<\infty$, consider the set $U=U$, of all functions $\phi$ which are finite linear combinations, with constant coofficients, of functions $f(x+\lambda)$, where $-\infty<\lambda<+\infty$. Show that a necessary and sufficient condition for $U$ to be dense in $L^{\prime}$ is that no Fourier coefficient of $f$ should vanish. (This is an elementary anslogue of a deeper theorem of Wiener [3], concerning Fourier transforms.)
[Necessity: If $e^{i k x}$ is absent in $S[f]$ it is absent in $S[\phi]$, and so

$$
\mathscr{U}_{p}\left[e^{i k x}-\phi\right] \geqslant \mathscr{X}_{1}\left[e^{i k x}-\phi\right]=\mathscr{X}_{1}\left[1-\phi e^{-i k x}\right] \geqslant\left|\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(1-\phi e^{-i k x}\right) d x\right|=1
$$

for all $\phi$. Sufficiency: It is enough to show that if all terms in $S[f]$ are non-zero, then for any integer $k$ and any $\epsilon>0$ there is a $\phi$ such that $M,\left[\phi-e^{i k x}\right]<\epsilon$. We may suppose that $k=0$ and that the constant term of $\mathrm{S}[f]$ is l . Let $f_{1}=\sigma_{n-1}[f]$ with $n$ so large that $\mathrm{P}_{n}\left[f-f_{1}\right]<\epsilon$. By Chapter II, ( $1 \cdot 1$ ), $n^{-1} \sum_{j=1}^{n} f_{2}(x+2 \pi j / n)=1$, 80 that

$$
\mathbb{M}_{p}\left[n^{-1} \sum_{j} f(x+2 \pi j / n)-1\right]<\varepsilon .
$$

The argument (suggested by R. Salem) holds for $p=\infty$ if $L$ is replaced by C.]
13. Let $g=T f$ be a linear operation, defined for real-valued $f$, with $g$ real-valued and such that

$$
\text { (i) }\|g\|_{r} \leqslant M\|f\|_{r}
$$

For cvery complex-valued $f=f_{1}+i f_{2} \in L^{r}$ let us set $T[f]=T\left[f_{1}\right]+i T\left[f_{3}\right]$. Then (i) still holds.
[Let $g_{v}=T f_{v}$. Integrating the inequality

$$
\left\|g_{1} \cos \alpha+g_{2} \sin \alpha\right\|_{r} \leqslant M_{r}\left\|f_{1} \cos \alpha+f_{2} \sin \alpha\right\|_{r}
$$

over $0 \leqslant \alpha \leqslant 2 \pi$, interchanging the order of integration and observing that

$$
\int_{0}^{2 \pi}|a \cos \alpha+b \sin \alpha|^{r} d \alpha=\left(a^{2}+b^{2}\right)^{\text {tr }} C_{r}
$$

we get

$$
\left.\left\|\left(g_{1}^{8}+g_{2}^{8}\right)^{\frac{1}{2}}\right\|_{r} \leqslant M\left\|\left(f_{1}^{2}+f_{8}^{2}\right)^{\frac{1}{2}}\right\|_{r}\right]
$$

14. Let $1 \leqslant p \leqslant \infty, n=0,1, \ldots$ Let $L_{n}^{p}$ (the generalized Lebergue constant) be defined as $\sup \mathscr{P}_{p}\left[S_{n}\right]$ for all $f$ with $\mathscr{P R}_{p}[f] \leqslant 1$, where $S_{n}=S_{n}[f]$. Show that $L_{n}^{p}=L_{n}^{p}$.
15. Let $\mathrm{L}^{+}$denote the class of $\mathrm{S}[f]$ with $f$ integrable and non-negative. We define $\mathrm{B}^{+}, \mathrm{C}^{+}$ correspondingly, and we denote by $S+$ the clase of $S[d F]$ with $F$ non-decreasing. Then $\left\{\lambda_{n}\right\}$ is of any one of the types $\left(B^{+}, B+\right)_{,}\left(C^{+}, C^{+}\right),\left(L^{+}, L^{+}\right),\left(S^{+}, S^{+}\right)$if and only if $\Sigma \lambda_{n} e^{i n x} \in S^{+}$; and $\left\{\lambda_{n}\right\}$ is of type $\left(\mathrm{B}^{+}, \mathrm{C}^{+}\right)$or of type $\left(\mathrm{S}^{+}, \mathrm{L}^{+}\right)$if and only if $\Sigma \lambda_{n} e^{i n x} \in \mathrm{~L}^{+}$.
16. Let $\sigma_{n}(x)$ and $f(r, x)$ be the (C,1) and Abel means of a trigonometric series $T$. Each of the conditions

$$
\left\|\sigma_{n}\right\|_{\Phi}=O(1), \quad\|f(r, x)\|_{\Phi}=O(1)
$$

(the norms being understood in the sense of \& 10) is both necessary and sufficient for $T$ to belong to $\mathrm{L}_{\oplus}^{*}$.
17. If $f \in \mathrm{~L}_{\oplus}^{*}$ and if $\Phi$ satisfies the condition

$$
\text { (i) } \Phi(2 u) / \Phi(u)=O(1) \quad \text { as } \quad u \rightarrow \infty \text {, }
$$

then

$$
\left\|f-\sigma_{n}\right\|_{\odot} \rightarrow 0, \quad\left\|\sigma_{n}\right\|_{\odot} \rightarrow\|f\|_{\odot}
$$

Similarly for the Abel mean $f(r, x)$.
18. Condition (i) of Example 17 is both necessary and sufficient for the space $L_{\phi}^{*}$ to be separable. (Orlicz [2].) [Sufficiency follows from Example 17.]
19. Given a matrix $\left\{a_{m n}\right\}, m, n=0,1, \ldots$, consider the linear means

$$
\sigma_{m}=a_{m 0} s_{0}+a_{m 1} s_{1}+\ldots+a_{m n} s_{n}+\ldots
$$

of any sequence $\left\{s_{n}\right\}$. Show that a necessary and sufficient condition that any convergent $\left\{s_{n}\right\}$ be transformed into anconvergent $\left\{\sigma_{m}\right\}$ (not necessarily with the same limit) is that
(i) $\lim a_{m n}$ exist for each $n$;
(ii) $\sum_{n}^{m}\left|a_{m n}\right| \leqslant C$, with $C$ independent of $m$;
(iii) $A_{m}=\sum_{n} a_{m n}$ tend to a limit as $m \rightarrow \infty$.

If these conditions are satisfied and if the limits in (i) and (iii) are $\alpha_{n}$ and $A$ reepectively, then $\Sigma\left|\alpha_{n}\right| \leqslant C$ and for any $\left\{s_{n}\right\} \rightarrow s$ we have

$$
\sigma_{m} \rightarrow A s+\alpha_{0}\left(s_{0}-s\right)+\alpha_{1}\left(\varepsilon_{1}-s\right)+\ldots . \quad \text { (Schur [1].) }
$$

[The proof is similar to the arguments on pp. 74-5 and 168.]

## CHAPTER V

## SPECIAL TRIGONOMETRIC SERIES

In this chapter we study some special trigonometric series which not only are interesting in themselves but also illustrate the general theory.

## 1. Series with coefficients tending monotonically to zero

In Chapter I, § 2, we proved that if $\left\{a_{\nu}\right\}$ is monotonically decreasing to zero, both the series

$$
\begin{gather*}
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty} a_{\nu} \cos \nu x, \\
\sum_{\nu=1}^{\infty} a_{\nu} \sin \nu x
\end{gather*}
$$

converge uniformly outside an arbitrarily small neighbourhood of $x=0$. If $a_{\nu} \geqslant 0$ for all $\nu$ then obviously a necessary and sufficient condition for the uniform convergence everywhere of ( $1 \cdot 1$ ) is the convergence of $\Sigma a_{\nu}$. For (1-2), the situation is less obvious.
(1-3) Theorem. Suppose that $a_{\nu} \geqslant a_{\nu+1}$ and $a_{\nu} \rightarrow 0$. Then a necessary and sufficient condition for the uniform convergence of (1-2) is $\nu a_{\nu} \rightarrow 0$.

If $(1 \cdot 2)$ converges uniformly and if $x=\pi / 2 n$, then

$$
\sum_{\{(n)+1}^{n} a_{\nu} \sin \nu x \geqslant \sin \nmid \pi \cdot a_{n} \sum_{(t n)+1}^{n} 1 \geqslant \sin \frac{4}{} \pi \cdot a_{n} \frac{1}{2} n,
$$

so that $n a_{n} \rightarrow 0$ as $n \rightarrow \infty$. This proves the necessity.
Conversely, let $\nu a_{\nu} \rightarrow 0$, so that $\epsilon_{k}=\sup _{\nu>k} \nu a_{\nu} \rightarrow 0$. Let $0<x \leqslant \pi$, and let $N=N_{x}$ be the integer satisfying

$$
\pi /(N+1)<x \leqslant \pi / N .
$$

We split the remainder $R_{m}(x)=a_{m} \sin m x+\ldots$ of (1-2) into two parts, $R_{m}=R_{m}^{\prime}+R_{m}^{\prime \prime}$, where $R_{m}^{\prime}$ consists of the terms with indices $\nu<m+N$, and $R_{m}^{\prime \prime}$ of those with $\nu \geqslant m+N$. Then

$$
\left|R_{m}^{\prime}(x)\right|=\left|\sum_{m}^{m+N-1} a_{\nu} \sin \nu x\right| \leqslant x \sum_{m}^{m+N-1} \nu a_{\nu} \leqslant x N \epsilon_{m} \leqslant \pi \epsilon_{m}
$$

Summing by parts and using the inequality $\left|D_{m}(x)\right| \leqslant \pi / x$ (Chapter II, §5), we find

$$
\left|R_{m}^{\prime \prime}\right|=\left|\sum_{m+N}^{\infty}\left(a_{\nu}-a_{\nu+1}\right) \tilde{D}_{\nu}(x)-a_{m+N} D_{m+N-1}(x)\right| \leqslant 2 a_{m+N} \pi / x \leqslant 2(N+1) a_{m+N} \leqslant 2 \epsilon_{m} .
$$

Hence $\left|R_{m}\right|<6 \epsilon_{m}$, and the uniform convergence of (1-2) follows.
Remarks. (a) The above proof of sufficiency could be simplified if we knew that $\left\{\nu a_{\nu}\right\}$ decreased monotonically to 0 . For then we could write (1-2) in the form $\Sigma \nu a_{\nu}\left(\nu^{-1} \sin \nu x\right)$; and since the partial sums of the series $\Sigma \nu^{-1} \sin \nu x$ are uniformly bounded it would be enough to apply Theorem (2-4) of Chapter I.
(b) If $a_{\nu} \geqslant a_{\nu+1} \rightarrow 0$, the condition $\nu a_{\nu}=O(1)$ is both necessary and sufficient for the uniform boundedness of the partial sums of (1-2); the proof is an obvious adaptation of that just given. As the example $\Sigma \nu^{-1} \sin \nu x$ shows, this condition does not imply uniform convergence.
(c) Under the hypotheses $a_{\nu} \geqslant a_{\nu+1}, a_{\nu} \rightarrow 0$, the condition $\nu a_{\nu} \rightarrow 0$ is both necessary and sufficient for $\Sigma a_{\nu} \sin \nu x$ to be the Fourier series of a continuous function. It is enough to prove that the condition is necessary. Suppose then that the ( $\mathrm{C}, 1$ ) means $\sigma_{n}(x)$ of $\Sigma a_{\nu} \sin \nu x$ converge uniformly. In particular $\sigma_{n}(\pi / 2 n) \rightarrow 0$. Since $\sin u \geqslant(2 / \pi) u$ in ( $0, \frac{1}{2} \pi$ ), we have

$$
\sum_{\nu=1}^{n} a_{\nu}\left(1-\frac{\nu}{n+1}\right) \frac{2}{\pi}\left(\frac{\pi \nu}{2 n}\right) \rightarrow 0
$$

Keeping $m=\left[\frac{1}{2} n\right]$ terms on the left, we obtain successively

$$
\frac{1}{n} \sum_{\nu=1}^{m} \nu a_{\nu} \rightarrow 0, \quad \frac{1}{n} a_{m} \sum_{\nu=1}^{m} \nu \rightarrow 0, \quad m a_{m} \rightarrow 0
$$

There is a corresponding modification of (b).
(1.5) Theorem. If $a_{\nu} \rightarrow 0$ and the sequence $a_{0}, a_{1}, \ldots$ is convex, the series ( $1 \cdot 1$ ) converges, save possibly at $x=0$, to a non-negative and integrable sum $f(x)$, and is the Fourier series of $f$.

Summing twice by parts we have

$$
s_{n}(x)=\sum_{\nu=0}^{n-2}(\nu+1) \Delta^{2} a_{\nu} K_{\nu}(x)+n K_{n-1}(x) \Delta a_{n-1}+D_{n}(x) a_{n}
$$

where $s_{n}$ is the partial sum of (1-1) and $D_{\nu}$ and $K_{\nu}$ are Dirichlet's and Fejér's kernels. If $x \neq 0$, the last two terms tend to 0 as $n \rightarrow \infty$. Thus $8_{n}(x)$ tends to the limit

$$
\begin{equation*}
f(x)=\sum_{\nu=0}^{\infty}(\nu+1) \Delta^{2} a_{\nu} K_{\nu}(x) \tag{1.7}
\end{equation*}
$$

which is non-negative, $\left\{a_{\nu}\right\}$ being convex. Also

$$
\int_{-\pi}^{\pi} f(x) d x=\sum_{\nu=0}^{\infty}(\nu+1) \Delta^{2} a_{\nu} \int_{-\pi}^{\pi} K_{\nu}(x) d x=\pi \sum_{\nu=0}^{\infty}(\nu+1) \Delta^{2} a_{\nu}<+\infty
$$

(see Chapter III, §4) so that $f$ is integrable.
In proving that ( $1 \cdot 1$ ) is $\mathrm{S}[f]$, we may suppose that $a_{0}=0$. Since $a_{1}, a_{2}, \ldots$ monotonically decreases to 0 an application of ( $1 \cdot 3$ ) (see also Remark (a) above) shows that the series $\Sigma \nu^{-1} a_{\nu} \sin \nu x$ obtained by termwise integration of (1.1) converges uniformly to a continuous function $F(x)$, and so is $S[F]$. Since $F^{\prime}(x)$ exists and is continuous for $x \neq 0$, and since $F(x)$ is continuous everywhere, $F$ is a primitive of $F^{\prime}=f$. If we first integrate over the interval $(\epsilon, \pi)$ and then make $\epsilon \rightarrow 0$ we get, since $F(0)=F(\pi)=0$,

$$
\begin{gathered}
\frac{a_{\nu}}{\nu}=\frac{2}{\pi} \int_{0}^{\pi} F(x) \sin \nu x d x=\frac{2}{\pi \nu} \int_{0}^{\pi} f(x) \cos \nu x d x, \\
a_{\nu}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos \nu x d x \quad(\nu>0) .
\end{gathered}
$$

This is also true for $\nu=0$, since, $F$ being periodic, $\int_{-\pi}^{\pi} f d t=0=\pi a_{0}$. So ( $1 \cdot 1$ ) is $\mathrm{S}[f]$.
In this proof that ( $1 \cdot 1$ ) is a Fourier series we actually used only the hypothesis that $\left\{a_{v}\right\}$ decreases monotonically to 0 . Hence we have:
(1-8) Theorem. If $a_{\nu} \rightarrow 0, \Delta a_{\nu} \geqslant 0$, the sum $f(x)$ of ( $1 \cdot 1$ ) is continuous for $x \neq 0$, has a Riemann integral (in general improper) and is the Fourier-Riemann series of $f$.

If $\left\{a_{\nu}\right\}$ is also convex, then, as we have just seen, $f$ is non-negative and $F$ is a Lebesgue integral of $f$. The mere fact that $\left\{a_{\nu}\right\}$ is monotone, however, does not ensure the L-integrability of $f$; we have, in fact,
(1.9) Theorem. There is a series (1-1) with coefficients monotonically decreasing to 0 and sum $f(x)$ not integrable L .

Suppose we have a sequence $0=\lambda_{1}<\lambda_{2}<\ldots$ such that $a_{k}$ is constant for $\lambda_{n}<k \leqslant \lambda_{n+1}$, $n=1,2, \ldots$ Summation by parts gives

$$
f(x)=\sum_{\nu=0}^{\infty} \Delta a_{\nu} \cdot D_{\nu}(x)=\sum_{n=1}^{\infty} \alpha_{n} D_{\lambda_{n}}(x), \quad \alpha_{n}=\Delta a_{\lambda_{n}} .
$$

We now observe that

$$
\int_{0}^{\pi}\left|D_{n}\right| d x \leqslant C \log n, \quad \int_{1 / n}^{\pi}\left|D_{n}\right| d x \geqslant C_{1} \log n .
$$

These both follow from Chapter II, (12.1); for since $D_{n}(x)=O(n)$, the difference between the two integrals is $O(1)$. From (1-10), observing that $\left|D_{n}(x)\right|<2 / x$ for $0<x \leqslant \pi$, we get

Taking

$$
\int_{1 / \lambda_{m}}^{\pi}|f| d x \geqslant C_{1} \alpha_{m} \log \lambda_{m}-C \sum_{n=1}^{m-1} \alpha_{n} \log \lambda_{n}-2 \log \left(\pi \lambda_{m}\right) \sum_{n-m+1}^{\infty} \alpha_{n} .
$$

and arguing as on p. 134, we find that the last integral is unbounded as $m \rightarrow \infty$.
Given an arbitrary sequence of positive numbers $\epsilon_{n} \rightarrow 0$, we can easily construct, e.g. geometrically, a convex sequence $\left\{a_{n}\right\}$ such that $a_{n} \geqslant \epsilon_{n}$ and $a_{n} \rightarrow 0$. Thus there exist Fourier series with coefficients $a_{n}$ tending to 0 arbitrarily slowly (see also Ex. 1 on p. 70).

If $a_{n}, b_{n}$ are the Fourier coefficients of an integrable function, the series $\Sigma b_{n} / n$ converges (Chapter II, §8). The example of the Fourier series

$$
\sum_{n=8}^{\infty} \frac{\cos n x}{\log n}
$$

shows that $\Sigma a_{n} / n$ may be divergent.
Let $\varepsilon_{n}$ and $\sigma_{n}$ be the partial sums and the (C, 1) means of ( $1 \cdot 1$ ). With the hypotheses of (1-5), $\mathfrak{P}\left[f-\sigma_{n}\right] \rightarrow 0$ (cf. Chapter IV, (5.5)).
(1-12) Theorem. With the hypotheses of (1-5), $\mathscr{M}\left[f-8_{n}\right]$ tends to 0 if and only if $a_{n}=\alpha\left\{(\log n)^{-1}\right\}$.

For, subtracting (1.7) from (1.6), we see that $\left|f(x)-8_{n}(x)\right|$ is contained between

$$
a_{n}\left|D_{n}(x)\right| \pm\left\{\sum_{\nu-n-1}^{\infty}(\nu+1) \Delta^{2} a_{\nu} K_{\nu}(x)+\Delta a_{n-1} K_{n-1}(x) n\right\}
$$

If we integrate this over ( $-\pi, \pi$ ) (the terms in the curly brackets are non-negative) we find that

$$
\mathscr{P}\left[f-s_{n}\right]=\pi a_{n} L_{n}+o(1),
$$

where $L_{n}$ is the Lebesgue constant (Chapter II, §12). Since $L_{n}$ is exactly of order $\log n,(1-12)$ follows.

If $a_{n} \log n \rightarrow \infty$, e.g. if $a_{n}=(\log n)^{-\frac{1}{2}}$ for $n>1$, then $M R\left[f-s_{n}\right] \rightarrow \infty$, and so also $\mathfrak{R}\left[s_{n}\right] \rightarrow \infty$. The series ( $1 \cdot 11$ ), which is important for some problems, is a limiting case, since here $\mathfrak{M}\left[f-s_{n}\right]$ is bounded and even tends to a limit, but the limit is not zero. (Also $\mathbb{M}\left[s_{n}\right]$ tends to a finite limit.)

We now pass to the series $\Sigma a_{\nu} \sin \nu x$ with $a_{1} \geqslant a_{2} \geqslant \ldots \rightarrow 0$. Summation by parts shows that for its partial sum $t_{n}(x)$ we have

$$
t_{n}(x)=\sum_{\nu=1}^{n-1} D_{\nu}(x) \Delta a_{\nu}+a_{n} D_{n}(x) \rightarrow \sum_{\nu=1}^{\infty} D_{\nu}(x) \Delta a_{\nu}=g(x)
$$

say, as $n \rightarrow \infty$. If we substitute $D_{\nu}^{*}$ for $D_{\nu}$, we get a function $g^{*}(x), 0 \leqslant x \leqslant \pi$, differing from $g(x)$ by the continuous function $\frac{1}{2} \Sigma \Delta a_{\nu} \sin \nu x$. The series defining $g^{*}$ has nonnegative terms, and since the integral of $D_{n}^{*}(x)$ over $(0, \pi)$ is exactly of order $\log n$ (Chapter II, ( $12 \cdot 3$ )), we conclude that $g^{*}$, and so also $g$, is integrable over ( $0, \pi$ ) if and only if $\Sigma \Delta a_{\nu} \log \nu$ converges. If we assume this convergence, and observe that

$$
a_{n} \log n=\log n \sum_{\nu-n}^{\infty} \Delta a_{\nu} \leqslant \sum_{\nu=n}^{\infty} \Delta a_{\nu} \log \nu \rightarrow 0,
$$

we see that $\mathbb{D}\left[\left[g-t_{n}\right] \rightarrow 0\right.$. In particular, $\Sigma a_{\nu} \sin \nu x$ is $S[g]$. Thus:
(1-14) Theorem. Suppose that $a_{1} \geqslant a_{2} \geqslant \ldots \rightarrow 0$. The sum $g(x)$ of $\Sigma a_{\nu} \sin \nu x$ is then integrable if and only if $\Sigma \Delta a_{\nu} \log \nu<\infty$. If this condition is satisfied, then $\Sigma a_{\nu} \sin \nu x$ is $S[g]$, and $\mathbb{P}\left[g-t_{n}\right] \rightarrow 0$.

Under the hypotheses of $(1 \cdot 14), g^{*}$ is non-negative in $(0, \pi)$, so that $g$ is there bounded below. If the sequence $a_{1}, a_{2}, \ldots$ is also convex, then $g(x)$ is positive in $(0, \pi)$, unless $a_{1}=a_{2}=\ldots=0$. To prove this we apply summation by parts to the series $\Sigma D_{\nu} \Delta a_{\nu}$, and use the fact that $\hat{K}_{\nu} \geqslant 0$ in ( $0, \pi$ ) (Chapter III, (3•18)).
(1-15) Theorem. If we assume only that $a_{\nu} \rightarrow 0$ and $\Delta a_{p} \geqslant 0$, then $\Sigma a_{p} \sin \nu x$ is a generalized Fourier sine series (Chapter II, §4).

For a simple calculation shows that then

$$
2 g(x) \sin x=a_{1}+a_{2} \cos x+\sum_{\nu=2}^{\infty}\left(a_{\nu+1}-a_{\nu-1}\right) \cos \nu x .
$$

The series on the right converges uniformly, and so is $\mathrm{S}[2 g \sin x]$. Writing the Fourier formulae for the coefficients $a_{1}, a_{2}, a_{3}-a_{1}, \ldots$, we get by addition the formula

$$
a_{\nu}=\frac{2}{\pi} \int_{0}^{\pi} g(x) \sin \nu x d x \quad(\nu=1,2, \ldots) .
$$

The integrand here is continuous, since $g \sin x$ is continuous.
Let $h_{n}$ be the partial sums of the harmonic series $1+\frac{1}{2}+\frac{1}{3}+\ldots$, so that $h_{n} \simeq \log n$. Let $a_{n} \rightarrow 0, \Delta a_{n} \geqslant 0$. From the formula

$$
\sum_{\nu=1}^{n} \frac{a_{\nu}}{\nu}=\sum_{\nu=1}^{n-1} h_{\nu} \Delta a_{\nu}+a_{n} h_{n}
$$

it follows that if $\Sigma \nu^{-1} a_{\nu}$ is finite, so is $\Sigma \Delta a_{\nu} \log \nu$. Conversely, the finiteness of the latter series implies that $a_{n} \log n \leqslant \sum_{n}^{\infty} \Delta a_{\nu} \log \nu=o(1)$, so that, by (1-16), $\Sigma \nu^{-1} a_{\nu}$ is finite. Thus,
if $a_{1} \geqslant a_{2} \geqslant \ldots \rightarrow 0$, the conditions $\Sigma \nu^{-1} a_{\nu}<\infty$ and $\Sigma \Delta a_{\nu} \log \nu<\infty$ are equivalent. Hence in (1-14) we can replace the convergence of $\Sigma \Delta a_{n} \log n$ by that of $\Sigma n^{-1} a_{n}$.

That the latter series is convergent if (1-2) is a Fourier series, no matter what the $a_{n}$, we know already. This implies in particular that the series

$$
\sum_{n=2}^{\infty} \frac{\sin n x}{\log n}
$$

conjugate to the Fourier series ( $1 \cdot 11$ ), is not a Fourier series.

## 2. The order of magnitude of functions represented by series with monotone coefficients

We begin by giving one more proof of the formulae

$$
\left.\begin{array}{l}
\sum_{n=1}^{\infty} n^{-\beta} \cos n x \simeq x^{\beta-1} \Gamma(1-\beta) \sin \frac{1}{2} \pi \beta \\
\sum_{n=1}^{\infty} n^{-\beta} \sin n x \simeq x^{\beta-1} \Gamma(1-\beta) \cos \frac{1}{2} \pi \beta
\end{array}\right\} \quad(x \rightarrow+0,0<\beta<1)
$$

established in Chapter II, § 13.
By Chapter III, (1-9),

$$
\sum_{n=0}^{\infty} A_{n}^{-\beta} r^{n} e^{i n x}=\left(1-r e^{i x}\right)^{\beta-1} \quad(0 \leqslant r<1) .
$$

Since the $A_{n}^{-\beta}$ are positive and decreasing to $0, \Sigma A_{n}^{-\beta} e^{i n x}$ converges for $x \neq 0$; and making $r \rightarrow 1$ we deduce from (2.2) that

$$
\sum_{n=0}^{\infty} A_{n}^{-\beta} e^{i n x}=\left(2 \sin \frac{1}{2} x\right)^{\beta-1} \exp \left\{\frac{1}{2} i(\pi-x)(1-\beta)\right\} \quad(0<x<2 \pi) .
$$

Using the formula ( $1 \cdot 18$ ) of Chapter III (with $\alpha=-\beta$ ), and the relation $2 \sin \frac{1}{\frac{1}{x}} x \simeq x$, we deduce ( $2 \cdot 1$ ) from (2-3) by separating the real and the imaginary parts there.

Remark. The argument shows that the second formula (2-1) holds for $0<\beta<2$.
We shall use the formulae (2.1) to obtain some more general ones. In dealing with series ( $1 \cdot 1$ ) it is often convenient to assume that $a_{n}=a(n)$, where $a(u)$ is a function defined for all real $u \geqslant 0$. Usually, indeed, $a_{n}$ is given as $a(n)$.

A positive $b(u)$ defined for $u>u_{0}$ will be called a slowly varying function if, for any $\delta>0, b(u) u^{\delta}$ is an increasing, and $b(u) u^{-\delta}$ a decreasing, function of $u$ for $u$ large enough. If $b(u)$ is slowly varying, then $b(k u) \simeq b(u)$ as $u \rightarrow \infty$,
for every fixed $k>0$, and even uniformly in every interval $\eta \leqslant k \leqslant 1 / \eta, 0<\eta<1$.
For if, for example, $1 \leqslant k \leqslant l_{i} \eta$, then

$$
b(k u) /(k u)^{\delta} \leqslant b(u) / u^{8}, \quad b(k u) \leqslant k^{\delta} b(u) \leqslant \eta^{-\delta} b(u)
$$

for large $u$. Similarly, $b(k u) \geqslant \eta^{\delta} b(u)$. Making $\delta$ arbitrarily small, we prove (2-4) for $1 \leqslant k \leqslant 1 / \eta$. The case $\eta \leqslant k \leqslant 1$ is proved similarly.

If $\beta_{1}, \beta_{2}, \ldots$ are real, each of the functions

$$
\log ^{\beta_{1} x}, \quad \log \log ^{\beta_{2}} x, \quad \ldots,
$$

and so also any product of any finite number of them, is slowly varying.
(2.6) Theorem. Let $a_{n}=n^{-\beta} b_{n}$, where $0<\beta<1$ and $b(u)$, with $b(n)=b_{n}$, is a slowly varying function. Let

$$
f_{\beta}(x)=\sum_{n=1}^{\infty} n^{-\beta} b_{n} \cos n x, \quad g_{\beta}(x)=\sum_{n=1}^{\infty} n^{-\beta} b_{n} \sin n x .
$$

Then, for $x \rightarrow+0$,

$$
f_{\beta}(x) \simeq x^{\beta-1} b\left(x^{-1}\right) \Gamma(1-\beta) \sin \frac{1}{2} \pi \beta, \quad g_{\beta}(x) \simeq x^{\beta-1} b\left(x^{-1}\right) \Gamma(1-\beta) \cos \frac{1}{2} \pi \beta .
$$

It is enough to prove the formula for $g_{\beta}$, the proof for $f_{\beta}$ being the same. Set

$$
B=\Gamma(1-\beta) \cos \frac{1}{2} \pi \beta .
$$

We note that, for all $M, N>0$,

$$
\begin{equation*}
\sum_{n<M} n^{-\beta}<C_{\beta} M^{1-\beta}, \quad\left|\sum_{n>N} n^{-\beta} \sin n x\right|<C N^{-\beta} x^{-1} \quad(0<x \leqslant \pi), \tag{2.9}
\end{equation*}
$$

where $C$ is an absolute constant and $C_{\beta}$ depends on $\beta$ only. The first inequality follows from

$$
\sum_{n<M} n^{-\beta}<\int_{0}^{M} t-\beta d t=\frac{M^{1-\beta}}{1-\beta}
$$

and the second from Chapter I, (2-2).
Let $0<\omega<\Omega<+\infty$. Then

$$
\Sigma n^{-\beta} \sin n x=\sum_{n<\omega / x}+\sum_{\omega / x<n<\Omega / x}+\sum_{n>\Omega / x}=S_{1}+S_{2}+S_{3}
$$

with a corresponding decomposition $T_{1}+T_{2}+T_{3}$ of the series $\Sigma b_{n} n^{-\beta} \sin n x$. By (2.9).

$$
\left|S_{1}\right|<C_{\beta} \omega^{1-\beta} x^{\beta-1}, \quad\left|S_{3}\right|<C \Omega^{-\beta} x^{\beta-1}
$$

We fix an $\epsilon>0$. By virtue of (2-1) we have

$$
(B-\epsilon) x^{\beta-1} \leqslant S_{2} \leqslant(B+\epsilon) x^{\beta-1},
$$

provided $\omega$ and $1 / \Omega$ are small enough (but fixed) and $x$ is near enough to 0 .
We fix $\delta>0$ such that $\delta<\beta$ and $\beta+\delta<1$. Since $u^{\delta} b(u)$ tends monotonically to $+\infty$ for large $u$, we have $u^{\delta} b(u) \geqslant v^{\delta} b(v)$ for $u$ large and all $v \leqslant u$. Hence, if $x$ is small,

$$
\begin{aligned}
\left|T_{1}\right| \leqslant \sum_{n<\omega / x} b_{n} n^{\delta} n^{-\beta-\delta} & \leqslant b(\omega / x)(\omega / x)^{\delta} \sum_{n<\omega / x} n^{-\beta-\delta} \\
& \leqslant b(\omega / x)(\omega / x)^{\delta} C_{\beta+\delta}(\omega / x)^{1-\beta-\delta}=C_{\beta+\delta} \omega^{1-\beta} x^{\beta-1} b(\omega / x) .
\end{aligned}
$$

Since $b(\omega / x) \simeq b(1 / x)$, the last product is less than $\epsilon^{\beta-1} b(1 / x)$, provided $\omega$ is small enough and $x$ is near 0 .

By (2.11) with $\beta-\delta$ for $\beta$ and Chapter I, (2•1),

$$
\left|T_{3}\right|=\left|\sum_{n>\Omega / x} b_{n} n^{-\delta} n^{-\beta+\delta} \sin n x\right| \leqslant 2 b(\Omega / x)(\Omega / x)^{-\delta} C(\Omega / x)^{-\beta+\delta} x^{-1}=2 C \Omega^{-\beta} x^{\beta-1} b(\Omega / x) \text {, }
$$

and so

$$
\left|T_{3}\right|<\epsilon b(1 / x) x^{\beta-1}
$$

for $\Omega$ large enough and $x$ near 0 .
On the other hand,

$$
T_{2}=b(1 / x) \sum_{\omega / x}^{\Omega / x} n-\beta \sin n x+\sum_{\omega / x}^{\Omega / x}\{b(n)-b(1 / x)\} n^{-\beta_{\sin }} n x=T_{2}^{\prime}+T_{2}^{\mu}
$$

Here $T_{2}^{\prime}=b(1 / x) S_{8}$ and so, by (2•12), is contained between ( $B \pm \epsilon$ ) $x^{\beta-1} b(1 / x)$. By (2.4), $\left|T_{2}^{\prime \prime}\right|$ does not exceed

$$
\max _{\omega / x<n<\Omega / x}|b(n)-b(1 / x)| \sum_{\Delta / x}^{\Omega / x} n-\beta=o\{b(1 / x)\} O(\Omega / x)^{1-\beta}=\alpha\left\{x^{\beta-1} b(1 / x)\right\} .
$$

Collecting results we see that $g_{\beta}=T_{1}+T_{8}+T_{2}^{\prime}+T_{2}^{\prime \prime}$ is contained between

$$
(B \pm 3 \epsilon) x^{-1} b(1 / x)
$$

for $x$ small, and so

$$
g_{\beta}(x) \simeq B x^{\beta-1} b(1 / x) \quad \text { as } \quad x \rightarrow+0
$$

which completes the proof of (2.6).
Remark. The second formula (2.8) holds for $0<\beta<2$. In particular

$$
g_{1}(x)=\sum n^{-1} b_{n} \sin n x \simeq \frac{1}{2} \pi b(1 / x) \quad(x \rightarrow+0) .
$$

It is enough to indicate modifications of the preceding proof. We easily verify that the second inequality (2.9) holds for any $\beta>0$; hence the inequality (2.11) for $S_{3}$ and the estimate for $T_{3}$ hold for $\beta>0$. On the other hand, if $\beta<2$ we have

$$
\left|S_{1}\right| \leqslant \sum_{n<\omega / x} n^{-\beta} \cdot n x=x \sum_{n<\omega / x} n^{1-\beta} \leqslant C_{\beta} \omega^{2-\beta} x^{\beta-1}
$$

and instead of the previous inequality for $T_{1}$ we have $\left|T_{1}\right| \leqslant C_{\beta+\delta} \omega^{2-\beta} x^{\beta-1} b(\omega / x)$. Using the fact that the second equation (2.1) holds for $0<\beta<2$, we see that the estimates for $S_{2}$ and $T_{2}$ remain unchanged, and the proof concludes as before.

If $b(u)$ is slowly varying, then $b(u) / u$ is ultimately decreasing and so the series $\Sigma n^{-1} b_{n}$ and the integral $\int_{1}^{\infty} u^{-1} b(u) d u$ are simultaneously finite or infinite. Write

$$
\left.\begin{array}{rl}
B(u)=\int_{1}^{u} t^{-1} b(t) d t, & R(u)=\int_{u}^{\infty} t^{-1} b(t) d t, \\
B^{*}(u)=\sum_{n<u} n^{-1} b(n), & R^{*}(u)=\sum_{n \geqslant v} n^{-1} b_{n} .
\end{array}\right\}
$$

Then, as $u \rightarrow \infty$,
(i) $b(u)=o\{B(u)\}, \quad B(u) \simeq B^{*}(u), \quad$ if $B(u) \neq O(1)$;
(ii) $b(u)=o\{R(u)\}, \quad R(u) \simeq R^{*}(u), \quad$ if $\quad B(u)=O(1)$.

For let $k>1$. For large $u$

$$
B(u)>\int_{u / k}^{u} t^{-1} b(t) d t \simeq b(u) \int_{u / k}^{u} t^{-1} d t=b(u) \log k
$$

Taking $k$ large we obtain $b(u)=\{\{B(u)\}$, whether $B(u)$ is bounded or not. Similarly, $b(u)=o\{R(u)\}$. Since $B(u)-B^{*}(u)$ tends to a finite limit, we have $B(u) \simeq B^{*}(u)$ if either side is unbounded. Let now $u \rightarrow \infty$ and let $N$ be an integer satisfying $N<u \leqslant N+1$. Then

$$
R(N+1) \leqslant R^{*}(N+1)=R^{*}(u)<R(N), \quad R(N+1) \leqslant R(u)<R(N) .
$$

Since $R(N+1) \simeq R(N)(b(u)$ being a slowly varying function), the second formula (ii) follows.
(2-15) Theorem. According as $\Sigma b_{n} / n$ diverges or converges,
or

$$
\left.\begin{array}{rl}
f_{1}(x)=\Sigma n^{-1} b_{n} \cos n x & \simeq B(1 / x), \\
f_{1}(0)-f_{1}(x) & \simeq R(1 / x),
\end{array}\right\} \quad(x \rightarrow+0) .
$$

Considering the first formula (2-16), we write

$$
B^{*}(1 / x)-f_{1}(x)=\sum_{n \leqslant 1 / x} b_{n} n^{-1}(1-\cos n x)-\sum_{n>1 / x} b_{n} n^{-1} \cos n x=U_{1}+U_{2}
$$

Then (writing $b_{n} n^{-1}$ as $b_{n} n^{-d} n^{-1+d}$ and arguing as for $T_{8}$ in Theorem (2.6), but with $\Omega=1$ ) we have

$$
U_{2}=O\{b(1 / x)\}=o\{B(1 / x)\}=o\left\{B^{*}(1 / x)\right\} .
$$

Since $b_{n} n^{-1}(1-\cos n x)<\frac{1}{2} n b_{n} x^{2}$, the familiar argument shows that

$$
U_{1}=O\{b(1 / x)\}=\alpha\left\{B^{*}(1 / x)\right\} .
$$

Hence

$$
f_{1}(x) \simeq B^{*}(1 / x) \simeq B(1 / x)
$$

If $f_{1}(0)=\Sigma b_{n} / n<\infty$, then $f_{1}(0)-f_{1}(x)$ is

$$
\sum_{n<1 / x} b_{n} n^{-1}(1-\cos n x)+\sum_{n \geqslant 1 / x} b_{n} n^{-1}-\sum_{n \geqslant 1 / x} b_{n} n^{-1} \cos n x=V_{1}+R^{*}(1 / x)+V_{2} .
$$

Here again both $V_{1}$ and $V_{2}$ are $O\{b(1 / x)\}=0\left\{R^{*}(1 / x)\right\}$, so that

$$
f_{1}(0)-f_{1}(x) \simeq R^{*}(1 / x) \simeq R(1 / x) .
$$

We pass now to the limiting case $\beta=0$ of (2.6).
(2-17) Theorem. If $b(u)$ decreases to 0 and if $-u b^{\prime}(u)$ is slowly varying, then, for $x \rightarrow+0$,

$$
\left.\begin{array}{l}
f_{0}(x) \simeq-\frac{1}{2} \pi x^{-2} b^{\prime}(1 / x) \\
g_{0}(x) \simeq x^{-1} b(1 / x)
\end{array}\right\}
$$

The hypotheses here are satisfied if, for instance, $b(u)$ is for large $u$ one of the functions (2.5), and so also if it is a product of a finite number of them. In particular,

$$
\left.\begin{array}{l}
\sum_{n=2}^{\infty} \frac{\cos n x}{\log n} \simeq \frac{1}{2} \pi x^{-1} \log ^{-2}(1 / x), \\
\sum_{n=8}^{\infty} \frac{\sin n x}{\log n} \simeq x^{-1} \log ^{1}(1 / x)
\end{array}\right\} \quad(x \rightarrow+0)
$$

Since $x^{-1} \log ^{-1}(1 / x)$ is not integrable, the second formula shows that $\Sigma(\sin n x) / \log n$ is not a Fourier series, a fact we already know (see p. 186).

We begin with $f_{0}$, and set

$$
c(u)=u[b(u)-b(u+1)], \quad c_{n}=c(n)=n \Delta b_{n} .
$$

We have $c(u)=-u b^{\prime}(u+\theta), 0<\theta<1$, and so $c(u) \simeq-u b^{\prime}(u)$, since $-u b^{\prime}(u)$ is slowly varying. Clearly,

$$
\sum_{1}^{\infty} b_{n} \cos n x=\sum_{1}^{\infty} \Delta b_{n}\left\{D_{n}(x)-\frac{1}{2}\right\}=\left(2 \tan \frac{1}{2} x\right)^{-1} \sum_{1}^{\infty} n^{-1} c_{n} \sin n x+O(1) .
$$

If the numbers $c_{n}$ satisfy the conditions for the $b_{n}$ in the proof of (2.13), that formula and (2-20) give

$$
f_{0}(x) \simeq \frac{1}{2} \pi x^{-1} c\left(x^{-1}\right)+O(1) \simeq-\frac{1}{2} \pi x^{-2} b^{\prime}\left(x^{-1}\right),
$$ since $x^{-1} c\left(x^{-1}\right) \rightarrow \infty$.

On analysing the proof of (2-15) we see that it is sufficient that (ultimately)
(i) $c_{n} / n=\Delta b_{n}$ should decrease;
(ii) $c_{n} n^{\delta}=n^{1+\delta} \Delta b_{n}$ should increase for some $0<\delta<1$;
(iii) $c(k u) \simeq c(u)$ uniformly in every interval $\eta \leqslant k \leqslant 1 / \eta$.

Since $c(u) \simeq-u b^{\prime}(u)$, and since $-u b^{\prime}(u)$ is slowly varying, condition (iii) holds.

Since $-u b^{\prime}(u)$ is slowly varying, $-b^{\prime}(u)$ is decreasing. Therefore $b(u)$ is convex, and $c_{n} / n=\Delta b_{n}$ is decreasing (condition (i)). Finally,

$$
\frac{b(n)-b(n+1)}{b(n+1)-b(n+2)}=\frac{b^{\prime}(n+\theta)}{b^{\prime}(n+\theta+1)} \leqslant\left(\frac{n+1+\theta}{n+\theta}\right)^{1+\theta}(0<\theta<1),
$$

by Cauchy's mean-value theorem and by the fact that $-u^{1+8} b^{\prime}(u)$ increases. Since the last ratio is less than $\{(n+1) / n\}^{1+\delta}$, we see that $n^{1+\delta} \Delta b_{n}$ increases if $n$ is replaced by $n+1$, and (ii) follows.

The proof for $g_{0}$ is similar. Since

$$
g_{0}(x)=\left(2 \tan \frac{1}{2} x\right)^{-1} \Sigma n^{-1} c_{n}(1-\cos n x)+O(1)
$$

we apply the second formula (2-16) with $c_{n}$ for $b_{n}$, so that the term $R(1 / x)$ is

$$
\begin{aligned}
\int_{x^{-1}}^{\infty} u^{-1} c(u) d u & =\int_{x^{-1}}^{\infty}\{b(u)-b(u+1)\} d u \\
& =\int_{x^{-1}}^{1+x^{-1}} b(u) d u \simeq b\left(x^{-1}\right)
\end{aligned}
$$

Hence $g_{0}(x) \simeq x^{-1} b\left(x^{-1}\right)$.
Theorems of this section have analogues in which the roles of the function $f$ and of its coefficients are reversed. In these we assume that $f(x), 0<x \leqslant \pi$, is sufficiently 'well-behaved' in every interval $(\epsilon, \pi), \epsilon>0$, but tends to $\infty$ in a specific way as $x \rightarrow+0$, and we inquire about the behaviour of the cosine and sine coefficients $a_{n}, b_{n}$ of $f$. The two results that follow are analogues of (2•1) and of (2.6).
(2-22) Theorem. Let $0<\beta<1$. For the coefficients of the function

$$
\left.\begin{array}{c}
f(x)=x^{-\beta} \quad(0<x \leqslant \pi) \\
\frac{1}{2} \pi a_{n} \simeq n^{\beta-1} \Gamma(1-\beta) \sin \frac{1}{8} \pi \beta, \\
\frac{1}{2} \pi b_{n} \simeq n^{\beta-1} \Gamma(1-\beta) \cos \frac{1}{2} \pi \beta .
\end{array}\right\}
$$

(2-24) Theorem. Let $0<\beta<1$, and let $b(x)$ be a function of bounded variation in every interval $(\epsilon, \pi)$, slowly varying as $x \rightarrow+0$. Then for the coefficients of $x^{-\beta} b(x), 0<x \leqslant \pi$, we have the relations

$$
\left.\begin{array}{l}
\frac{1}{2} \pi a_{n} \simeq n^{\beta-1} b(1 / n) \Gamma(1-\beta) \sin \frac{1}{2} \pi \beta,  \tag{2.25}\\
\frac{1}{2} \pi b_{n} \simeq n^{\beta-1} b(1 / n) \Gamma(1-\beta) \cos \frac{1}{2} \pi \beta .
\end{array}\right\}
$$

For the $a_{n}$ in (2.22) we have

$$
a_{n}=2 \pi^{-1} \int_{0}^{\pi} t^{-\beta} \cos n t d t=2 \pi^{-1} n^{\beta-1} \int_{0}^{n \pi} t^{-\beta} \cos t d t .
$$

A similar formula holds for $b_{n}$, and the integrals on the right tend, for $n \rightarrow \infty$, to the real and imaginary parts respectively of the integral

$$
\int_{0}^{\infty} t-\beta e^{\sharp} d t=\Gamma(1-\beta) \exp \left\{\frac{1}{2} \pi i(1-\beta)\right\}
$$

(see Chapter II, (13.10)), whence (2.23) follows.
We omit the details of the proof of (2.24), which does not differ essentially from that of (2-6) (we split the interval $(0, \pi)$ into $(0, \omega / n),(\omega / n, \Omega / n)$ and $(\Omega / n, \pi))$. The hypothesis
on $b(x)$ means that for every $\delta>0$ the functions $x^{\delta} b(x)$ and $x^{-\delta} b(x)$ are respectively increasing and decreasing in some right-hand neighbourhood of $x=0$. That $b(x)$ is of bounded variation in every interval $(\epsilon, \pi)$ guarantees that the contribution to $a_{n}$, $b_{n}$ of the integrals extended over $(\epsilon, \pi)$ are $O(1 / n)$ and so are small in comparison with the right-hand sides in (2.25).

It may be added that since periodic odd functions are usually discontinuous at the points $\pm \pi$, their Fourier coefficients cannot tend rapidly to 0 ; and thus we can often not obtain simple formulae for the Fourier coefficients but only for the Fourier transforms, i.e. for the integrals of $f \cos m x$ and of $f \sin m x$ extended over the interval $0 \leqslant x<\infty$ ( $f$ in general not being periodic).

For some problems it is of importance not only to estimate the sum of the series but also to find a common majorant for the partial sums (or the remainders) of it. For the series considered in this section such estimates are implicitly contained in the proofs given above. We shall be satisfied here with the following inequalities, in which $0<\beta<1$ and $0<x \leqslant \pi$ :

$$
\begin{align*}
& \left|\sum_{n=1}^{N} n^{-\beta} \cos n x\right| \leqslant C_{\beta} x^{\beta-1}  \tag{2.26}\\
& \left|\sum_{n=1}^{N} n^{-\beta} \sin n x\right| \leqslant C_{\beta} x^{\beta-1} \\
& \left|\sum_{i n=1}^{N} n^{-1} \cos n x\right| \leqslant \log (1 / x)+C \tag{2.28}
\end{align*}
$$

Consider, for example, (2.27). If $N<1 / x$, the sum here is identical with the sum $S_{1}$ in $(2 \cdot 10)$ corresponding to an $\omega \leqslant 1$, and so the inequality follows from the estimate (2.11) for $S_{1}$. If $N>1 / x$, the sum in (2.27) differs from $\sum_{1}^{\infty}$ by the sum $S_{3}$ in (2.10) corresponding to an $\Omega \geqslant 1$, so that (2.27) follows from the second formula (2.8) and second inequality (2.11). A similar proof holds for (2.26). Finally, (2.28) follows by combining an analogous argument with the proof of $(2 \cdot 16)$ for $b_{n}=1$.

Since $D_{n}(x)$ is bounded below on ( $0, \pi$ ), uniformly in $n$, summation by parts shows that, for each given $\alpha>0$, the partial sums of $\Sigma n^{-\alpha} \sin n x$ are uniformly bounded below on ( $0, \pi$ ). For $\Sigma n^{-\alpha} \cos n x$ the situation is different.
(2-29) Theorem. There is an $\alpha_{0}, 0<\alpha_{0}<1$, such that for each $\alpha \geqslant \alpha_{0}$ the partial sums $s_{n}$ of $\Sigma n^{-\alpha} \cos n x$ are uniformly bounded below, and for each $\alpha<\alpha_{0}$ they are not; $\alpha_{0}$ is the (unique) root of the equation

$$
\int_{0}^{1 \pi} \frac{\cos u}{u^{\alpha}} d u=0 \quad(0<\alpha<1)
$$

Summation by parts shows that if the $s_{n}$ are uniformly bounded below for some $\alpha$, the same holds for any larger $\alpha$. It is therefore enough to consider the case $0<\alpha<1$; we may also suppose that $0<x \leqslant \pi$.

First we reduce the problem to one for integrals; we show that

$$
\left|\int_{0}^{n} \frac{\cos u x}{u^{\alpha}} d u-\frac{2 \sin \frac{1}{2} x}{x} \sum_{n=1}^{n} \frac{\cos \nu x}{\nu^{\alpha}}\right| \leqslant C_{\alpha}
$$

where $C_{\alpha}$ depends on $\alpha$ only. For

$$
\begin{gathered}
\int_{\nu-1}^{\nu+1} \cos u x d u=\frac{2 \sin \frac{1}{2} x}{x} \cos \nu x, \\
\sum_{\nu=1}^{n} \int_{\nu-1}^{\nu+1} \frac{\cos u x}{u^{\alpha}} d u=\sum_{\nu=1}^{n} \int_{\nu-1}^{\nu+1} \cos u x\left\{\frac{1}{u^{\alpha}}-\frac{1}{\nu^{\alpha}}\right\} d u+\frac{2 \sin \frac{1}{8} x}{x} \sum_{\nu=1}^{n} \frac{\cos \nu x}{\nu^{\alpha}},
\end{gathered}
$$

and since, by the mean-value theorem, $u^{-\alpha}-\nu^{-a}=O\left(\nu^{-\alpha-1}\right)$ here, the first sum on the right is $O(1)$ uniformly in $n$ and $x$, and (2.30) follows:

It is therefore enough to consider the $\alpha, 0<\alpha<1$, for which

$$
\int_{0}^{n} \frac{\cos u x}{u^{\alpha}} d u=x^{\alpha-1} \int_{0}^{v} \frac{\cos u}{u^{\alpha}} d u \quad(v=n x)
$$

is bounded below. The expression is bounded below if and only if the last integral, $q u a$ function of $v$, has a non-negative minimum in ( $0, \infty$ ). This minimum is attained for $\alpha=\frac{3}{2} \pi$ and is

$$
m(\alpha)=\int_{0}^{i \pi} \frac{\cos u}{u^{\alpha}} d u
$$

Since $m(0)<0, m(1)=+\infty$, it is enough to show that $m(\alpha)$ increases with $\alpha, 0<\alpha<1$.
Now

$$
m^{\prime}(\alpha)=\int_{0}^{i \pi} \log \frac{1}{u} \frac{\cos u}{u^{\alpha}} d u>\int_{0}^{t \pi} \log \frac{1}{u} \frac{\cos u}{u^{\alpha}} d u
$$

and since $u^{-\alpha} \cos u$ decreases in $0 \leqslant u \leqslant \frac{1}{2} \pi$, the last integral exceeds

$$
\cos 1\left\{\int_{0}^{1} \log \frac{1}{u} d u-\int_{1}^{t \pi} \log u d u\right\}>\cos 1\left\{1-\int_{1}^{t \pi} 1 d u\right\}>0,
$$

and the theorem follows.
Theorem (2.24) can be used to obtain asymptotic expressions for the coefficients of certain Taylor series.
(2.31) Theorex. Let $F(z)=\frac{1}{(1-z)^{\alpha+1}}\left\{\log \frac{a}{1-z}\right\}^{\theta}=\sum_{n=0}^{\infty} A_{n}^{\alpha, \beta} z^{n}$,
where $\alpha, \beta$ are real numbers and $a \geqslant 2 . \dagger$ Then

$$
\begin{gather*}
A_{n}^{\alpha, \beta} \simeq \frac{n^{\alpha}}{\Gamma(\alpha+1)}(\log n)^{\beta} \text { if } \alpha \neq-1,-2, \ldots,  \tag{2.33}\\
A_{n}^{\alpha, \beta} \simeq(-1)^{\alpha-1}(|\alpha|-1)!\beta n^{\alpha}(\log n)^{\beta-1} \text { if } \alpha=-1,-2, \ldots . \tag{2.34}
\end{gather*}
$$

The $A_{n}^{\alpha, \beta}$ are generalizations of the Cesadro numbers $A_{n}^{\alpha}$, and (2.33) generalizes Chapter III, (1-15).
We first consider (2.33). For the function $F(z)=\hat{F}_{\alpha, \beta}(z)$ we have $F_{\alpha-1 . \beta}^{\prime}=\alpha F_{\alpha, \beta}+\beta F_{\alpha, \beta-1}$, so that

$$
\begin{equation*}
n A_{n}^{\alpha-1, \beta}=\alpha A_{n-1}^{\alpha, \beta}+\beta A_{n-1}^{\alpha, \beta-1} . \tag{2.35}
\end{equation*}
$$

We deduce from this that if (2.33) is valid for some $\alpha$, it holds for $\alpha-1$. Hence if ( $2 \cdot 33$ ) is proved for $-1<\alpha<0$, it holds for all negative non-integral $\alpha$. On the other hand, suppose we have (2.33) for some $\alpha>-1$. Since $F_{\alpha+1, \beta}=(1 \sim z)^{-1} F_{\alpha, \beta}$ we have (see Chapter III, ( $1 \cdot 7$ ))

$$
\begin{aligned}
A_{n}^{\alpha+1, \beta}=\sum_{\nu=0}^{n} A_{v}^{\alpha, \beta} & \simeq \frac{1}{\Gamma(\alpha+1)} \sum_{\nu=2}^{n} \nu^{\alpha}(\log \nu)^{\beta}+O(1) \\
& \simeq \frac{1}{\Gamma(\alpha+1)} \frac{n^{\alpha+1}}{\alpha+1}(\log n)^{\alpha^{*}}=\frac{n^{\alpha+1}}{\Gamma(\alpha+2)}(\log n)^{\beta} .
\end{aligned}
$$

$\dagger$ If $a \geqslant 2, \log \{a /(1-z)\}$ has no $z e r o$ for $|z|<1$.
$\ddagger$ It is not difficult to that if $\alpha>-1$ and $\phi(u)$ is slowly varying, then

$$
\sum_{\nu=1}^{n} \nu^{\alpha} \phi(\nu) \simeq \frac{n^{\alpha+1}}{\alpha+1} \phi(n) .
$$

and (2.33) holds with $\alpha+1$ for $\alpha$. It follows that if we prove (2.33) for $-1<\alpha<0$, we have it for all non-integral $\alpha$.

We now need Theorem (2-24). First we obeerve that if $0 \leqslant \eta<\eta^{\prime} \leqslant \pi$, then under the hypotheses of (2.24) we have $\int_{\eta}^{\eta^{\prime}} x^{-\beta b} b(x) \cos n x d x=O\left(n^{\beta-1} b(1 / n)\right)$, uniformly in $\eta$ and $\eta^{\prime}$; this is implicit in the proof of the theorem.

It follows from this that if $\lambda(x)$ is of bounded variation in $(0, \pi)$, then under the hypotheses of $(2 \cdot 24)$ the Fourier coefficients of $x^{-\beta b} b(x) \lambda(x)$ are given by (2-25) with factor $\lambda(+0)$ inserted on the right. It is enough to prove this for $\lambda$ monotone. In computing the coefficients it is enough to integrate over an arbitrarily small interval $(0, \epsilon)$ since the contribution of the remainder of $(0, \pi)$ is $O(1 / n)$. Writing $\lambda(x)=\lambda(+0)+\{\lambda(x)-\lambda(+0)\}$ and applying to the integral containing $\lambda(x)-\lambda(+0)$ the second mean-value theorem and the remark of the preceding paragraph, we arrive at the conclusion.

We can now prove (2.33) for $-1<\alpha<0$. Since near $x=0$ we have $F\left(r^{d x}\right)=O\left\{|x|^{-\alpha-1} \log ^{\beta}(1 /|x|)\right\}$ uniformly in $r, 0 \leqslant r<1$, it follows that $\left|F^{\prime}\left(r e^{1 z}\right)\right|$ is majorized over $(0, \pi)$ by an integrable function of $x$. Hence $\Sigma A_{n}^{\alpha, \beta} e^{i n x}=S\left[F\left(e^{i x}\right)\right]$ and $\Sigma A_{n}^{a, \beta} \cos n x=S\left[\left\{F^{2}\left(e^{i x}\right)\right]\right.$. Now
where

$$
S F\left(e^{i=}\right)=\frac{1}{\left(2 \sin \frac{1}{2} x\right)^{\alpha+1}}\left\{\log ^{2} \frac{a}{2 \sin \frac{1}{1} x}+\frac{1}{2}(\pi-x)^{2}\right\}^{\} \beta} \cos \Phi,
$$

$$
\Phi=\frac{1}{(\pi-x)(\alpha+1)+\beta \arctan \left\{\frac{\left.\frac{1}{2}-x\right)}{\log \frac{1}{2}\left(a \operatorname{cosec} \frac{1}{2} x\right)}\right\} . ~ . ~ . ~}
$$

Since the factor $\{\ldots\}^{\}} \beta_{\text {in }}(2 \cdot 36)$ is slowly varying, $\cos \Phi$ and $\left\{x /\left(2 \sin \frac{1}{1} x\right)\right\}^{\alpha+1}$ are of bounded variation
 remark and the first formula (2-25) that

$$
A_{n}^{\alpha, \beta} \simeq-\frac{2}{\pi} \sin \frac{1}{\frac{1}{2} \pi \alpha \cos \frac{1}{1} \pi \alpha \Gamma(-\alpha) n^{\alpha} \log \beta n, ~ . ~}
$$

which is (2.33) in view of the equation $\Gamma(z) \Gamma(1-z)=\pi / \sin \pi z$.
Thus the theorem is proved for all non-integral $\alpha$. If we now prove (2.33) for $\alpha=0$, we prove the theorem also for $\alpha=1,2, \ldots$ and, using (2-35), for $\alpha=-1,-2, \ldots$ It remains therefore to show that $A_{n}^{0, \beta} \simeq(\log n)^{\beta}$.

This can be deduced from (2-33) with, say, $\alpha=-\frac{1}{2}$. For $\boldsymbol{F}_{0 . \beta}=\boldsymbol{F}_{-1, \beta} \boldsymbol{F}_{-1.0}$ implies that

$$
A_{n}^{0, \beta}=\sum_{\nu=0}^{n} A_{\nu}^{-\frac{1}{\nu} \beta} A_{n-\nu}^{-1}
$$

Let $\theta$ be a small positive number, say $0<\theta<\frac{1}{2}$, and let $n^{\prime}=\{n \theta]$. We split the last sumn into two, $P_{n}$ and $Q_{n}$, extended respectively over $\nu \leqslant n^{\prime}$ and $\nu>n^{\prime}$. Observing that $A_{\nu}{ }^{-1}$ is positive, decreasing and $A_{\nu}^{-t} \leqslant C \nu^{-1}$ for $\nu>0$, and also that the $A_{\nu}^{-t \cdot A}$ are all positive from some place on, we have

$$
\begin{align*}
\left|P_{n}\right| \leqslant A_{n-\frac{1}{n}}, \sum_{\nu=0}^{n^{\prime}}\left|A_{\nu}^{-\frac{1}{2}, \beta}\right| & =A_{n}^{-\frac{1}{-}}{ }_{n^{\prime}}\left\{\sum_{\nu=0}^{n^{\prime}} A_{\nu}^{-\frac{1}{2} \cdot \beta}+O(1)\right\} \\
& =A_{n}^{-\underline{\underline{t}}{ }_{n} \prime}\left\{A_{n^{\prime}}^{\}, \beta}+O(1)\right\},
\end{align*}
$$

and find that $\left|P_{n}\right| \leqslant \frac{1}{2} \varepsilon(\log n)^{\beta}$ if $\theta$ is small enough (but fixed) and $n$ large enough.
Since $A_{\nu}^{-\frac{1}{2} \cdot \theta} \simeq A_{v}^{-\frac{1}{2}}(\log \nu)^{\beta}$, we have

Now the last sum is

$$
Q_{n}=\sum_{\nu=n^{\prime}+1}^{n} A_{v}^{-1, \beta} A_{n-1} \simeq(\log n)^{\beta} \sum_{\nu=n^{\prime}+1}^{n} A_{v}^{-1} A_{n-1}^{-\frac{1}{2}}
$$

$$
\left(\sum_{\nu=0}^{n}-\sum_{\nu=0}^{n^{\prime}}\right) A_{\nu}^{-1} A_{n-\nu}^{-1}=1-\sum_{\nu=0}^{n^{\prime}} A-A_{n}-\frac{1}{\nu}
$$

(see Chapter III, (1-10)(i)), and so, arguing as in (2.37), is arbitrarily close to 1 if $\theta$ is sufficiently small. Collecting results we see that $A_{i}^{0, \beta}=P_{n}+Q_{n}$ is contained between $(1 \pm c) \log \beta_{n}$ for $n$ sufficiently large, so that $A_{n}^{0, \beta} \simeq \log ^{\beta} n$. This completes the proof of (2.31).

A similar argument can be applied (though the details are a little awkward) to obtain the asymptotic values of the coefficients of

$$
F(z)=\frac{1}{(1-z)^{x+1}}\left\{\log \frac{a_{1}}{1-z}\right\}^{\beta_{1}}\left\{\log _{2} \frac{a_{2}}{1-z}\right\}^{\beta_{1}} \cdots\left\{\log _{k} \frac{a_{k}}{1-z}\right\}^{\beta_{2}}
$$

where $\alpha$ and the $\beta$, are real, the $a$; positive and so large that $F$ is regular for $|z|<1$.

## 3. A class of Fourler-Stieltjes series

We begin by constructing a class of perfect non-dense sets. Let $O A$ be a segment of length $l$ whose end-points have abscissae $x$ and $l+x$. Let $\alpha(1), \alpha(2), \ldots, \alpha(d)$ be $d$ numbers such that

$$
0 \leqslant \alpha(1)<\alpha(2)<\ldots<\alpha(d)<1 .
$$

We consider $d$ closed intervals with end-points $l \alpha(j)+x$ and $l \alpha(j)+l \eta+x$, where $\eta$ is a positive number so small that the intervals have no points in common and are all contained in OA. These intervals will be called 'white'. The complementary intervals with respect to the closed interval $O A$ will be called 'blaok' intervals, and are removed. The dissection of $O A$ thus obtained will be said to be of the type

$$
[d ; \alpha(1), \ldots, \alpha(d) ; \eta] .
$$

Starting with the interval $(0,2 \pi)$ we perform a dissection of the type

$$
\left[d_{1} ; \alpha_{1}(1), \ldots, \alpha_{1}\left(d_{1}\right) ; \eta_{1}\right],
$$

and remove the black intervals. On each white interval remaining we perform a dissection of the type $\left[d_{2} ; \alpha_{\mathbf{3}}(1), \ldots, \alpha_{\mathbf{3}}\left(d_{\mathbf{2}}\right) ; \eta_{\mathbf{2}}\right]$, and remove the black intervals-and so on. After $p$ operations we have $d_{1} d_{2} \ldots d_{p}$ white intervals, each of length $2 \pi \eta_{1} \eta_{\mathbf{2}} \ldots \eta_{p}$. When $p \rightarrow \infty$ we obtain a closed set $P$ of measure

$$
2 \pi \lim d_{1} \ldots d_{p} \eta_{1} \ldots \eta_{p}
$$

(The limit exists, since $\eta_{p}<1 / d_{p}$ for each $p$.) In subsequent applications we will have $d_{p} \geqslant 2$ for each $p$. The set $P$ will then be perfect and non-dense.

The abscissee of the left-hand ends of the white intervals of rank $p$, i.e. after the $p$ th step in construction, are, as induction shows, given by the formula

$$
\begin{equation*}
x=2 \pi\left[\alpha_{1}\left(\theta_{1}\right)+\eta_{1} \alpha_{2}\left(\theta_{\mathbf{2}}\right)+\eta_{1} \eta_{\mathbf{2}} \alpha_{z}\left(\theta_{3}\right)+\ldots+\eta_{1} \eta_{\mathrm{g}} \ldots \eta_{p-1} \alpha_{p}\left(\theta_{p}\right)\right], \tag{3•1}
\end{equation*}
$$

where $\theta_{k}$ takes the values $1,2, \ldots, d_{k}$. The abscissae of the points of $P$ are given by the same series continued to infinity.
The structure of the set $P$ displays a certain homogeneity. Consider a neighbourhood of a point of $P$. This neighbourhood contains a white interval $I$ of a certain rank $p$. If $I_{1}=I, I_{2}, \ldots, I_{k}$ are all the white intervals of rank $p$, then the sets $I_{1} P$, $I_{2} P \ldots, I_{k} P$ are congruent and contained in intervals without points in common, and their union is $P$.
We now construct a non-decreasing function $F(x)$ constant in the intervals contiguous to $P$ and increasing at every point of $P$. For each $k$ let $\lambda_{k}(1), \lambda_{k}(2), \ldots, \lambda_{k}\left(d_{k}\right)$ be $d_{k}$ positive numbers of sum 1 . We denote by $\mu_{k}$ the largest of the $\lambda_{k}(j)$. Let $F_{p}(x)$ be a continuous non-decreasing function defined by the conditions:
(a) $\boldsymbol{F}_{\boldsymbol{p}}(0)=0, \boldsymbol{F}_{\boldsymbol{p}}(2 \pi)=1$;
(b) $F_{p}(x)$ increases linearly by $\lambda_{1}\left(\theta_{1}\right) \lambda_{\mathbf{2}}\left(\theta_{\mathbf{2}}\right) \ldots \lambda_{p}\left(\theta_{p}\right)$ in each of the white intervals with left-hand ends given by ( $3 \cdot 1$ );
(c) $F_{p}(x)$ is constant in every black interval of the $p$ th stage of dissection.

We see at once, by considering $\left|F_{p+1}-F_{p}\right|$, that if the series

$$
\Sigma\left(\mu_{1} \mu_{2} \ldots \mu_{p}\right)
$$

converges, which we shall always suppose, then $F_{p}$ tends uniformly, as $p \rightarrow \infty$, to a function $F(x)$ having the properties stated above and satisfying $F(0)=0, F(2 \pi)=1$.

The particular function $F$ obtained by taking $\lambda_{k}(j)=1 / d_{k}$ we will call the Lebesgue function constructed on the set.

We shall compute the Fourier-Stieltjes coefficient

$$
c_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i n x} d F(x)
$$

Using the formula (3.1) for the abscissae of the left-hand ends of the white intervals, we find that $c_{n}$ is the limit, for $p \rightarrow \infty$, of the sum

$$
(2 \pi)^{-1} \Sigma \lambda_{1}\left(\theta_{1}\right) \lambda_{2}\left(\theta_{2}\right) \ldots \lambda_{p}\left(\theta_{p}\right) \exp \left\{-2 \pi i n\left[\alpha_{1}\left(\theta_{1}\right)+\eta_{1} \alpha_{2}\left(\theta_{2}\right)+\ldots+\eta_{1} \ldots \eta_{p-1} \alpha_{p}\left(\theta_{p}\right)\right]\right\}
$$

extended over all possible combinations of $\theta$ 's, $\theta_{k}$ taking the values $1,2, \ldots, d_{k}$. Writing

$$
Q_{k}(\phi)=\lambda_{k}(1) e^{i \alpha_{k}(1) \phi}+\lambda_{k}(2) e^{i x_{1}(2) \phi}+\ldots+\lambda_{k}\left(d_{k}\right) e^{i \alpha_{k}\left(d_{h}\right) \phi},
$$

we can write the preceding sum in the form $(2 \pi)^{-1} \prod_{1}^{p} \bar{Q}_{k}\left(2 \pi n \eta_{1} \ldots \eta_{k-1}\right)$ (with $\eta_{1} \ldots \eta_{k-1}=1$ for $k=1$ ). Hence, passing to the limit,

$$
\begin{equation*}
c_{n}=\frac{1}{2 \pi} \prod_{k=1}^{\infty} \bar{Q}_{k}\left(2 \pi n \eta_{1} \ldots \eta_{k-1}\right) . \tag{3•2}
\end{equation*}
$$

We shall now consider a few examples.
(1) Sets of the Cantor type. These are obtained by successive dissections of the type

$$
\left[2 ; 0,1-\xi_{k} ; \xi_{k}\right]
$$

where $0<\xi_{k}<\frac{1}{2}$. The points of the set are of the form

$$
x=2 \pi\left[\epsilon_{1}\left(1-\xi_{1}\right)+\epsilon_{2} \xi_{1}\left(1-\xi_{2}\right)+\ldots+\epsilon_{p} \xi_{1} \ldots \xi_{p-1}\left(1-\xi_{p}\right)+\ldots\right],
$$

where $\epsilon_{p}$ is 0 or 1 .
The polynomial $Q_{k}(\phi)$ corresponding to the Lebesgue function is

$$
Q_{k}(\phi)=\frac{1}{2}\left(1+e^{i\left(1-\xi_{k}\right) \phi}\right)=e^{i(1-\xi)) \phi} \cos \frac{1}{2}\left(1-\xi_{k}\right) \phi,
$$

and hence the Fourier-Stieltjes coefficient of the Lebesgue function $F$ is

$$
\begin{aligned}
c_{n} & =\frac{1}{2 \pi} \prod_{k=1}^{\infty} \exp \left\{-n \pi i\left(1-\xi_{k}\right) \xi_{1} \ldots \xi_{k \cdot 1}\right\} \cos \pi n \xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right) \\
& =\frac{(-1)^{n}}{2 \pi} \prod_{k=1}^{\infty} \cos \pi n \xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right) .
\end{aligned}
$$

If we write $\xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right)=r_{k}$, then

Also

$$
\begin{gather*}
\sum_{1}^{\infty} r_{k}=1, \quad r_{p}>\sum_{p+1}^{\infty} r_{k} . \\
x=2 \pi \sum_{1}^{\infty} \epsilon_{k} r_{k}, \quad c_{n}=(-1)^{n}(2 \pi)^{-1} \prod_{1}^{\infty} \cos \pi n r_{k} . \tag{3•4}
\end{gather*}
$$

A still more special case is obtained if all the $\xi_{k}$ are the same number $\xi, 0<\xi<\frac{1}{2}$. The set is then said to be of Cantor type with constant ratio of dissection, and

$$
x=2 \pi(1-\xi) \sum_{1}^{\infty} \epsilon_{k} \xi^{k-1}, \quad c_{n}=(-1)^{n}(2 \pi)^{-1} \prod_{k=1}^{\infty} \cos \pi n \xi^{k-1}(1-\xi) .
$$

The classical Cantor case is $\xi=\frac{1}{3}$, when

$$
x=4 \pi \sum_{1}^{\infty} \varepsilon_{k} 3^{-k}, \quad c_{n}=(-1)^{n}(2 \pi)^{-1} \prod_{k=1}^{\infty} \cos \left(2 \pi n 3^{-k}\right)
$$

the $c_{n}$ again corresponding to the Lebeague function.
Suppose that $\xi=1 / q, q=3,4,5, \ldots$. For $n=q^{m},(3 \cdot 5)$ gives

$$
c_{a^{m}}=(-1)^{q^{m}}(2 \pi)^{-1} \prod_{k=1}^{\infty} \cos \pi(q-1) q^{m-k}=-(2 \pi)^{-1} \prod_{k=1}^{\infty} \cos \pi(q-1) q^{-k}
$$

The latter expression is independent of $m$ and different from zero. Hence
(3.6) Throrem. If $\xi=1 / q, q=3,4, \ldots$, the Fourier-Stieltjes coefficients of the Lebesgue function $F^{\prime}(x)$ do not tend to zero.

Thus the periodic function $F(x)-x / 2 \pi$ is of bounded variation and continuous, and yet its Fourier coefficients are not $o(1 / n)$ (compare Chapter II, p. 48).
(2) Symmetrical perfoct sets of order $d$. These are obtained, $d$ being an integer not less than 1, by successive dissections of the type

$$
\left[d+1 ; 0,\left(1-\xi_{k}\right) d^{-1}, 2\left(1-\xi_{k}\right) d^{-1}, \ldots, 1-\xi_{k} ; \xi_{k}\right],
$$

where $0<\xi_{k}<1 /(d+1)$. The Cantor set correaponds to $d=1$. The points $\alpha_{k}(j), j=1,2, \ldots, d+1$, are in arithmetic progression, the first point being 0 and the last $1-\xi_{k}$. The points of the set are

$$
x=2 \pi d^{-1}\left[\epsilon_{1}\left(1-\xi_{1}\right)+\epsilon_{2} \xi_{1}\left(1-\xi_{2}\right)+\ldots+\epsilon_{2} \xi_{1} \ldots \xi_{p-1}\left(1-\xi_{9}\right)+\ldots\right],
$$

where $\epsilon_{\text {, }}$ takes the values $0,1, \ldots, d$. On setting $\gamma_{k}=\left(1-\xi_{k}\right) / d$, we can write the polynomial $Q_{k}$ corresponding to the Lebeegue function as

Hence

$$
(d+1)^{-1}\left(1+e^{i \gamma_{k} \phi}+e^{s\left(\gamma_{k} \phi\right.}+\ldots+e^{d \gamma \gamma_{k} \phi}\right)=(d+1)^{-1} e^{d d \gamma \gamma_{k} \phi} \frac{\sin \left\{(d+1) \frac{\left.d \gamma_{k} \phi\right\}}{\sin \frac{1}{2} \gamma_{k} \phi}\right.}{\cdots} .
$$

Hence

$$
2 \pi c_{n}=(-1)^{n} \prod_{k=1}^{\infty} \frac{\sin \left\{(d+1) \pi n d^{-1} \xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right)\right\}}{(d+1) \sin \left\{\pi n d^{-1} \xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right)\right\}}
$$

The set being always a symmetrical perfect set, let $d=2 g$ be even, and let us construct a function such that for each $k$ the number $\lambda_{k}(j)$ is the coefficient $\lambda(j)$ of $z^{j-1}$ in the expansion of

$$
(g+1)^{-2}\left(1+z+z^{2}+\ldots+z^{0}\right)^{2}
$$

Then $\lambda(1)+\lambda(2)+\ldots+\lambda(2 g+1)=1$, as required; and, with $\gamma_{k}=\left(1-\xi_{k}\right) / 2 g$,

$$
\begin{aligned}
& Q_{k}(\phi)=\left(\frac{1+e^{i \gamma_{2} \phi}+\ldots+e^{n \gamma_{k} \phi}}{g+1}\right)^{2}=\left[e^{i \theta i \gamma_{k} \phi} \frac{\sin \left\{(g+1) \frac{1}{l} \gamma_{k} \phi\right\}}{(g+1) \sin \left(\frac{1}{\gamma} \gamma_{k} \phi\right)}\right]^{2}, \\
& 2 \pi c_{n}=(-1)^{n} \prod_{k=1}^{\infty}\left[\frac{\sin \left\{(g+1) \frac{\pi n}{2 g} \xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right)\right\}}{(g+1) \sin \left\{\frac{\pi n}{2 g} \xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right)\right\}}\right]^{2} .
\end{aligned}
$$

(3) Consider a symmetrical perfect set of order $d$, and let $\lambda_{k}(j)$ be equal for all $k$ to the coefficient $\lambda(j)$ of $z^{j-1}$ in the expansion of $2^{-d}(1+z)^{d}$. Then

$$
\begin{aligned}
Q_{k}(\phi) & =\left[\frac{1}{2}\left(1+e^{i \gamma_{k} \phi}\right)\right]^{d} \quad\left(\gamma_{k}=\left(1-\xi_{k}\right) d^{-1}\right) \\
2 \pi c_{n} & =(-1)^{n} \prod_{k=1}^{\infty}\left[\cos \pi n d^{-1} \xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right)\right]^{4} .
\end{aligned}
$$

We shall now consider the modulus of continuity of the function $F$, confining our attention to the case where $d_{p}=d, \eta_{p}=\eta$ and $\mu_{k}=\max \left[\lambda_{k}(1), \lambda_{k}(2), \ldots, \lambda_{k}(d)\right]=\mu$ are all constant. We shall show that then $F$ satisfies a Lipschitz condition of order $|\log \mu|||\log \eta|$.

Let $x$ and $x^{\prime}>x$ be two points of $P$. If $x$ and $x^{\prime}$ are end-points of the same interval contiguous to $P$, then

$$
F\left(x^{\prime}\right)-F(x)=0 .
$$

If not, let $p$ be the order of the dissection when for the first time appear at least two black intervals in $\left(x, x^{\prime}\right)$. Thus there is at least one white interval of rank $p$ included in ( $x, x^{\prime}$ ), and so

$$
x^{\prime}-x \geqslant 2 \pi \eta^{p} .
$$

On the other hand, at the dissection of order $p-1$ there is at most one black interval ( $\beta, \beta^{\prime}$ ) in ( $x, x^{\prime}$ ). It follows that

$$
F\left(x^{\prime}\right)-F(x)=F\left(x^{\prime}\right)-F\left(\beta^{\prime}\right)+F(\beta)-F(x) \leqslant 2 \mu^{p-1}
$$

Thus

$$
F\left(x^{\prime}\right)-F(x) \leqslant A\left(x^{\prime}-x\right)^{|\operatorname{lox} \| / / / 10 \in \geqslant|},
$$

$A$ being independent of $x$.
The extension to the case in which $x$, or $x^{\prime}$, or both, are outside $P$ is immediate, since we apply the preceding inequality to the interval $\left(x_{1}, x_{1}^{\prime}\right)$, where $x_{1}$ and $x_{1}^{\prime}$ are the first and last points of $P$ in $\left(x, x^{\prime}\right)$.

Example. The Lebesgue function constructed on a symmetrical perfect set of order $d$ and of constant ratio of dissection $\xi$, belongs to $\Lambda_{\alpha}$ with $\alpha=\log (d+1) /|\log \xi|$.
4. The series $\Sigma \boldsymbol{n}^{-1-\alpha} e^{i c n \log n} e^{i n x}$

The power series

$$
\sum_{n=1}^{\infty} e^{i \operatorname{cn} \log n} \frac{e^{i n x}}{n^{i+\alpha}},
$$

which was first studied by Hardy and Littlewood, possesses many interesting properties. We suppose that $\alpha$ is real and $c$ positive.
(4.2) Theorem. If $0<\alpha<1$, the series (4.1) converges uniformly in the interval $0 \leqslant x \leqslant 2 \pi$ to a function $\phi_{\alpha}(x) \in \Lambda_{\alpha}$.

The theorem is a consequence of certain lemmas, due to van der Corput, of considerable interest in themselves.

Given a real-valued function $f(u)$ and numbers $a<b$, we set

$$
\begin{gathered}
F(u)=e^{8 \pi i f(u)}, \\
I(F ; a, b)=\int_{a}^{b} F(u) d u, \quad S(F ; a, b)=\sum_{a<n<b} F(n), \\
D(F ; a, b)=I(F ; a, b)-S(F ; a, b) .
\end{gathered}
$$

(4.3) Lemma. (i) If $f(u), a \leqslant u \leqslant b$, has a monotone derivative $f^{\prime}(u)$, and if there is a pasitive $\lambda$ such that $f^{\prime} \geqslant \lambda$ or $f^{\prime} \leqslant-\lambda$ in $(a, b)$, then $|I(F ; a, b)|<1 / \lambda$.
(ii) If $f^{\prime \prime}(u) \geqslant \rho>0$ or $f^{\prime \prime}(u) \leqslant-\rho<0$, then $|I(F ; a, b)| \leqslant 4 \rho^{-1}$.
(i) Since $I(F ; a, b)=(2 \pi i)^{-1} \int_{a}^{b} d F(u) / f^{\prime}(u)$, the second mean-value theorem, applied to the real and imaginary parts of the last integral, shows that $|I| \leqslant 2 / \pi \lambda<1 / \lambda$.
(ii) We may suppose that $f^{\prime \prime} \geqslant \rho$. (Otherwise replace $f$ by $-f$ and $I$ by $\bar{I}$.) Then $f^{\prime}$ is increasing. Suppose for the moment that $f^{\prime}$ is of constant sign in ( $a, b$ ), say $f^{\prime} \geqslant 0$. If $a<\gamma<b$, then $f^{\prime} \geqslant(\gamma-a) \rho$ in $(\gamma, b)$. Therefore

$$
|I(F ; a, b)| \leqslant|I(F ; a, \gamma)|+|I(F ; \gamma, b)| \leqslant(\gamma-a)+1 /(\gamma-a) \rho,
$$

and, choosing $\gamma$ so as to make the last sum a minimum, we find that $|I(F ; a, b)| \leqslant 2 \rho^{-1}$. In the general case ( $a, b$ ) is a sum of two intervals in each of which $f^{\prime}$ is of constant sign, and (ii) follows by adding the inequalities for these two intervals.
(4-4) Lemma. If $f^{\prime}(u)$ is monotone and $\left|f^{\prime}\right| \leqslant \frac{1}{2}$ in $(a, b)$, then
where $A$ is an absolute constant.
Suppose first that $a$ and $b$ are not integers. The sum $S$ is then $\int_{a}^{b} F(u) d \psi(u)$, where $\psi(u)$ is a function constant in the intervals $n<u<n+1$ and having jumps 1 at the points $n$. If we take $\psi(u)=[u]+\frac{1}{\frac{1}{2}}$ for $u$ non-integral ( $[u]$ being the integral part of $u$ ) and $\psi(n)=n$, then

$$
D(F ; a, b)=\int_{a}^{b} F(u) d \chi(u), \quad \text { where } \quad \chi(u)=u-[u]-\frac{1}{2} \quad(u \neq 0, \pm 1, \ldots) .
$$

The function $\chi$ has period 1, and integration by parts gives

$$
D(F ; a, b)=-I\left(F^{\prime} \chi ; a, b\right)+R, \quad|R| \leqslant 1
$$

The partial sums of $S[\chi]=-\Sigma(\sin 2 \pi n u) / \pi n$ are uniformly bounded. Multiplying $S[\chi]$ by $F^{\prime \prime}$ and integrating over $(a, b)$ we find that $D-R$ is equal to the sum of the expressions

$$
\frac{1}{2 \pi i n}\left\{\int_{a}^{b} \frac{f^{\prime}(u)}{f^{\prime}(u)+n} d e^{2 \pi i(f(u)+n u)}-\int_{a}^{b} \frac{f^{\prime}(u)}{f^{\prime}(u)-n} d e^{2 \pi\{(f(u)-m u)}\right\}
$$

for $n=1,2, \ldots$. The ratios $f^{\prime} /\left(f^{\prime} \pm n\right)$ being monotone, the second mean-value theorem shows that (4.5) numerically does not exceed $2 / \pi n\left(n-\frac{1}{2}\right)$, and so the series with terms $(4 \cdot 5)$ converges absolutely and uniformly. This completes the proof if $a$ and $b$ are not integers. If $a$ or $b$ is an integer, it is enough to observe that $D(F ; a, b)$ differs from $\lim _{\epsilon \rightarrow 0} D(F ; a+\epsilon ; b-\epsilon)$ by 1 at most.

Remark. The condition $\left|f^{\prime}\right| \leqslant \frac{1}{2}$ can be replaced by $\left|f^{\prime}\right| \leqslant 1-\epsilon$, with $\epsilon>0$, if we simultaneously replace $A$ by $\boldsymbol{A}_{\boldsymbol{c}}$.
(4•6) Lemma. If $f^{\prime \prime}(u) \geqslant \rho>0$ or $f^{\prime \prime}(u) \leqslant-\rho<0$, then

$$
|S(F ; a, b)| \leqslant\left[\left|f^{\prime}(b)-f^{\prime}(a)\right|+2\right]\left(4 \rho^{-\frac{1}{2}}+A\right) .
$$

We may suppoee that $f^{\prime \prime} \geqslant \rho$. Let $\alpha_{p}$ be the point (if any) where $f^{\prime}\left(\alpha_{p}\right)=p-\frac{1}{2}$, and let

$$
F_{p}(u)=e^{2 \pi(f(u)-p u)}
$$

for $p=0, \pm 1, \pm 2, \ldots$. Then $\left|f^{\prime}(u)-p\right| \leqslant \frac{1}{2}$ in $\left(\alpha_{p}, \alpha_{p+1}\right)$. Let $\alpha_{r}, \alpha_{r+1}, \ldots, \alpha_{r+s}$ be the points $\alpha$, if any such exist, belonging to the interval $a \leqslant u \leqslant b$. From (4.3) and (4.4) it follows that

$$
S\left(F ; \alpha_{p}, \alpha_{p+1}\right)=S\left(F_{p} ; \alpha_{p}, \alpha_{p+1}\right)=I\left(F_{p} ; \alpha_{p}, \alpha_{p+1}\right)-D\left(F_{p} ; \alpha_{p}, \alpha_{p+1}\right)
$$

does not exceed $4 \rho^{-t}+A$ in absolute value. The same holds for $S\left(F ; a, \alpha_{r}\right)$ and $S\left(F ; \alpha_{r+s}, b\right)$. Since $S(F ; a, b)$ is the sum of these expressions for the intervals ( $a, \alpha_{r}$ ), $\left(\alpha_{r}, \alpha_{r+1}\right), \ldots,\left(\alpha_{r+s}, b\right)$, whose number is $s+2=f^{\prime}\left(\alpha_{r+s}\right)-f^{\prime}\left(\alpha_{r}\right)+2$, the lemma follows.

To complete the proof of (4-2) we need the following result:
(4•7) Theorem. The partial sums $s_{N}(x)$ of the series $\sum e^{i c n \log n} e^{i n x}$ are $O\left(N^{\frac{1}{2}}\right)$, uniformly in $x$.

The function $f(u)=(2 \pi)^{-1}(c u \log u+u x)$ has an increasing derivative. If $v \geqslant 0$ is an integer and $a=2^{\nu}, b=2^{\nu+1}$, a simple application of Lemma (4.6) shows that $|S(F ; a, b)| \leqslant C 2^{2 v}$, with $C$ depending on $c$ only. The same holds if $2^{\nu}=a<b<2^{\nu+1}$. If $2^{n}<N \leqslant 2^{n+1}$, then

$$
\begin{aligned}
\left|s_{N}(x)\right| & \leqslant 1+|S(F ; 1,2)|+|S(F ; 2,4)|+\ldots+\left|S\left(F ; 2^{n}, N\right)\right| \\
& \leqslant 1+C\left(1+2^{\frac{1}{4}}+\ldots+2^{\frac{1}{n}}\right) \leqslant C_{1} 2^{\frac{1}{n}} \leqslant C_{1} N^{\frac{1}{2}},
\end{aligned}
$$

with $C_{1}$ depending on $c$ only, and (4.7) is established.
Return to (4-2). Summation by parts gives for the $N$ th partial sum of (4•1) the value

$$
\sum_{\nu=1}^{N-1} s_{\nu}(x) \Delta \nu^{-\frac{1}{-\alpha}}+s_{N}(x) N^{-\frac{1}{-\alpha}} .
$$

Since $\Delta \nu^{-t-\alpha}=O\left(\nu^{-1-\alpha}\right)$, we conclude from (4.8) and from the estimate $s_{\nu}(x)=O\left(\nu^{1}\right)$ that the partial sums of (4-1) are
(i) uniformly convergent if $\alpha>0$;
(ii) uniformly $O(\log N)$ if $\alpha=0$;
(iii) uniformly $O\left(N^{-\alpha}\right)$ if $\alpha<0$.

Let $0<\alpha<1$. Making $N \rightarrow \infty$ in (4.8) we obtain

$$
\phi_{\alpha}(x+h)-\phi_{\alpha}(x)=\sum_{\nu=1}^{\infty}\left\{s_{\nu}(x+h)-s_{\nu}(x)\right\} \Delta \nu^{-\frac{1}{2}-\alpha}=\sum_{\nu=1}^{N}+\sum_{\nu=N+1}^{\infty}=P+Q,
$$

say. Let $0<h \leqslant 1, N=[1 / h]$. The terms of $Q$ are $O\left(\nu^{2}\right) \Delta \nu^{-1-\alpha}=O\left(\nu^{-1-\alpha}\right)$ so that

$$
Q=O\left(N^{-\alpha}\right)=O\left(h^{\alpha}\right)
$$

On the other hand, since $s_{\nu}^{\prime}(x)$-apart from a numerical factor-is the partial sum of (4•1) with $\alpha=-\frac{3}{2}$, we have $s_{\nu}^{\prime}(x)=O\left(\nu^{\frac{1}{2}}\right)$, by case (iii) above. Therefore, applying the mean-value theorem to the real and imaginary parts of $s_{\nu}(x+h)-s_{\nu}(x)$, we get

$$
|P| \leqslant \sum_{\nu=1}^{N} O\left(h \nu^{\frac{1}{2}}\right) \Delta \nu^{-1-\alpha}=O(h) \sum_{1}^{N} \nu^{-\alpha}=O\left(h N^{1-\alpha}\right)=O\left(h^{\alpha}\right) .
$$

Since $P$ and $Q$ are $O\left(h^{\alpha}\right)$, so is $\phi_{\alpha}(x+h)-\phi_{\alpha}(x)$; and thus $\phi_{\alpha} \in \Lambda_{\alpha}$.
Theorem (4.2) ceases to be true when $\alpha=0$. It may be shown that in this case (4.1) is nowhere summable $A$ and so certainly is not a Fourier series. (Another interesting consequence is that the function

$$
\sum_{1}^{\infty} e^{i c n \log n} n^{\alpha}-z^{n}
$$

which is regular for $|z|<1$, cannot be continued across $|z|=1$ for any $\alpha$.) However, we have
(4.9) Theorem. If $\beta>1$ and $c$ is positive, the series

$$
\sum_{n=2}^{\infty} \frac{e^{i c n} \log n}{n^{\frac{1}{2}}(\log n)^{\beta}} e^{i n x}
$$

converges uniformly for $0 \leqslant x \leqslant 2 \pi$.

We replace $\Delta \nu^{-\frac{1}{-1}}$ by $\Delta \nu^{-\frac{1}{2}} \log ^{-\beta} \nu=O\left(\nu^{-\frac{1}{2}} \log ^{-\beta} \nu\right), N^{-\frac{1}{-\alpha}}$ by $N^{-\frac{1}{2}} \log ^{-\beta} N$ in (4.8), and observe that a series with terms $O\left(\nu^{-1} \log ^{-\beta} \nu\right)$ converges.
(4•11) Theorem. There is a continuous function $f(x)$ such that, if $a_{n}, b_{n}$ are the Fourier coefficients of $f$, the series $\sum\left(\left|a_{n}\right|^{2-\epsilon}+\left|b_{n}\right|^{2-c}\right)$ diverges for every $\epsilon>0$.

For if $f(x)$ is either the real or imaginary part of the function (4•10), with $\beta>1$, and if $\rho_{n}=\left(a_{n}^{2}+b_{n}^{2}\right)^{\frac{1}{2}}$, then $\rho_{n}=n^{-\frac{1}{2}} \log ^{-\beta} n, \Sigma \rho_{n}^{2-\epsilon}$ diverges, and this is equivalent to the divergence of $\Sigma\left(\left|a_{n}\right|^{2-e}+\left|b_{n}\right|^{2-0}\right)$.

## 5. The series $\Sigma \nu^{-\beta} e^{i \nu \alpha} e^{i v x}$

We shall now discuss the series

$$
\sum_{\nu=1}^{\infty} \nu^{-\beta} e^{i \nu x} e^{i \nu x}
$$

Here, once for all, $0<\alpha<1,-\pi \leqslant x \leqslant \pi$.
(5-2) Theorem. (i) If $\beta>1-\frac{1}{2} \alpha\left(>\frac{1}{2}\right)$, the series (5.1) converges uniformly to a continuous sum $\psi_{\alpha, \beta}(x)$.
(ii) If, in addition, $\frac{1}{2} \alpha+\beta<2$, then $\psi_{a, \beta}(x) \in \Lambda_{\frac{1}{1 \alpha+\beta-1}}$.

For fixed $x$ and for $u>0$, the function $f(u)=(2 \pi)^{-1}\left(u^{\alpha}+u x\right)$ has a decreasing derivative

$$
f^{\prime}(u)=(2 \pi)^{-1}\left(\alpha u^{\alpha-1}+x\right) .
$$

Hence, $n_{0}$ being any positive integer, (4-3) (ii) gives

$$
\left|\int_{n_{0}}^{n} e^{2 \pi i f(u)} d u\right| \leqslant 4(2 \pi)^{\frac{1}{2}}\{\alpha(1-\alpha)\}^{-\frac{1}{2}} n^{1-\frac{1}{2} \alpha}=A_{\alpha} n^{1-\frac{1}{\alpha} \alpha} \quad\left(n \geqslant n_{0}\right) .
$$

Since $f^{\prime}(u) \rightarrow x / 2 \pi$ as $u \rightarrow \infty$, we have $\left|f^{\prime}(u)\right| \leqslant \frac{3}{4}$ for $u \geqslant n_{0}$ and $n_{0}$ large enough. By Lemma (4-4), and the Remark following it, $\left|D\left(F ; n_{0}, n\right)\right| \leqslant A$. Combining this with (5•4), we get

$$
\left|\sum_{\nu=1}^{n} e^{i \nu^{\alpha}} e^{i v x}\right| \leqslant\left|\sum_{1}^{n_{0}}+\left|\sum_{n_{0}+1}^{n}\right|<n_{0}+O\left(n^{1-k \alpha}\right)+A=O\left(n^{1-\frac{1}{} \alpha}\right) .\right.
$$

Let $s_{n}(x)$ be the sum on the left. Then, summing by parts,we get for the $N$ th partial sum of (5•1),

$$
\sum_{n=1}^{N-1} s_{n}(x) \Delta n^{-\beta}+s_{N}(x) N^{-\beta} .
$$

The terms of the sum here are $O\left(n^{1-\frac{1}{2}}\right) \cdot O\left(n^{-\beta-1}\right)=O\left(n^{-\frac{1}{2}-\beta}\right)$, and $s_{N} N^{-\beta}=O\left(N^{1-1 \alpha-\beta}\right)$. It follows that, under the hypotheses of (i), (5-5) tends uniformly to a limit as $N \rightarrow \infty$.

We also observe that if $\frac{1}{2} \alpha+\beta=1$ then (5.5) is uniformly $O(\log N)$, and if $\frac{1}{2} \alpha+\beta<1$ it is uniformly $O\left(N^{1-\frac{1}{2}-\beta}\right)$.

To prove (ii), we make $N \rightarrow \infty$ in (5.5). We have

$$
\begin{gathered}
\psi_{\alpha, \beta}(x)=\sum_{1}^{\infty} s_{n}(x) \Delta n^{-\beta}, \\
\psi_{\alpha, \beta}(x+h)-\psi_{\alpha, \beta}(x)=\sum_{1}^{\infty}\left\{s_{n}(x+h)-s_{n}(x)\right\} \Delta n^{-\beta}=\sum_{1}^{N}+\sum_{N+1}^{\infty}=P+Q
\end{gathered}
$$

say, where $0<h \leqslant 1$ and $N=[1 / h]$. The terms of $Q$ are $O\left(n^{1-1 a}\right) \cdot O\left(n^{-\beta-1}\right)=O\left(n^{-\frac{1}{2}-\beta}\right)$. Hence $\dagger$

$$
Q=O\left(N^{1-\frac{1}{2} \alpha-\beta}\right)=O\left(h^{\frac{1}{\alpha+\beta-1}}\right)
$$

Applying the mean-value theorem to the real and imaginary parts of $s_{n}$, and using the remark just made (for $\beta=-1$ ), we find that the terms of $P$ are $O\left(h n^{2-1 \alpha}\right) . O\left(n^{-\beta-1}\right)$. Hence

$$
P=O\left(h N^{\varepsilon-1} \alpha-\beta\right)=O\left(h^{\frac{1}{a+\beta-1}}\right)
$$

It follows that $\psi_{a, \beta} \in \Lambda_{\dot{q} \alpha+\beta-1}$.
(5.6) Theorem. Let $\beta>0$. Then
(i) the series $\Sigma \nu^{-\beta} e^{i \nu \mu} e^{i \nu x}$ converges uniformly for $\epsilon \leqslant|x| \leqslant \pi, \epsilon>0$, and, in particular, converges for $x \neq 0$;
(ii) if $\frac{1}{2} \alpha+\beta<1$, the sum $\psi_{\alpha, \beta}(x)$ of the series is
$O\left(x^{-(1-\alpha-\beta)(1-\alpha)}\right), \quad O(\log 1 / x), \quad O(1)$ for $x \rightarrow+0$, according as $\alpha+\beta<1,=1,>1$,
and is

$$
O\left(|x|^{-(1-1-\alpha-\beta x(a-\alpha)}\right) \text { for } x \rightarrow-0 ;
$$

(iii) if $\frac{1}{2} \alpha+\beta=1$, then

$$
\psi_{\alpha, \beta}(x)=O(1) \text { for } x \rightarrow+0, \quad \psi_{\alpha, \beta}(x)=O(\log |x|) \text { for } x \rightarrow-0
$$

(iv) if $\beta>\frac{1}{2} \alpha,(5 \cdot 1)$ is $\mathrm{S}\left[\psi_{\alpha, \beta}\right]$.
(i) For $\epsilon \leqslant|x| \leqslant \pi$ and $u \geqslant n_{0}=n_{0}(\epsilon),\left|f^{\prime}(u)\right|$ has a positive lower bound. By Lemma (4.3) (i), the left-hand side of (5.4) is uniformly bounded. Using Lemma (4.4) and the Remark to it, we see that the partial sums $s_{n}(x)$ of $\Sigma e^{\ell \nu a+v x)}$ are uniformly bounded for $\epsilon \leqslant|x| \leqslant \pi$. An application of partial summation completes the proof of (i).
(ii) By $C$ we shall here denote a positive constant independent of $x$ and $n$. First, let $0<x \leqslant \pi$. We shall show that

$$
\begin{equation*}
\left|s_{n}(x)\right| \leqslant C n^{1-\alpha}, \quad\left|s_{n}(x)\right| \leqslant C / x \quad(0<x \leqslant \pi) . \tag{5•7}
\end{equation*}
$$

In virtue of (4.4) and (i), it is enough to prove that, for $x$ small enough, these inequalities are satisfied by the integrals $I_{n}(x)=\int_{1}^{n} e^{i \nu^{\alpha}} e^{i v x} d \nu$. The new inequalities follow immediately, if we observe (see (5-3)) that $f^{\prime}(u)$ exceeds both $C u^{\alpha-1}$ and $C x$, and apply (4.3).

For fixed $x$, the first inequality (5•7) is more advantageous if $n$ is small, the second if $n$ is large. For $n \sim x^{1 /(a-1)}$, the right-hand sides in (5.7) are of the same order. Hence, setting $M=\left[x^{1 /(\alpha-1)}\right]$, we have

$$
\psi_{\alpha, \beta}(x)=\sum_{n=1}^{\infty} s_{n}(x) \Delta n^{-\beta}=\sum_{1}^{M}+\sum_{M+1}^{\infty}=A+B
$$

The terms of $A$ are $O\left(n^{1-\alpha}\right) \cdot O\left(n^{-\beta-1}\right)$, and the terms of $B$ are $O\left(x^{-1} \Delta n^{-\beta}\right)$. It follows that, if $\alpha+\beta<1$, then

$$
\psi_{\alpha, \beta}(x)=O\left(M^{1-\alpha-\beta}\right)+O\left(x^{-1} M^{-\beta}\right)=O\left(x^{-(1-\alpha-\beta K 1-\alpha)}\right) .
$$

Similarly we get the other estimates in (ii) for $x \rightarrow+0$.
The case $-\pi \leqslant x<0$ is slightly less simple, since then $f^{\prime}(u)$ is not of constant sign. The single zero of $f^{\prime}$ is

$$
u_{0}=u_{0}(x)=(|x| \mid \alpha)^{-1 / 1-\alpha)} .
$$

[^10]It tends to $\infty$ as $x \rightarrow-0$, and we need only consider small $x$. Clearly $\left|f^{\prime}\right| \geqslant C|x|$ for $u \geqslant 2 u_{0}$. Set $N=\left[2 u_{0}\right]$ and split the series ( $5 \cdot 1$ ) into two parts, $\Sigma_{1}$ and $\Sigma_{2}$, corresponding to $n \leqslant N$ and $n>N$. Since in any case $s_{n}(x)=O\left(n^{1-\frac{1}{2}}\right)$ uniformly in $x$, we have, by (5.5),

$$
\Sigma_{1}=O\left(\left(2 u_{0}\right)^{1-1 \alpha-\beta}\right)=O\left(|x|^{-1-1-1 \alpha-\beta)(1-\alpha)}\right)
$$

If we can get the same estimate for $\Sigma_{2}$, the proof of (ii) in the case $x<0$ will be complete.
Now, summing by parts,

$$
\Sigma_{2}=\sum_{N+1}^{\infty}\left\{s_{n}(x)-s_{N}(x)\right\} \Delta n^{-\beta} .
$$

Using the fact that $\left|f^{\prime}\right| \geqslant C|x|$ for $u \geqslant N+1$ and applying Lemmas (4.4) and (4.3) (i), we obtain $s_{n}(x)-s_{N}(x)=O\left(x^{-1}\right)$ for $n>N$, which leads to

$$
\Sigma_{2}=O\left(x^{-1} N^{-\beta}\right)=O\left(|x|^{-(1-\alpha-\beta)(1-\alpha)}\right)=O\left(|x|^{-(1-1-\alpha-\beta)(1-\alpha)}\right) .
$$

(iii) The proof is contained in that of (ii).
(iv) It follows from (i), (ii) and (iii) that the function $\psi_{\alpha, \beta}(x)$ is always integrable L over $(0, \pi)$. The estimates for $x \rightarrow-0$ involve a much larger order of magnitude, since the exponent $\left(1-\frac{1}{2} \alpha-\beta\right) /(1-\alpha)$ can be arbitrarily large if $1-\alpha$ and $\beta$ are sufficiently small. However, $\psi_{a, \beta}$ is L-integrable over $(-\pi, 0)$ if $\beta>\frac{1}{2} \alpha$.

On the other hand, it is easy to see that (5•1) is a Fourier-Riemann series if merely $0<\alpha<1, \beta>0$. For, when it is integrated termwise with respect to $x$, it converges absolutely and uniformly to a continuous function $\Psi(x)$, such that $\Psi^{\prime}(x)=\psi_{\alpha, \beta}(x)$ for $x \neq 0$ (see (i)). Thus $\Psi(x)$ is the Riemann integral of $\psi_{\alpha, \beta}(x)$, and (5•1) a Fourier-Riemann series of $\psi_{\alpha, \beta}$. Hence, for $\beta>\frac{1}{2} \alpha$, we have a Fourier-Lebesgue series.

The special case $\beta=\frac{1}{2} \alpha$ in (5.6) (ii) leads to the estimate $O(1 / x)$ for $x \rightarrow-0$. For a later application we shall need the following result:
(5.8) Theorem. If $0<\alpha<1$ and $\gamma$ is real, the function

$$
\begin{equation*}
\chi_{\alpha, \gamma}(x)=\sum_{2}^{\infty} n^{-\xi \alpha}(\log n)^{-\gamma} e^{i n^{\alpha}} e^{i n x} \tag{5.9}
\end{equation*}
$$

is of the form

$$
O\left(x^{-\left(1-\frac{1}{2} \alpha k(1-\alpha)\right.} \log ^{-\gamma} \frac{1}{x}\right) \text { and } O\left(x^{-1} \log ^{-\gamma} \frac{1}{|x|}\right) \text { for } x \rightarrow+0 \text { and } x \rightarrow-0 \text {, }
$$

respectively. Moreover, if $\gamma>1, \chi_{\alpha, \gamma}$ is integrable and (5.9) is $\mathrm{S}\left[\chi_{\alpha, \gamma}\right]$.
The procf is essentially the same as that of parts (ii) and (iv) of (5.6).

## 6. Lacunary series

Lacunary trigonometric series are series in which the terms that differ from zero are 'very sparse'. Such series may be written in the form

$$
\sum_{k=1}^{\infty}\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right)=\sum_{k=1}^{\infty} A_{n_{k}}(x)
$$

supposing for simplicity that the constant term also vanishes. We define a lacunary series more specifically as one for which the $\boldsymbol{n}_{\boldsymbol{k}}$ satisfy for all $k$ an inequality

$$
n_{k+1} / n_{k}>q>1
$$

that is, for which they increase at least as rapidly as a geometric progression with ratio greater than 1.

Given a lacunary series ( $6 \cdot 1$ ), consider the sum

$$
\sum_{k=1}^{\infty}\left(a_{k}^{2}+b_{k}^{2}\right)=\sum_{k=1}^{\infty} \rho_{k}^{2} .
$$

(6.3) Theorem. If $\Sigma \rho_{k}^{2}$ is finite, the series $\Sigma A_{n_{k}}(x)$ converges almost everywhere.

Let $s_{m}(x)$ and $\sigma_{m}(x)$ denote the partial sums and the arithmetic means of $\Sigma A_{n_{k}}(x)$ with the vacant terms replaced by 0 's. The sequence $\sigma_{m}(x)$ converges almost everywhere and (6.3) follows from the fact that $s_{m}(x)-\sigma_{m}(x) \rightarrow 0$ for every $x$ (Chapter III, (1-27)).

The converse of $(6 \cdot 3)$ is also true and lies deeper. If $\Sigma A_{n_{t}}(x)$ converges in a set of points of positive measure, then $\Sigma \rho_{k}^{2}$ is finite. We shall prove an even more general theorem. Let $\mathrm{T}^{*}$ be any linear method of summation satisfying the first and third conditions of regularity (Chapter III, § 1); the second need not be satisfied. All linear methods of summation used in analysis are T* methods.
(6.4) Theorem. If $\Sigma A_{n_{k}}(x)$ is summable $\mathrm{T}^{*}$ in a set $E$ of positive measure, then $\Sigma \rho_{k}^{2}$ converges.

We need the following lemma:
(6.5) Lemma. Suppose we are given a set $\mathscr{E} \subset(0,2 \pi)$ of positive measure, and numbers $\lambda>1, q>1$. Then there exists an integer $h_{0}=h_{0}(\mathscr{E}, \lambda, q)$ such that for any trigonometric polynomial $P(x)=\sum\left(a_{j} \cos n_{j} x+b_{j} \sin n_{j} x\right)$ with $n_{j+1} / n_{j}>q>1$ and $n_{1} \geqslant h_{0}$ we have

$$
\lambda^{-1}|\mathscr{E}| \frac{1}{2} \Sigma\left(a_{j}^{2}+b_{j}^{2}\right) \leqslant \int_{\mathcal{S}} P^{2}(x) d x \leqslant \lambda|\mathscr{E}| \frac{1}{2} \Sigma\left(a_{j}^{2}+b_{j}^{2}\right) .
$$

The inequalities hold also if $P(x)$ is an infinite series with $\Sigma\left(a_{j}^{2}+b_{j}^{2}\right)<\infty$.
Write the polynomial $P$ in the complex form $\Sigma c_{\nu} e^{i n_{\nu} x}$, with $n_{-\nu}=-n_{\nu}$. Then

$$
\Sigma\left|c_{\nu}\right|^{2}=\frac{1}{2} \Sigma\left(a_{\nu}^{2}+b_{\nu}^{2}\right) .
$$

We have

$$
\begin{align*}
\int_{\mathcal{E}} P^{2}(x) d x & =\int_{\mathcal{E}}\left(\Sigma c_{\mu} e^{i n_{\mu} x}\right)\left(\sum \bar{c}_{\nu} e^{-i n_{\nu} x}\right) d x \\
& =|\mathscr{E}| \Sigma\left|c_{\nu}\right|^{8}+\sum_{\mu+\nu} c_{\mu} \bar{c}_{\nu} \int_{\mathcal{E}} e^{i\left(n_{\mu}-n_{\nu}\right) x} d x .
\end{align*}
$$

Let $\gamma_{m}$ denote the complex coefficients of the characteristic function of 8 . The last integral is then $2 \pi \gamma_{n_{\nu}-n_{\mu}}$. By Schwarz's inequality, the modulus of the last sum does not exceed

$$
2 \pi\left(\sum_{\mu, \nu}\left|c_{\mu} c_{\nu}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{\mu+\nu}\left|\gamma_{n_{\nu}-n_{\mu}}\right|^{2}\right)^{\frac{1}{2}}=2 \pi\left(\sum_{\nu}\left|c_{\nu}\right|^{2}\right)\left(\sum_{\mu+\nu}\left|\gamma_{n_{\nu}-n_{\mu}}\right|^{\ell}\right)^{\frac{1}{2}} .
$$

We assert that there exists a number $\Delta=\Delta(q)$ such that no integer $N$ can be represented more than $\Delta$ times in the form $n_{\nu}-n_{\mu}$ with $\mu \neq \nu$.

It is enough to assume that $0<\mu<\nu$ and consider the two cases:
(i) $N=n_{\nu}+n_{\mu}$,
(ii) $N=n_{\nu}-n_{\mu}$.

In case (i) we have $\frac{1}{2} N<n_{\nu}<N$, and since the $n_{\nu}$ increase at least as rapidly as $q^{\nu}$, the number of $n_{\nu}$ satisfying this inequality does not exceed $y+1$, where $q^{\nu}=2$. In case (ii), since $n_{\mu}<n_{\nu} / q$, we have $n_{\nu}-n_{\nu} / q<N$, that is $n_{\nu}<N q /(q-1)$. On the other hand, $n_{\nu}>N$. Since the number of the $n_{\nu}$ between $N$ and $N q /(q-1)$ is bounded (the bound depending on $q$ ), the existence of $\Delta(q)$ follows.

Thus the last factor on the right of (6.8) does not exceed $\left\{2 \Delta\left(\left|\gamma_{h}\right|^{2}+\left|\gamma_{h+1}\right|^{2}+\ldots\right)\right\}^{1}$, where $h$ is the least integer representable in the form $n_{\nu}-n_{\mu}$ with $1 \leqslant \mu<\nu$. But

$$
n_{\nu}-n_{\mu} \geqslant n_{\nu}-n_{\nu-1} \geqslant n_{\nu}\left(1-q^{-1}\right) \geqslant n_{1}\left(1-q^{-1}\right) .
$$

This shows that $h$ is large with $n_{1}$.
The $\gamma^{\prime}$ s depend only on $\mathscr{E}$, and $\Sigma\left|\gamma_{\nu}\right|^{2}=|\mathscr{\delta}|(2 \pi)^{-1} \leqslant 1$. Hence if $n_{1}$ is large enough, $n_{1} \geqslant h_{0}(\mathbb{E}, \lambda, q)$, we can make the right-hand side of (6.8) less than

$$
\left(1-\lambda^{-1}\right)|\delta|<(\lambda-1)|\delta|,
$$

and we obtain (6.6) in virtue of (6.7).
If $P$ is an infinite series with $\Sigma\left(a_{j}^{\mathbf{2}}+b_{j}^{\mathbf{2}}\right)$ finite, we first apply (6.6) to the partial sums $P_{l}$ of $P$. Then making $l \rightarrow \infty$ and observing that

$$
\int_{e} P_{l}^{2} d x \rightarrow \int_{e} P^{2} d x
$$

we get the required result.
Passing to the proof of (6.4), we denote by $\beta_{m n}$ the elements of the matrix $\mathrm{T}^{*}$ considered. The hypothesis is that for every $x \subset E$ each of the series $\sum_{n} \beta_{m n} \delta_{n}(x)$, $m=0,1,2, \ldots$, converges to a sum $\tau_{m}(x)$, which tends to a finite limit as $m \rightarrow \infty$. We begin with the case when the matrix is row-finite. If we set $\beta_{m n}+\beta_{m, n+1}+\ldots=R_{m n}$, then

$$
\begin{equation*}
\tau_{m}(x)=\sum_{k=1}^{\infty} A_{n_{k}}(x) R_{m n_{k}} \tag{6.9}
\end{equation*}
$$

where $A_{n_{k}}(x)=a_{k} \cos n_{k} x+b_{k} \sin n_{k} x$. The sum here has only a finite number of terms different from zero. Since $\tau_{m}(x)$ converges in $E$, we can find a subeet $\mathcal{E}$ of $E$ with $|\mathcal{B}|>0$ and a number $M$ such that $\left|\tau_{m}(x)\right| \leqslant M$ for all $x \in \mathcal{E}$ and all $m$. (For $E=E_{1}+E_{2}+\ldots$, where $E_{p}$ is the set of points $x \in E$ such that $\left|\tau_{m}(x)\right| \leqslant p$ for all $m$. At least one set $E_{p}$, say $E_{M}$, is of positive measure and may be taken for 8 .)

We now apply (6.5) with $\lambda=2$. The set $\mathscr{E}$ and the numbers $q$, $\lambda$ determine an integer $h_{0}$ such that (6.6) holds for $n_{1}>h_{0}$. The latter condition may be assumed satisfied here, since we may always reject a finite number of terms from $\Sigma A_{n_{k}}(x)$ without influencing its summability $\mathrm{T}^{*}$ (although this can affect the value of the constant $M$ ). Thus

$$
\begin{gathered}
\left\{|\mathcal{B}| \sum_{k}\left(a_{k}^{2}+b_{k}^{2}\right) R_{m n_{k}}^{2} \leqslant \int_{C} \tau_{m}^{2}(x) d x \leqslant M^{2}|\mathcal{B}|,\right. \\
\Sigma\left(a_{k}^{2}+b_{k}^{2}\right) R_{m n_{k}}^{2} \leqslant 4 M^{2} .
\end{gathered}
$$

Let now $K>0$ be any fixed integer. Since $\lim _{m \rightarrow \infty} R_{m n_{k}}=1, k=1,2, \ldots$, the last inequality gives

$$
\sum_{k=1}^{K}\left(a_{k}^{2}+b_{k}^{2}\right) R_{m n_{k}}^{2} \leqslant 4 M^{2}, \quad \sum_{k=1}^{K}\left(a_{k}^{2}+b_{k}^{k}\right) \leqslant 4 M^{2}
$$

and the convergence of (6.2) follows.

We can remove the restriction on $\left\{\beta_{p q}\right\}$ to be row-finite, as follows. Let $\tau_{m}^{*}(x)$ be an expression analogous to $\tau_{m}(x)$ (cf. (6.9)), except that the upper limit of summation is not $+\infty$ but a number $N=N(m)$. We take $N$ so large that the following conditions are satisfied:
(a) $\left|\tau_{m}(x)-\tau_{m}^{*}(x)\right|<1 / m \quad$ for $x \in E-E^{m}, \quad\left|E^{m}\right|<|E| 2^{-m-1}$;
(b) $\lim _{m \rightarrow \infty}\left(\beta_{m 0}+\beta_{m 1}+\ldots+\beta_{m N}\right)=1$.

If $E^{*}=E^{1}+E^{2}+\ldots$, then $\left|E^{*}\right|<|E|$, and in the set $E-E^{*}$, which is of positive measure, the linear means $\tau_{m}^{*}(x)$ tend to a finite limit. But condition (b) ensures that the $\tau_{m}^{*}(x)$ are $T^{*}$ means corresponding to a matrix with only a finite number of terms different from zero in each row. Thus the general case is reduced to the special one already dealt with.

Remarks. (a) If the $\Sigma \rho_{k}^{2}$ is infinite, (6-4) implies that $\Sigma A_{n_{k}}(x)$ is non-summable almost everywhere by any method of summation. Considering, in particular, the method ( $\mathrm{C}, 1$ ) we get: If $\Sigma \rho_{k}^{2}$ diverges, $\Sigma A_{n_{k}}(x)$ is not a Fourier series.
(b) If $\Sigma \rho_{k}^{2}$ is infinite, then not only does the sequence of the partial sums of $\Sigma A_{n_{r}}(x)$ diverge almost everywhere, but so does every subsequence of this sequence. For selecting such a subsequence amounts to an application of a linear method of summation, in whose matrix each row consists entirely of zeros except for a single element 1 .
(c) The proof of ( $6 \cdot 4$ ) holds if we assume that $\Sigma A_{n_{i}}(x)$ is merely bounded $\mathrm{T}^{*}$ at every point of $E,|E|>0$. For some problems it is desirable to have a similar result for one-sided boundedness.
(6-10) Theorem. Suppose that $\Sigma \rho_{k}^{2}$ diverges, and let $\tau_{m}(x)$ be the $T^{*}$ means of $\Sigma A_{n_{k}}(x)$. Then the set of points $x$ at which

$$
\tau_{m}^{+}(x)=o\left\{\sum_{k=1}^{\infty} \rho_{k}^{2} R_{m n_{k}}^{2}\right\}^{\frac{1}{2}} \quad\left(\rho_{k}^{2}=a_{k}^{2}+b_{k}^{2}\right)
$$

is of measure zero.
Here $\tau_{m}^{+}(x)=\max \left\{0, \tau_{m}(x)\right\}$. The sum in curly brackets, which we shall denote by $\Gamma_{m}^{2}$, tends to $+\infty$ with $m$, since $R_{m n_{4}} \rightarrow 1$ for fixed $k$. Hence (6.10) implies that if the $\mathrm{T}^{*}$ means of $\Sigma A_{n_{r}}(x)$ are bounded above (or below) at every point of a set of positive measure, the series $\Sigma \rho_{k}^{2}$ converges.

Suppose that we have (6.11) for every $x \in E,|E|>0$, and that $\Sigma \rho_{k}^{2}$ diverges. Given any $\epsilon>0$, there is a set $\mathscr{E} \subset E$ with $|\mathscr{E}|>\frac{1}{2}|E|$ such that $\tau_{m}(x) / \Gamma_{m} \leqslant \epsilon$ in $\mathscr{E}$, for $m>m_{0}$. By dropping the few first terms of $\Sigma A_{n_{4}}(x)$, we may, without changing $\mathscr{E}$, suppose $n_{1}$ as large as we please. Let $\alpha_{n}, \beta_{n}$ be the Fourier coefficients of the characteristic function of the set $\mathscr{E}$. Then

$$
\begin{aligned}
\int_{\mathcal{E}}\left|\tau_{m}(x)\right| d x & \leqslant \int_{\mathcal{E}}\left\{\left|\tau_{m}(x)-\epsilon \Gamma_{m}\right|+\epsilon \Gamma_{m}\right\} d x=\int_{\mathcal{f}}\left\{2 \epsilon \Gamma_{m}-\tau_{m}(x)\right\} d x \\
& =2 \epsilon \Gamma_{m}|\mathscr{E}|-\pi \sum_{k=1}^{\infty}\left(\alpha_{n_{k}} a_{k}+\beta_{n_{k}} b_{k}\right) R_{m n_{k}} \leqslant 2 \varepsilon \Gamma_{m}|\mathcal{E}|+\pi \Gamma_{m}\left\{\mathcal{\Sigma}\left(\alpha_{n_{k}}^{\mathbb{8}}+\beta_{n_{k}}^{\ell}\right)\right\}^{\ell} .
\end{aligned}
$$

The right-hand side here is less than $\epsilon \Gamma_{m}(2|\mathscr{E}|+\pi)$ if $n_{1}$ is large enough. This shows that

$$
\int_{\delta}\left|\tau_{m}\right| d x=o\left(\Gamma_{m}\right)
$$

By (6.5), the left-hand side of

$$
\int_{\delta} \tau_{m}^{2} d x \leqslant\left(\int_{\delta}\left|\tau_{m}\right| d x\right)^{\frac{1}{2}}\left(\int_{e} \tau_{m}^{l} d x\right)^{t}
$$

(an immediate consequence of Hölder's inequality) exceeds some fixed multiple of $\Gamma_{m}^{2}$ for $n_{1}$ large enough. By Theorem (8.20), which will be proved below, the integral $\int_{\delta} \tau_{m}^{4} d x\left(\leqslant \mathbb{M}_{4}^{4}\left[\tau_{m}\right]\right)$ does not exceed a fixed multiple of $\Gamma_{m}^{4}$. Thus, $\int_{f}\left|\tau_{m}\right|$ exceeds some fixed multiple of $\Gamma_{m}$. This contradicts (6.12) and proves Theorem (6.10).

In this argument we tacitly assumed that the $\Gamma_{m}$ were finite. This follows from the hypothesis that the series defining $\tau_{m}(x)$ converges in a set of positive measure.

Consider the two lacunary series

$$
\Sigma b^{-n \alpha} \cos b^{n} x=f_{\alpha}(x), \quad \Sigma b^{-n \alpha} \epsilon_{n} \cos b^{n} x=g_{\alpha}(x)
$$

(already discussed in Chapter II, §4), where $\alpha$ is positive, $b$ is an integer not less than 2 , and $\epsilon_{n} \rightarrow 0$. From (6.4) we deduce that, if $0<\alpha \leqslant 1$, then the continuous function $f_{\alpha}(x)$ is differentiable at most in a set of measure zero. For

$$
\underset{2 h}{f_{\alpha}(x+h)-f_{\alpha}(x-h)}=-\Sigma b^{n(1-\alpha)} \sin b^{n} x\left(\frac{\sin b^{n} h}{b^{n} h}\right) .
$$

At every point of differentiability of $f_{\alpha}$ the left-hand side tends to $f_{\alpha}^{\prime}(x)$ as $h \rightarrow 0$, which means that $S^{\prime}\left[f_{\alpha}\right]=-\Sigma b^{n(1-\alpha)} \sin b^{n} x$ is summable by a linear method of summation to a finite limit. Hence, if $f_{\alpha}^{\prime}$ existed in a set of positive measure, we should have $\Sigma b^{2 n(1-\alpha)}<\infty$, which is false.

This result asserts less than the classical result of Weierstrass-Hardy (seep.48) that $f_{\alpha}$ is nowhere differentiable if $0<\alpha \leqslant 1$. The proof of the latter result, however, uses the special structure of the coefficients and exponents in $S[f]$, while the proof given above is valid for general lacunary series for which no such results are possible (see Example 17, p. 230). For example, the above proof shows that $g_{1}(x)$ is almost nowhere differentiable if $\Sigma \epsilon_{n}^{2}=\infty$. On the other hand, we know that $g_{1}(x)$ is smooth and so certainly differentiable in a set of points having the power of the continuum (Chapter II, §3).

Theorem (6.4) shows that if a lacunary series 'behaves well' on a set $E$ of positive measure, then it 'behaves well' in $(0,2 \pi)$. We shall now give another example of this principle.
(6-13) Theorem. (i) Suppose that $\Sigma A_{n_{k}}(x)$ converges on a set $E,|E|>0$, to a function $f(x)$ which coincides on $E$ with another function $g(x)$ defined over an interval $I=(\alpha, \beta)>E$ and analytic on $I$. Then the series

$$
\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right) \rho^{n_{k}}
$$

converges in some circle $|z|<1+\epsilon\left(z=\rho e^{i x}, \epsilon>0\right)$.
(ii) If $\Sigma A_{n_{k}}(x)$ converges to zero on $a$ set $E$ of positive measure, then the series vanishes identically $\dagger$.

The hypothesis concerning $g$ means that in the neighbourhood of every point $x \in(\alpha, \beta), g$ is represented by a power series.
(6-14) Lemma. If $H$ is any measurable set in $(0,2 \pi)$, then we can find a sequence of numbers $h_{m}>0$ such that for almost all $x \in H$ and for $m>m_{0}(x)$ the points $x \pm h_{m}$ are in $H$.

Let $\chi(x)$ be the characteristic function of $H$. Then

$$
I(t)=\int_{0}^{2 \pi}|\chi(x+t)-\chi(x)| d x \rightarrow 0
$$

as $t \rightarrow 0$. By Theorem (11.6) of Chapter I there is a sequence $k_{m} \rightarrow 0$ such that $\chi\left(x+k_{m}\right)-\chi(x) \rightarrow 0$ almost everywhere, and so also almost everywhere in $E$. Since $\chi$ only takes the values 0 and 1 , we have $\chi\left(x+k_{m}\right)=\chi(x)$ for almost all $x \in E$ and $m>m_{0}(x)$. Moreover, $\left\{k_{m}\right\}$ may be asubsequence of any sequence tending to 0 . Therefore, repeating the argument with the integral $J\left(k_{m}\right)=\int_{0}^{2 \pi}\left|\chi\left(x-k_{m}\right)-\chi(x)\right| d x$ we obtain an $\left\{h_{m}\right\}$ with the required properties.

We apply this to $H=E$ in (6.13)(i). For almost all $x \in E$ and sufficiently large $m$,

$$
\frac{g\left(x+h_{m}\right)-g\left(x-h_{m}\right)}{2 h_{m}}=\frac{f\left(x+h_{m}\right)-f\left(x-h_{m}\right)}{2 h_{m}}=\Sigma n_{k}\left(b_{k} \cos n_{k} x-a_{k} \sin n_{k} x\right) \frac{\sin n_{k} h_{m}}{n_{k} h_{m}}
$$

As $m \rightarrow \infty$, the left-hand side here tends to $g^{\prime}(x)$. It follows that the series

$$
\Sigma n_{k}\left(b_{k} \cos n_{k} x-a_{k} \sin n_{k} x\right)
$$

is summable by a linear method of summation almost everywhere in $E$. Let $S, S^{\prime}, S^{\prime \prime}, \ldots$ denote respectively the series $\Sigma A_{n_{k}}(x)$ and the series obtained from it by successive termwise differentiations. By (6•4), $\Sigma n_{k}^{2}\left(a_{k}^{2}+b_{k}^{2}\right)$ converges. Hence there is a subset $E_{1} \subset E,\left|E_{1}\right|=|E|$, such that $S^{\prime}$ converges in $E_{1}$ to sum $g^{\prime}(x)$. Similarly, repeating the argument, there is a set $E_{2} \subset E_{1},\left|E_{2}\right|=\left|E_{1}\right|$, such that $S^{\prime \prime}$ converges in $E_{\mathbf{2}}$ to sum $g^{\prime \prime}(x)$, and so on.

All the $S^{(\nu)}$ converge in the set $E^{*}=E E_{1} E_{2} \ldots$. Clearly $\left|E^{*}\right|=|E|$. We apply Lemma (6.5) with $\lambda=2$, to $P=S^{(\nu)}, \mathscr{E}=E^{*}$. We may suppose $n_{1}$ so large that ( $6 \cdot 6$ ) holds. Thus, with $\gamma_{k}^{2}=a_{k}^{2}+b_{k}^{2}$,

$$
\Sigma \gamma_{k}^{2} n_{k}^{2 \nu} \leqslant \overbrace{\left|E^{*}\right|}^{4} \int_{E^{0}}\left|g^{(\nu)}(x)\right|^{2} d x
$$

We may further suppose that the interval $(\alpha, \beta)$ is closed. The classical inequality of Cauchy for the coefficients of power series then gives

$$
\left|g^{(\nu)}(x)\right| \leqslant M \nu!\delta \rightarrow \quad(\alpha \leqslant x \leqslant \beta, \nu=1,2, \ldots)
$$

with suitable $M$ and $\delta$. Applying this to (6.15), and keeping only one term on the left, we get

$$
\begin{aligned}
& \gamma_{k}^{2} n_{k}^{2 \nu} \leqslant\left(2 M \nu!\delta^{-\nu}\right)^{2} \leqslant\left(2 M \nu \delta^{-\nu}\right)^{2} \\
& \gamma_{k}^{1 / n_{k}} \leqslant(2 M)^{1 / n_{l}}\left(\frac{\nu}{\delta n_{k}}\right)^{\nu / n_{k}}
\end{aligned}
$$

If we set $\nu=\left[\frac{1}{2} \delta n_{k}\right]=$ integral part of $\frac{1}{8} \delta n_{k}$, we obtain

$$
\lim \sup \gamma_{k}^{1 / n_{k}} \leqslant 2^{-10}<1
$$

and part (i) of (6.13) is established.
As a corollary of this we have the following classical theorem.
(6-15) Theorem of Hadamard. If a power series

$$
\Sigma c_{k} z^{n_{k}}, \quad n_{k+1} / n_{k} \geqslant q>1,
$$

converges for $|z|<1$ and is analytically continuable across an arc of $|z|=1$, then the radius of convergence of ( 6.17 ) exceeds 1 .

For $\Sigma c_{k} e^{i n_{X} x}$ is, by hypothesis, Abel summable to a function $g(x)$ analytic on an arc ( $\alpha, \beta$ ) and is also, by ( $6 \cdot 4$ ) and ( $6 \cdot 3$ ), convergent almost everywhere in ( $\alpha, \beta$ ).

In case (ii), $g \equiv 0$. The rejection of the first few terms of ( $6 \cdot 1$ ), so as to make $n_{1}$ large enough and (6.6) applicable, amounts to making $g$ a polynomial of order $m<n_{1}$. Clearly $\left|g^{(\nu)}\right|$ is majorized by $M m^{\nu}$, where $M$ is now the sum of the moduli of the coefficients of $g$; and (6.15) leads successively to

$$
\Sigma \gamma_{k}^{2} n_{k}^{2} \leqslant 4 M^{2} m^{2}, \quad \gamma_{1} n_{1}^{\prime} \leqslant 2 M m^{\nu} .
$$

The last inequality is impossible, for $\nu$ large enough, unless $\gamma_{1}=0$. Similarly $\gamma_{2}=\gamma_{3}=\ldots=0$, and case (ii) is established.

Remark. It follows from (6-13) (ii) that if two lacunary series $S_{1}$ and $S_{\mathbf{2}}$ have the same exponents (or, what amounts to the same thing, if the joint sequence of the exponents in $S_{1}$ and $S_{2}$ is still lacunary), and if they converge to the same sum on a set of positive measure, then $S_{1} \equiv S_{9}$. The result holds for any two lacunary series, but the proof is then more difficult.

## 7. Riesz products

Consider the infinite product

$$
\prod_{\nu=1}^{\infty}\left(1+\alpha_{\nu} \cos n_{\nu} x\right),
$$

where the positive integers $n_{\nu}$ satisfy a condition

$$
n_{\nu+1} / n_{\nu} \geqslant q>1,
$$

and $-1 \leqslant \alpha_{\nu} \leqslant 1, \alpha_{\nu} \neq 0$ for all $\nu$. Let

$$
\mu_{k}=n_{k}+n_{k-1}+\ldots+n_{1}, \quad \mu_{k}^{\prime}=n_{k+1}-n_{k}-\ldots-n_{1} \quad(k=1,2, \ldots) .
$$

Then

$$
\begin{aligned}
& \mu_{k}<n_{k}\left(1+q^{-1}+q^{-2}+\ldots\right)=n_{k} q /(q-1), \\
& \mu_{k}^{\prime}>n_{k+1}\left(1-q^{-1}-q^{-2}-\ldots\right) \geqslant n_{k} q(q-2) /(q-1) .
\end{aligned}
$$

Thus $\mu_{k}^{\prime}>\mu_{k}$ if $q-2 \geqslant 1$, that is, if $q \geqslant 3$, which we assume henceforth.
The $k$ th partial product of ( 7.1 ) is a non-negative trigonometric polynomial

$$
\begin{equation*}
p_{k}(x)=1+\sum_{i=1}^{k} \gamma_{v} \cos \nu x=\prod_{i=1}^{k}\left(1+\alpha_{i} \cos n_{i} x\right) \tag{7•2}
\end{equation*}
$$

where $\gamma_{\nu}=0$ if $\nu$ is not of the form $n_{i^{\prime}} \pm n_{i^{\prime \prime}} \pm \ldots$, with $k \geqslant i^{\prime}>i^{\prime \prime}>\ldots$. The difference

$$
p_{k-1}-p_{k}=p_{k} \alpha_{k+1} \cos n_{k+1} x
$$

is a polynomial whose lowest term is of rank $\mu_{k}^{\prime}>\mu_{k}$. Hence the passage from $p_{k}$ to $p_{k+1}$ consists in adding to (7.2) a group of terms whose ranks all exceed $\mu_{k}$. Making $k \rightarrow \infty$, we obtain from (7.2) an infinite series

$$
\begin{equation*}
1+\sum_{\nu=1}^{\infty} \gamma_{\nu} \cos \nu x \tag{7•3}
\end{equation*}
$$

in which $\gamma_{\nu}=0$ if $\nu \neq n_{i} \pm n_{i^{\prime}} \pm n_{i^{\prime \prime}} \pm \ldots, i>i^{\prime}>\ldots$. We shall say that (7-3) represents the product (7•1). The partial sums $s_{n}(x)$ of (7•3) have the property $s_{\mu_{k}}(x)-p_{k}(x) \geqslant 0$. It follows from Theorem (5.20) of Chapter IV that (7.3) is the Fourier-Stieltjes series of a non-decreasing continuous function $F(x)$. This function is obtained by integrating (7-3) termwise. In particular

$$
F(x)-F(0)=\lim _{k \rightarrow \infty} \int_{0}^{x} p_{k}(t) d t .
$$

Thus
(7.5) Theorem. The series (7•3) representing the product (7•1), with $n_{k+1} / n_{k} \geqslant 3$, $-1 \leqslant \alpha_{\nu} \leqslant+1$, is the Fourier-Stielijes series of a non-decreasing continuous function $F$ defined by (7-4).
The series (7-3) is formally obtained by multiplying out (7•1) and replacing the products of cosines by linear combinations of cosines. No two terms thus obtained are of the same rank, since every integer $N$ can be represented in the form $n_{i} \pm n_{i^{\prime}} \pm n_{i^{\prime \prime}} \pm \ldots$, with $i>i^{\prime}>i^{\prime \prime}>\ldots$, at most once. (Such sums, being greater than $\mu_{i-1}^{\prime}$, must be positive.) For suppose we have another representation $N=n_{k} \pm n_{k^{\prime}} \pm \ldots, k>k^{\prime}>\ldots$, with $k \neq i$, say $k<i$. Then $n_{i}=a n_{i-1}+b n_{i-2}+c n_{i-3}+\ldots$, where $a, b, c, \ldots$ take only the values $0, \pm 1$ and $\pm 2$. The right-hand side of this equation is less than

$$
2 n_{i-1}\left(1+3^{-1}+3^{-2}+\ldots\right)=3 n_{i-1}
$$

and so cannot be equal to $n_{i}$. Hence $k=i$, and wc have $n_{i^{\prime}} \pm n_{i^{\prime \prime}} \pm \ldots=n_{k^{\prime}} \pm n_{k^{\prime \prime}} \pm \ldots$. This gives $i^{\prime}=k^{\prime}$, and so on.

In particular, $\gamma_{n_{\nu}}=\alpha_{\nu}$. If $\alpha_{\nu}$ does not tend to 0 (e.g. if $\alpha_{\nu}=1, n_{\nu}=3^{\nu}$ ) we obtain, with F. Riesz, a new example (historically the first) of a continuous function of bounded variation whose Fourier coefficients are not $o(l / n)$.

The products (7•1) are called Riesz products.
(7•6) Theorem. If $-1 \leqslant \alpha_{\nu} \leqslant 1, n_{\nu+1} / n_{\nu} \geqslant q>3$, and $\Sigma \alpha_{\nu}^{2}=\infty$, then the function $F$ of (7.4) has a derivative 0 almost everywhere.

By Chapter III, ( $8 \cdot 1$ ), the series (7•3) is almost everywhere summable ( $\mathrm{C}, 1$ ) to sum $F^{\prime}(x)$. The series has infinitely many gaps ( $\mu_{k}, \mu_{k}^{\prime}$ ), and since

$$
\mu_{k}^{\prime} / \mu_{k} \geqslant n_{k+1}\left(1-q^{-1}-q^{-2}-\ldots\right) / n_{k}\left(1+q^{-1}+q^{-2}+\ldots\right) \geqslant q-2>1,
$$

Chapter III, (1-27) shows that the partial products $p_{k}(x)$ converge to $F^{\prime}(x)$ almost everywhere. The inequality $1+u \leqslant e^{u}$ gives

$$
0 \leqslant p_{k}(x) \leqslant \exp \left(\sum_{\nu=1}^{k} \alpha_{\nu} \cos n_{\nu} x\right)
$$

Since $\Sigma \alpha_{\nu}^{2}=\infty$, the partial sums of $\Sigma \alpha_{\nu} \cos n_{\nu} x$ take arbitrarily large negative values at almost all points (see ( $6 \cdot 10$ )). Thus $\lim \inf p_{k}(x)=0$, that is, $F^{\prime \prime}(x)=0$ almost everywhere. Incidentally we have proved that the product (7•1) converges to 0 almost everywhere.

Remark. Using Theorem (6.3) we easily prove that if in (7.6) we assume that $\Sigma \alpha_{\nu}^{2}<\infty$, then (7•1) converges almost everywhere to finite values different from 0 .
(7.7) Theorem. If $\alpha_{\nu} \rightarrow 0, \Sigma \alpha_{\nu}^{2}=\infty$, and $n_{\nu+1} / n_{\nu} \geqslant q>3$, then both the series (7.3) representing ( $7 \cdot 1$ ) and its conjugate series converge almost everywhere, the former to zero.

The partial sums $s_{\mu_{t}}(x)$ of $(7 \cdot 3)$ converge almost everywhere. The same holds for the partial sums $\bar{\delta}_{\mu_{\Lambda}}(x)$ of the conjugate series since the latter is summable (C, 1) almost everywhere and has the same gaps as (7.3). If $t_{n}=s_{n}+i \tilde{\delta}_{n}$ are the partial sums of $1+\sum_{1}^{\infty} \gamma_{\nu} e^{i \nu x}$, then $M(x)=\sup _{k}\left|t_{\mu_{k}}(x)\right|$ is finite almost everywhere.

Take any point $x$ at which $t_{\mu_{k}}$ converges, so that $M=M(x)$ is finite, fix $k$ and let $A$ be so large that

$$
\begin{align*}
& \left|\sum_{\mu}^{\mu_{\Sigma-1}} \gamma_{\nu} e^{i \nu x}\right| \leqslant A \quad\left(1 \leqslant \mu \leqslant \mu_{k-1}\right),  \tag{k-1}\\
& \left|\sum_{\mu}^{\mu_{1}} \gamma_{\nu} e^{i \nu x}\right| \leqslant A-2 M \quad\left(\mu_{i-1}<\mu \leqslant \mu_{i} ; i=1,2, \ldots, k-1 ; \mu_{0}=0\right) . \tag{k-1}
\end{align*}
$$

The number $A$ prima facie depends on $k$, but we give an inductive proof that the inequalities are true for all $k$ and an $A$ independent of $k$.

$$
\text { We have } \begin{align*}
s_{\mu_{k}} & =\left(1+\sum_{\nu=1}^{\mu_{k-1}} \gamma_{\nu} \cos \nu x\right)\left(1+\alpha_{k} \cos n_{k} x\right) \\
& =s_{\mu_{k-1}}+\alpha_{k} \cos n_{k} x+\frac{1}{2} \alpha_{k} \sum_{\nu=1}^{\mu_{k-1}} \gamma_{\nu}\left[\cos \left(n_{k}-\nu\right) x+\cos \left(n_{k}+\nu\right) x\right]
\end{align*}
$$

Since $n_{k} \pm \nu>0$, the passage from $8_{\mu_{k}}$ to $t_{\mu_{k}}$ consists of replacing cosines by exponentials. We shall now estimate $t_{\lambda}$ for $\mu_{k-1}<\lambda \leqslant \mu_{k}$.

Consider separately the cases

$$
\text { (a) } \mu_{k-1}<\lambda<n_{k}, \quad \text { (b) } \quad n_{k} \leqslant \lambda \leqslant \mu_{k} \text {. }
$$

In case ( $a$ ), as we see from (7.10),

$$
t_{\lambda}=t_{\mu_{k-1}} \quad \text { or } \quad t_{\lambda}=t_{\mu_{k-1}}+\frac{1}{2} \alpha_{k} \sum_{\nu-n_{k}-\lambda}^{\mu_{k}-1} \gamma_{\nu} e^{i\left(n_{k}-\nu\right) x}
$$

according as $\lambda<n_{k}-\mu_{k-1}$ or $\lambda \geqslant n_{k}-\mu_{k-1}$. In the latter case, the last term on the right is absolutely $\left.\leqslant\left.\frac{1}{2}\left|\alpha_{k}\right|\right|_{n_{k}-\lambda} ^{\mu_{k-1}} \gamma_{\nu} e^{i \nu x}\left|\leqslant \frac{1}{2}\right| \alpha_{k} \right\rvert\, A$, by $\left(7 \cdot 8_{k-1}\right)$. In case (b),

$$
t_{n_{k}}=t_{n_{k}-1}+\alpha_{k} e^{i n_{1} x}, \quad t_{\lambda}=t_{\mu_{k}}-\frac{1}{2} \alpha_{k} \sum_{\lambda-n_{k}+1}^{\mu_{k-1}} \gamma_{\nu} e^{\left.\mu_{k}+\nu\right) x} \text { for } \lambda>n_{k},
$$

and the last term is again absolutely $\leqslant \frac{1}{2}\left|\alpha_{k}\right| A$. Hence

$$
\left|t_{\lambda}-t_{\mu_{k-1}}\right| \leqslant \frac{1}{2}\left|\alpha_{k}\right|(A+2) \quad \text { or } \quad\left|t_{\lambda}-t_{\mu_{k}}\right| \leqslant \frac{1}{2}\left|\alpha_{k}\right| A
$$

for $\mu_{k-1}<\lambda \leqslant n_{k}$ or $n_{k}<\lambda \leqslant \mu_{k}$ respectively (the additional $\left|\alpha_{k}\right|$ on the right of the first inequality being actually needed for $\lambda=n_{k}$ only). In particular,

$$
\left|t_{\lambda}\right| \leqslant M+\frac{1}{2}\left|\alpha_{k}\right|(A+2) \leqslant M+\frac{1}{2} A+1
$$

for all $\lambda$ in the range ( $\mu_{k-1}+1, \mu_{k}$ ).
Suppose now that $A$ is so large that

$$
2 M+\left(\frac{1}{2} A+1\right) \leqslant A-2 M .
$$

Then, if $\mu_{k \cdot 1}<\mu \leqslant \mu_{k}$,

$$
\left|\sum_{\mu}^{\mu_{k}} \gamma_{\nu} e^{i \nu x}\right| \leqslant\left|t_{\mu_{k}}\right|+\left|t_{\mu-1}\right| \leqslant M+M+\frac{1}{2} A+1 \leqslant A-2 M .
$$

If $\mu_{j-1}<\mu \leqslant \mu_{j}, j<k$, we have

$$
\left|\sum_{\mu}^{\mu_{k}} \gamma_{\nu} e^{i \nu x}\right| \leqslant\left|\sum_{\mu}^{\mu_{j}}\right|+\left|\sum_{\mu j+1}^{\mu_{k}}\right| \leqslant A-2 M+2 M=A .
$$

Thus $\left(7 \cdot 9_{k-1}\right)$ and $\left(7 \cdot 8_{k-1}\right)$ imply $\left(7 \cdot 9_{k}\right)$ and $\left(7 \cdot 8_{k}\right)$, which shows that these hold for all $k$. In particular, the $t_{\lambda}(x)$ are bounded, even if $\alpha_{\nu}$ does not tend to 0 . If $\alpha_{\nu} \rightarrow 0$ then, by (7•11), $t_{\lambda}$ converges almost everywhere. Since $s_{\mu_{4}}$ converges to 0 almost everywhere, so does $s_{\lambda}$. This completes the proof of (7.7).
(7-12) Theorem. Let $n_{\nu+1}^{*} / n_{\nu} \geqslant 3$ for all $\nu$, and let $\Sigma \alpha_{\nu}^{2}<\infty$. Then (a) the (complexvalued) series

$$
1+\sum_{1}^{\infty} \delta_{v} \cos \nu x
$$

representing the product

$$
\prod_{1}^{\infty}\left(1+i \alpha_{\nu} \cos n_{\nu} x\right)
$$

is the Fourier series of a bounded function; (b) if $n_{\nu+1} / n_{\nu} \geqslant q>3$, the series (7•13) and its conjugate converge almost everywhere.

Here the $\delta_{\nu}$ are obtained from the $i \alpha_{\nu}$ in the same way as the $\gamma_{\nu}$ were obtained from the $\alpha_{\nu}$. The $\delta_{\nu}$ are either real or purely imaginary. Obviously

$$
\prod_{\nu=1}^{k}\left(1+i \alpha_{\nu} \cos n_{\nu} x\right) \left\lvert\, \leqslant \prod_{1}^{k}\left(1+\alpha_{\nu}^{2}\right)^{\frac{1}{2}}<\prod_{1}^{\infty}\left(1+\alpha_{\nu}^{8}\right)^{\frac{1}{2}}<\infty\right.,
$$

and so there is a subsequence of the partial sums of $(7 \cdot 13)$ which is uniformly bounded. This proves (a). (See Chapter IV, p. 148).

If $t_{n}$ denotes the partial sums of $1+\sum_{1}^{\infty} \delta_{\nu} e^{i \nu x}$, the proof of $(b)$ is a repetition of that of Theorem (7.7) with minor modifications caused by the terms of (7•13) being imaginary. For clearly the partial sums of order $\mu_{k}$ of both (7.13) and its conjugate $\Sigma \delta_{\nu} \sin \nu x$ converge almost everywhere. Hence $t_{\mu_{k}}$ converges almost everywhere, and the proof analogous to that of (7.7) shows that $t_{\lambda}$ converges almost everywhere. It is now enough to observe that at each $x$ where both $t_{\lambda}(x)$ and $t_{\lambda}(-x)$ converge, we have the convergence of $\Sigma \delta_{\nu} \cos \nu x$ and $\Sigma \delta_{\nu} \sin \nu x$.

Remarks. (a) Theorems (7•6), (7.7) and (7•12) remain valid if in (7.1) and (7.14) $\alpha, \cos n_{\nu} x$ is replaced by $\alpha_{\nu} \cos n_{\nu} x+\beta_{\nu} \sin n_{\nu} x=\rho_{\nu} \cos \left(n_{\nu} x+\theta_{\nu}\right)$, with obvious conditions on the $\rho_{\nu}$. The proofs remain the same.
(b) The indices of the non-zero terms of (7•3) and (7.13) are confined to the intervals ( $\mu_{k-1}^{\prime}, \mu_{k}$ ). Since the latter interval contains $n_{k}$, and since

$$
\mu_{k} / \mu_{k-1}^{\prime} \leqslant n_{k}\left(1+q^{-1}+\ldots\right) / n_{k}\left(1-q^{-1}-\ldots\right)=q /(q-2),
$$

we see that no matter how small $\epsilon$ is, $\epsilon>0$, the indices of the non-zero terms of these series will lie in the intervals ( $n_{k}(1-\epsilon), n_{k}(1+\epsilon)$ ), provided $q$ is large enough, $q>q_{0}(\epsilon)$. We shall use this remark later (Chapter VI, §6).
(c) Theorems (7•6), (7•7) and (7•12) (b) remain valid for $n_{\nu+1} / n_{\nu} \geqslant 3$.

For (7.6) this is proved by splitting (7.1) into two subproducts, corresponding respectively to even or odd $\nu$. At least one subproduct satisfies the hypotheses of (7.6), with $q=9$. Hence in virtue of the remark to Theorem (7•6) $p_{k}(x)$ converges to 0 almost everywhere. Using the fact (to be proved in Chapter XIII, (5•13)) that if a series
$\Sigma A_{k}(x)$ is summable ( $C, 1$ ) almost everywhere to sum $\sigma(x)$ and if a sequence $\left\{8_{n_{k}}\right\}$ of its partial sums converges almost everywhere to limit $g(x)$, then $g(x)=\sigma(x)$ almost everywhere, we see that $F^{\prime}(x)=0$ almost everywhere.

The extensions of (7.7) and (7•12) (b) are based on a theorem (see Chapter XIII, p. 176, Remark (i)) that if a sequence of the partial sums of an $S[f]$ or $S[d F]$ converges almost everywhere, so does the same sequence of the partial sums of the conjugate series. In our case, $s_{\mu_{k}}(x)$ converges almost everywhere, and so the same holds for $\tilde{s}_{\mu k}(x)$. From this point on, the proofs remain unchanged.

## 8. Rademacher series and their applications

Several properties of lacunary trigonometric series are shared by Rademacher series

$$
\sum_{\nu=0}^{\infty} c_{\nu} \phi_{\nu}(t)
$$

the functions $\phi_{\nu}$ being those defined in Chapter I, § 3. This is not entirely surprising in view of the definition

$$
\phi_{\nu}(t)=\operatorname{sign} \sin 2^{\nu+1} \pi t .
$$

Rademacher series have a close connexion with the calculus of probabilities and are typical of a very large class of series arising there. We shall need only simple properties of ( $8 \cdot 1$ ) which can be proved directly.

We suppose that the $c_{\nu}$ in ( $8 \cdot 1$ ) may be complex numbers.
(8.2) Theorem. The series (8.1) converges almost everywhere if $\Sigma\left|c_{\nu}\right|^{2}<\infty$. If $\Sigma\left|c_{\nu}\right|^{2}=\infty$, then, whatever the method $\mathrm{T}^{*}$ of summation, (8.1) is almost everywhere non-summable $\mathrm{T}^{*}$.

The proof of the second part of (8.2) follows the same line as that of (6.4), and may be left to the reader. We need only observe that the system of functions

$$
\phi_{j, k}(t)=\phi_{j}(t) \phi_{k}(t) \quad(0 \leqslant j<k<\infty),
$$

is orthonormal over ( 0,1 ). (Similarly we can prove an analogue of (6.10).)
If $\Sigma\left|c_{\nu}\right|^{2} \neq \infty$, the series (8.1), with partial sums $s_{n}(t)$, is the Fourier series of a function $f \in \mathrm{~L}^{2}$. Moreover (ee Chapter IV, (1-1))

$$
\int_{0}^{1}\left|f-s_{n}\right|^{2} d t \rightarrow 0, \quad \int_{0}^{1}\left|f-s_{n}\right| d t \rightarrow 0, \quad \int_{a}^{b}\left(s_{n}-f\right) d t \rightarrow 0,
$$

where $0 \leqslant a<b \leqslant 1$. The third relation, which holds uniformly in $a$ and $b$, is a consequence of the second, and the second follows from the first by an application of Schwarz's inequality.

Let $F(t)$ be the indefinite integral of $f(t)$, and let $E,|E|=1$, be the set of points where $F^{\prime}(t)$ exists and is finite. We have just proved that the integral of $s_{n}$ over any interval $I$ tends to the integral of $f$ over $I$. Therefore the integral of $s_{n}-s_{k-1}$ over $I$ tends to the integral of $f-s_{k}$, as $n \rightarrow \infty$. Let $I$ be of the form $\left(l 2^{-k},(l+1) 2^{-k}\right), l=0,1$, $\ldots, 2^{k}-1$. Since the integral of $\phi_{j}(t)$ over $I$ is zero for $j \geqslant k$, the integral of $s_{n}-s_{k-1}$ over $I$ is zero. It follows that for the intervals $I$ just mentioned the integral of $f$ over $I$ equals the integral of $s_{k-1}$ over $I$.

Let now $t_{0} \neq p / 2^{q}, t_{0} \in E, t_{0} \in I_{k}=\left(l 2^{-k},(l+1) 2^{-k}\right)$. Since $s_{k-1}$ is constant over $I_{k}$,

$$
s_{k-1}\left(t_{0}\right)=\frac{1}{\left|I_{k}\right|} \int_{I_{k}} s_{k-1}(t) d t=\frac{1}{\left|I_{k}\right|} \int_{I_{k}} f(t) d t \rightarrow F^{\prime}\left(t_{0}\right) \quad \text { as } \quad k \rightarrow \infty,
$$

which completes the proof of (8.2).
The analogue of Lemma (6.5) will be needed later and so we state it separately.
(8.3) Lemma. Given any set \& $\subset(0,1)$ and any number $\lambda>1$, there is an integer $h_{0}=h_{0}(\boldsymbol{\varepsilon}, \lambda)$ such that for any finite sum $P(t)=\sum_{h_{0}}^{N} c_{k} \phi_{k}(t)$,

$$
\lambda^{-1}|\mathscr{E}| \Sigma\left|c_{k}\right|^{2} \leqslant \int_{\mathscr{E}}|P(t)|^{2} d t \leqslant \lambda|\mathscr{E}| \Sigma\left|c_{k}\right|^{2} .
$$

The result holds for $N=\infty$ provided $\Sigma\left|c_{k}\right|^{2}<\infty$.
The proof is similar to that of Lemma (6.5) and we leave it to the reader.
(8.4) Theorem. If $\Sigma\left|c_{\nu}\right|^{2}<\infty$, the sum $f(t)$ of (8.1) belongs to $L^{r}$ for all $r>0$. More precisely,

$$
A_{r}\left(\Sigma\left|c_{\nu}\right|^{2}\right)^{\frac{1}{2}} \leqslant\left\{\int_{0}^{1}|f|^{r} d t\right\}^{1 / r} \leqslant B_{r}\left(\Sigma\left|c_{\nu}\right|^{2}\right)^{\frac{1}{2}} \quad(r>0),
$$

where $A_{r}, B_{r}$ are positive and finite, and depend only on $r$. Moreover $B_{r} \leqslant 2 k$, where $2 k$ is the least even integer not less than $r$.

We suppose first that the $c_{\nu}$ are real and that $r=2 k$ is an even integer. Then

$$
\begin{equation*}
\int_{0}^{1} s_{n}^{2 k}(t) d t=\Sigma A_{\alpha_{1} \alpha_{1} \ldots \alpha_{j}} c_{m_{1}}^{\alpha_{1}} c_{m_{2}}^{\alpha_{1}} \ldots c_{m}^{\alpha_{j}} \int_{0}^{1} \phi_{m_{2}}^{\alpha_{1}} \ldots \phi_{m j}^{\alpha_{3}} d t \tag{8.6}
\end{equation*}
$$

where $A_{\alpha_{1} \alpha_{2} \ldots \alpha_{j}}=\left(\alpha_{1}+\alpha_{2}+\ldots+\alpha_{j}\right)!/ \alpha_{1}!\alpha_{2}!\ldots \alpha_{j}!$, and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{j}$ are any positive integers whose sum is $2 k$. The indices $m_{1}, m_{2}, \ldots, m_{j}$ vary between 0 and $n$. It is easily verified that the integrals on the right vanish unless $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{j}$ are all even, in which case the integrals are equal to 1 . Observing that

$$
\Sigma A_{\beta_{1} \beta_{2} \ldots \beta_{j}} c_{m_{1}}^{2 \beta_{1}} c_{m_{2}}^{2 \beta_{2}} \ldots c_{m_{j}}^{2 \beta_{j}}=\left(c_{1}^{2}+c_{2}^{2}+\ldots+c_{n}^{2}\right)^{k}\left(\beta_{1}+\beta_{2}+\ldots+\beta_{j}=k\right)
$$

we obtain the second inequality (8.5) with $f=s_{n}, r=2 k$, and $B_{2 k}^{2 k}$ equal to the upper bound of the ratio $A_{2 \beta_{1} \ldots 2 \beta_{j}} / A_{\beta_{1} \ldots \beta_{j}}$. Since $8_{n}(t) \rightarrow f(t)$ almost everywhere, the inequality for $f$ follows.

If we observe that
we see that

$$
\frac{A_{2 \beta_{1}, \ldots, 2 \beta_{j}}}{A_{\beta_{1} \ldots \beta_{j}}}=\frac{(k+1)(k+2) \ldots 2 k}{\Pi\left(\beta_{i}+1\right) \ldots 2 \beta_{i}}
$$

$$
B_{2 k}^{2 k} \leqslant(k+1)(k+2) \ldots 2 k / 2^{k} \leqslant k^{k}, \quad B_{2 k} \leqslant k^{\frac{1}{2}} .
$$

The second inequality ( $8 \cdot 5$ ), being true for $r=2,4, \ldots$, must hold for any $r>0$, since $\mathfrak{M}_{r}[f ; 0,1]$ is a non-decreasing function of $r$ (Chapter I, (10•12) (i)). Clearly $B_{r} \leqslant k^{\frac{1}{2}}$, where $2 k$ is the least even integer not less than $r$.

The first inequality (8.5) is immediate for $r \geqslant 2$, for then

$$
\mathfrak{M}_{r}[f] \geqslant \mathfrak{M}_{2}[f]=\left(\Sigma c_{\nu}^{2}\right)^{\frac{1}{2}}=\gamma,
$$

say. If $0<r<2<4$, let $t_{1}$ and $t_{2}$ be positive and such that $t_{1}+t_{2}=1,2=r t_{1}+4 t_{2}$. The function $\mathbb{M}_{\alpha}^{\alpha}[f]$ being logarithmically convex in $\alpha$ (Chapter I, (10•12) (ii)),

$$
\gamma^{2}=\mathbb{P}_{2}^{2}[f] \leqslant \mathbb{P}_{r}^{r_{1}, \mathbb{P}_{4}^{\alpha_{1}} \leq} \leqslant \mathbb{M}_{r}^{r_{1}^{\prime}}[f]\left(2^{\frac{1}{2}} \gamma\right)^{\alpha_{1}},
$$

which gives $\mathfrak{M}_{r}[f] \geqslant \gamma 2^{-9-r): r}$.

$$
\begin{aligned}
& \text { If } c_{\nu}=c_{\nu}^{\prime}+\dot{i}_{\nu}^{\prime \prime} \text { and } f=f^{\prime}+i f^{\prime \prime} \text { are complex, then } \\
& \qquad \mathfrak{M}_{r}[f] \leqslant \mathfrak{M}_{r}\left[f^{\prime}\right]+\mathfrak{M}_{r}\left[f^{\prime \prime}\right] \leqslant B_{r}\left\{\left(\sum c_{\nu}^{\prime 2}\right)^{\frac{1}{2}}+\left(\Sigma c_{\nu}^{\mu_{2}}\right)^{\frac{1}{2}}\right\} \leqslant 2 B_{r}\left(\Sigma\left|c_{\nu}\right|^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

and the second inequality (8.5) follows with $B_{r}$ doubled. Also if, for example, $\left(\Sigma c_{\nu}^{\prime 2}\right)^{\frac{1}{2}} \geqslant\left(\Sigma c_{\nu}^{\prime 2}\right)^{\frac{1}{2}}$, then

$$
\mathfrak{M}_{r}[f] \geqslant \mathfrak{M}\left[f^{\prime}\right] \geqslant A_{r}\left(\Sigma c_{\nu}^{\prime 2}\right)^{\frac{1}{2}} \geqslant \frac{1}{2} A_{r}\left(\Sigma\left|c_{\nu}\right|^{2}\right)^{\frac{1}{2}},
$$

which gives the first inequality (8.5) with half the previous $A_{r}$.
The estimate $B_{2 k} \leqslant 2 k^{\frac{1}{2}}$ enables us to strengthen the second inequality (8.5).
(8.7) Theorem. If $\Sigma\left|c_{\nu}\right|^{2}<\infty, \exp \left\{\mu|f(t)|^{2}\right\}$ is integrable for every $\mu>0$.

For

$$
\int_{0}^{1} \exp \left(\mu|f|^{2}\right) d t=\sum_{k=0}^{\infty} \frac{\mu^{k}}{k!} \int_{0}^{1}|f|^{2 k} d t \leqslant \sum_{k=0}^{\infty} \frac{k^{k}}{k!}\left(4 \mu \gamma^{2}\right)^{k}
$$

Since $k^{k} / k!<\Sigma k^{n} / n!=e^{k}$, the series on the right converges if $4 e \mu \gamma^{2}<1$, that is if $\gamma$ is small enough. It follows that for every $\mu>0$ the function $\exp \left(\mu\left|f-s_{n}\right|^{2}\right)$ is integrable if only $n$ is large enough. Since $|f|^{2} \leqslant 2\left[\left|f-s_{n}\right|^{2}+\left|s_{n}\right|^{2}\right]$, and $s_{n}(t)$ is bounded, the integrability of $\exp \left(\mu|f|^{2}\right)$ follows.

Theorems on Rademacher series enable us to prove some results about the series

$$
\begin{equation*}
\pm \frac{1}{2} a_{0}+\sum_{n=1}^{\infty} \pm\left(a_{n} \cos n x+b_{n} \sin n x\right) \tag{8.9}
\end{equation*}
$$

which we obtain from the standard series

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\sum_{0}^{\infty} A_{n}(x) \tag{8•10}
\end{equation*}
$$

by changing the signs of the terms of the latter in an arbitrary way. Neglecting the sequences $\pm 1$ containing only a finite number of +1 or of -1 , we may write (8.9) in the form

$$
\sum_{n=0}^{\infty} A_{n}(x) \phi_{n}(t),
$$

where the $\phi_{n}$ are the Rademacher functions and the parameter $t, t \neq p / 2^{\circ}$, runs through the interval $(0,1)$. If the values of $t$ for which the series ( $8 \cdot 11$ ) has some property P form a set of measure 1, we shall say that almost all the series (8.9) possess the property $P$.
(8.12) Theorem. If

$$
\begin{equation*}
\left\{a_{0}^{2}+\sum_{n=1}^{\infty}\left(a_{n}^{2}+b_{n}^{2}\right)\right. \tag{8.13}
\end{equation*}
$$

is finite, then almost all series (8.9) converge almost everywhere in the interval $0 \leqslant x \leqslant 2 \pi$. If (8.13) is infinite, then, whatever method $\mathrm{T}^{*}$ of summability we consider, almost all series (8.9) are almost everywhere non-summable $\mathrm{T}^{*}$.

Let $S_{1}(x)$ denote the series (8.11), and if the latter converges let $S_{l}(x)$ also denote its sum. Let $E$ be the set of points ( $x, t$ ) of the rectangle $0 \leqslant x \leqslant 2 \pi, 0 \leqslant t \leqslant 1$ where the series converges. If (8.13) is finite then, by (8.2), the intersection of $E$ with every line $x=x_{0}$ is of measure 1 . Since $E$ is measurable, its plane measure is $2 \pi$, and therefore the intersection of $E$ with almost every line $t=t_{0}$ is of measure $2 \pi$. This is just the first part of (8.12). The second part follows by the same argument provided we can show that the divergence of (8-13) implies the divergence of $A_{1}^{2}(x)+A_{2}^{2}(x)+\ldots$ for almost all $x$.

To establish this, suppose that $A_{1}^{2}(x)+A_{2}^{2}(x)+\ldots$ converges in a set $H,|H|>0$. Then there is a subset $H^{\prime}$ of $H,\left|H^{\prime}\right|>0$, and a constant $M$ such that in $H^{\prime}$ the sum of our series does not exceed $M$. Let $A_{n}(x)=\rho_{n} \cos \left(n x+\xi_{n}\right), \rho_{n} \geqslant 0$. Integrating the series over $H^{\prime}$ we get

$$
\sum_{n=1}^{\infty} \rho_{n}^{2} \int_{H^{\prime}} \cos ^{2}\left(n x+\xi_{n}\right) d x \leqslant M\left|H^{\prime}\right| .
$$

Since the coefficient of $\rho_{n}^{2}$ tends to $\frac{1}{2}\left|H^{\prime}\right|>0$ (see Chapter II, (4.5)), the convergence of $\Sigma \rho_{n}^{2}$ follows, contrary to hypothesis. Thus (8.12) is proved. As a corollary, taking for example $T^{*}=(C, 1)$, we get
(8-14) Theorem. If (8.13) diverges, almost all the series (8.9) are not Fourier series.
The theorem of Riesz-Fischer asserts that if (8-13) is finite, (8-10) is a Fourier series. We now see that the Riesz-Fischer theorem is in a way the best possible, since:
(8-15) Theorem. No condition on the moduli of the numbers $a_{n}, b_{n}$ which permits (8-13) to diverge can possibly be a sufficient condition for (8-10) to be a Fourier series.
(8-16) Theorem. If (8.13) is finite, then for almost all the sum $S_{l}(x)$ of (8.9) belongs to every $L, r>0$. More generally, for any $\mu, \exp \{\mu 8\}(x)\}$ is integrable over $0 \leqslant x \leqslant 2 \pi$ for almost all $t$.

Let $\gamma^{2}$ denote the sum of (8.13), and let $\mu$ be so small that the right-hand side of (8.8) converges. If $K=K(\mu, \gamma)$ is the sum of the latter series, we have as in (8.7)

$$
\int_{0}^{1} \exp \left\{\mu S_{i}^{2}(x)\right\} d t \leqslant K .
$$

Integrate this over $0 \leqslant x \leqslant 2 \pi$ and interchange the order of integration; then

$$
\int_{0}^{1} d t \int_{0}^{2 \pi} \exp \left\{\mu S^{2}(x)\right\} d x \leqslant 2 \pi K .
$$

The inner integral here is finite for almost all $t$. To remove the aseumption that $\mu$ is small we argue as in the proof of (8.7).

We shall now consider lacunary series

$$
\begin{equation*}
\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right) \quad\left(n_{k+1} / n_{k} \geqslant q>1\right) \tag{8-18}
\end{equation*}
$$

and the sums

$$
\begin{equation*}
\gamma^{2}=\Sigma\left(a_{k}^{l}+b_{k}^{k}\right) . \tag{8.19}
\end{equation*}
$$

(8.20) Theormm. Suppose that $n_{k+1} / n_{k} \geqslant q>1$ for all $k$ and that (8.19) is finite, so that (8-18) is an $S[f]$. Then

$$
\begin{equation*}
A_{r,\{ }\left\{\Sigma\left(a_{k}^{k}+b_{k}^{k}\right)\right\}^{k} \leqslant\left\{\frac{1}{2 \pi} \int_{0}^{\$_{0}}|f|^{r} d x\right\}^{1 / r} \leqslant B_{r,\{ }\left\{\Sigma\left(a_{k}^{2}+b_{k}^{k}\right)\right\}^{4} \tag{8.21}
\end{equation*}
$$

for every $r>0$, where $A_{r . Q}$ and $B_{r, Q}$ depend on $r$ and $q$ only. If $\gamma \leqslant 1$, then aloo

$$
\begin{equation*}
\int_{0}^{2 \pi} \exp \mu f^{2} d x \leqslant C \tag{8.22}
\end{equation*}
$$

provided $\mu \leqslant \mu_{0}(q)$, with $C$ an absolute constant.
It is enough to prove (8.22), since then the second inequality (8.21) follows. The first inequality (8.21) follows from the second by the convexity argument used in the proof of (8.4).

We first suppose that $q \geqslant 3$, and consider the series

$$
S_{t}(x)=\sum_{\nu=1}^{\infty}\left(a_{\nu} \cos n_{\nu} x+b_{\nu} \sin n_{\nu} x\right) \phi_{n_{\nu}}(t)
$$

Then (8.17) is valid, provided $\mu$ is small enough, with $K$ an absolute constant. It follows that there is a $t_{0} \neq p / 2^{\alpha}$ such that

$$
\begin{equation*}
\int_{0}^{2 \pi} \exp \left\{\mu S_{t_{0}}^{\ell}(x)\right\} d x \leqslant 2 \pi K \tag{8.23}
\end{equation*}
$$

Consider the Riesz product (§7)

$$
p_{k}(x)=\prod_{\nu=1}^{k}\left(1+\phi_{n_{\nu}}\left(t_{0}\right) \cos n_{\nu} x\right)=1+\Sigma \gamma_{\nu} \cos \nu x
$$

We have $\gamma_{n_{\nu}}=\phi_{n_{\nu}}\left(t_{0}\right)$ for $\nu=1,2, \ldots, k$, and

$$
s_{n_{k}}(x, f)=\sum_{v=1}^{k} A_{n_{0}}(x)=\frac{1}{\pi} \int_{0}^{2_{n}} S_{b_{0}}(x+u) p_{k}(u) d u .
$$

The function $\chi(v)=\exp \left(\mu v^{2}\right)$ is increasing and convex for $v \geqslant 0$. The function $(2 \pi)^{-1} p_{k}(x)$ is non-negative, and its integral over $(0,2 \pi)$ is 1 . Jensen's inequality therefore gives

$$
\begin{aligned}
& \chi\left(\frac{1}{2}\left|s_{n_{k}}(x, f)\right|\right) \leqslant \chi\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|S_{\iota_{0}}(x+u)\right| p_{k}(u) d u\right) \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi} \chi\left(\left|S_{t_{0}}(x+u)\right|\right) p_{k}(u) d u, \\
& \int_{0}^{2 \pi} \chi\left(\frac{1}{2}\left|s_{n_{k}}(x, f)\right|\right) d x \leqslant \int_{0}^{2 \pi} \chi\left(\left|S_{\iota_{0}}(x)\right|\right) d x \leqslant 2 \pi K,
\end{aligned}
$$

by (8.23). So, making $k \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{2 \pi} \exp \left(\frac{1}{} f^{2}\right) d x \leqslant 2 \pi K \tag{8.24}
\end{equation*}
$$

This is just (8.22) except that $\mu$ is replaced by $\ddagger \mu$. The right-hand side here, $2 \pi K$, is an absolute constant, since $\gamma \leqslant 1$ and $\mu$ is small enough.

For general $q>1$ we decompose (8.18) into $Q$ lacunary series for each of which $q \geqslant 3$. (For $Q$ we may take the least integer $y$ such that $q^{\nu} \geqslant 3$ ). Correspondingly, $f=f_{1}+f_{2}+\ldots+f_{Q}$. By Jensen's inequality, and by (8.22) in the case $q \geqslant 3$,

$$
\int_{0}^{2 \pi} \exp \left\{\mu(f / Q)^{2}\right\} d x \leqslant Q^{-1} \sum_{k=1}^{Q} \int_{0}^{2 \pi} \exp \left\{\mu f_{k}^{2}\right\} d x \leqslant C
$$

since the $\gamma$ 's corresponding to the $f_{k}$ are not greater than 1 . This proves (8.22) in the general case.

The device used in the proof of (8.7) shows that, under the hypotheses of (8.20), the left-hand side of (8.22) is finite for every $\mu>0$.

In what follows $\quad f^{+}=\max \{f, 0\}, f^{-}=\max \{-f, 0\}$.
(8-25) Theorem. Suppose that $\gamma^{2}=\Sigma\left(a_{k}^{\frac{2}{2}}+b_{k}^{2}\right)<\infty$ and write $f(x)=\Sigma A_{n_{k}}(x)$. Then both $f^{+}$and $f^{-}$, and so also $|f|$, are not less than $\gamma \lambda_{q}$ in sets of points of measure not less than $2 \pi \mu_{q}$, where $\lambda_{q}$ and $\mu_{q}$ are positive numbers depending on $q$ only.

The proof is based on the following lemma, useful also in other problems:
(8-26) Lemma. Suppose that $g(x) \geqslant 0$ is defined in a set $E,|E|>0$, and that
(i) $\frac{1}{|E|} \int_{E} g d x \geqslant A>0$,
(ii) $\frac{1}{|E|} \int_{E} g^{2} d x \leqslant B$.

Then for any $0<\delta<1$ the subset $E_{8}$ of $E$ in which $g(x) \geqslant \delta A$ is of measure not less than $|E|(1-\delta)^{\mathbf{2}}\left(A^{\mathbf{2}} / B\right)$.
The integral of $g$ over the set $E-E_{\delta}$, in which $g<\delta A$, is less than $\delta A|E|$. Hence the integral of $g$ over $E_{\delta}$ exceeds (1- $\left.\delta\right) A|E|$, by (i). On the other hand,

$$
\int_{E_{8}} g d x \leqslant\left(\int_{E_{0}} g^{2} d x\right)^{\frac{1}{2}}\left|E_{\delta}\right|^{1} \leqslant(B|E|)^{\frac{1}{2}}\left|E_{\delta}\right|^{1}
$$

by (ii). Hence

$$
\begin{gathered}
A|E|(1-\delta) \leqslant(B|E|)^{\frac{1}{2}}\left|E_{8}\right|^{1} \\
\left|E_{8}\right| \geqslant|E|\left(A^{2} / B\right)(1-\delta)^{2} .
\end{gathered}
$$

Return to (8.25). It is enough to prove the result for $f^{+}$. Since the integral of $f$ over $(0,2 \pi)$ is 0 ,
(see (8.21)). Since

$$
\begin{gathered}
\frac{1}{2 \pi} \int_{0}^{2 \pi} f^{+} d x=\frac{1}{4 \pi} \int_{0}^{2 \pi}|f| d x \geqslant \frac{1}{2} A_{1, e} \gamma \\
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(f^{+}\right)^{2} d x \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi} f^{2} d x=\frac{1}{2} \gamma^{2}
\end{gathered}
$$

an application of (8.26) with $\delta=\frac{1}{2}$ shows that $f^{+}$exceeds $\frac{1}{d} \gamma A_{1, q}=\gamma \lambda_{q}$ in a set of measure not less than $2 \pi \frac{1}{8} A_{1, Q}^{2}=2 \pi \mu_{q}$.

The following analogue of (8.25) for Rademacher functions will be needed later:
(8-27) Theorem. Let $f(x)=\Sigma c_{n} \phi_{n}(x), 0 \leqslant x \leqslant 1$, where the $c_{n}$ are real and $\gamma^{2}=\Sigma c_{n}^{2}<\infty$. There exist two positive absolute constants $\epsilon, \eta$ such that both $f^{+}$and $f^{-}$(and so also |f|) are not less than $\gamma \eta$ in sets of measure not less than $\epsilon$.

This is a consequence of Lemma (8.26) and of the inequalities $\mathscr{M}_{2}[f] \leqslant B_{2} \gamma$, $\mathfrak{M R}_{1}[f] \geqslant A_{1} \gamma$ (see (8.5)).
(8-28) Theorem. Let $f(r, x)=\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right) r^{n_{k}}$ be the function associated with (8.18), harmonic for $r<1$. If $\Sigma\left(a_{k}^{2}+b_{k}^{2}\right)=\infty$, and if $\omega(u)$ is any function defined for $u \geqslant 0$ and monotonically tending to $+\infty$ with $u$, then

$$
\int_{0}^{2 \pi} \omega(|f(r, x)|) d x \rightarrow+\infty \quad \text { as } \quad r \rightarrow 1
$$

This follows from (8.25), since the integrand is not less than $\omega\left\{\lambda_{q}\left[\Sigma\left(a_{k}^{\ell}+b_{k}^{2}\right) r^{2 n_{k} k}\right]\right\}$ in a set of measure not less than $2 \pi \mu_{q}$.
(8-29) Theorem. Let $f_{l}(r, x)$ be the harmonic function $\Sigma A_{n}(x) \phi_{n}(t) r^{n}$. If $\Sigma\left(a_{k}^{2}+b_{k}^{2}\right)=\infty$, and if $\omega(u)$ is as in (8.28), then for almost all the integral $\int_{0}^{n_{\pi}^{2 \pi}} \omega\left\{\left|f_{l}(r, x)\right|\right\} d x$ is unbounded as $r \rightarrow 1$.

It is enough to show the existence of sequences $\left\{r_{k}\right\} \rightarrow 1$ and $\left\{M_{k}\right\} \rightarrow+\infty$ with the following properties: for almost all $t$ we have

$$
\begin{equation*}
\left|f_{l}\left(r_{k}, x\right)\right| \geqslant M_{k} \tag{8•30}
\end{equation*}
$$

for infinitely many $k$ and for $x \in X=X_{i, k}$, with $|X| \geqslant \sigma>0$, where $\sigma$ is an sbsolute constant. For then our integral exceeds $\sigma \omega\left(M_{k}\right)$ for $r=r_{k}$ and infinitely many $k$.

Applying (8.27) to $f_{l}(r, x)$ we see that for every $r<1$ the set $E=E_{r}$ of those points of the rectangle $0 \leqslant x \leqslant 2 \pi, 0 \leqslant t \leqslant 1$ at which

$$
\begin{equation*}
\left|f_{l}(r, x)\right| \geqslant \eta\left\{\Sigma A_{n}^{2}(x) r^{2 n}\right\} z \tag{8.31}
\end{equation*}
$$

has an intersection of measure not less than $\epsilon$ with every line $x=$ const. Hence $|E| \geqslant 2 \pi \epsilon$. For $\delta<1$, let $H_{\delta}$ denote the set of the numbers $t_{0}$ such that the intersection of $E$ with the line $t=t_{0}$ is of measure not greater than $2 \pi \delta$. Then

$$
2 \pi \delta\left|H_{\delta}\right|+2 \pi\left(1-\left|H_{\delta}\right|\right) \geqslant|E| \geqslant 2 \pi \epsilon,
$$

which gives $\left|H_{\delta}\right| \leqslant(1-\epsilon) /(1-\delta)$. For $\delta=\epsilon^{2}$ we get $\left|H_{\delta}\right| \leqslant 1 /(1+\epsilon)$. Hence the set of the numbers $t_{0}$ such that the intersection of $E$ with the line $t=t_{0}$ is of measure greater than $2 \pi \epsilon^{2}$ has measure $\geqslant \epsilon /(1+\epsilon)>\frac{1}{2} \varepsilon$ (supposing, as we may, that $\epsilon<1$ ).

Clearly we must show that $\eta\left\{\sum A_{n}^{2}(x) r^{2 n}\right\}^{\frac{1}{2}}$ becomes large, as $r \rightarrow 1$, outside a set of $x$ of small measure. More precisely, we will show that there exist sequences $r_{k} \rightarrow 1$, $M_{k}^{\prime} \rightarrow \infty$ such that

$$
\begin{equation*}
\eta\left\{\Sigma A_{n}^{2}(x) r_{k}^{2 n}\right\} \geqslant M_{k}^{\prime} \tag{8.32}
\end{equation*}
$$

outside a set of measure at most $\pi \epsilon^{2}$.
Suppose we have already proved the last statement. What we have then shown is the following: there exist sequences $r_{k} \rightarrow 1$ and $M_{k}^{\prime} \rightarrow \infty$, and a sequence of sets $T_{k}$, $\left|T_{k}\right|>\frac{1}{2} \varepsilon$, such that for each $t$ in $T_{k}$,

$$
\left|f_{t}\left(r_{k}, x\right)\right| \geqslant M_{k}^{\prime}
$$

for all $x$ in a set $X_{t, k}$ of measure at least $\pi \epsilon^{2}$.
Let

$$
T_{0}=\limsup T_{k} .
$$

Clearly $\left|T_{0}\right| \geqslant \frac{1}{2} \epsilon$, and the assertion containing (8.30) is true in $T_{0}$ with $M_{k}=M_{k}^{\prime}$. Since the replacement of $t$ by $t+p 2^{-Q}$ affects only a finite number of terms of $f_{l}(r, x)$, (8.30) is valid in the union of all translations of $T_{0}$ by $p 2^{-Q}$. provided we set, e.g. $M_{k}=\frac{1}{2} M_{k}^{\prime}$. This union is of messure 1 and the theorem follows.

We now prove the assertion containing (8.32). We set $A_{n}(x)=\rho_{n} \cos \left(n x+x_{n}\right)$ and distinguish two cases:

$$
\text { (i) } \rho_{n} \neq O(1), \quad \text { (ii) } \rho_{n}=O(1)
$$

In case (i) there is a sequence $n_{1}<n_{2}<\ldots$ such that $\rho_{n_{k}} \rightarrow \infty$. Let $r_{k}=1-1 / n_{k}$. We have

$$
\eta\left\{\Sigma A_{n}^{2}(x) r_{k}^{N_{k}^{x}}\right\} \geqslant \eta\left|A_{n_{k}}(x)\right| r_{k}^{n_{k}} \geqslant \eta \rho_{n_{k}}\left|\cos \left(n_{k} x+x_{n_{k}}\right)\right| e^{-1}
$$

for any $k$. The set of points where $\left|\cos \left(j x+x_{j}\right)\right| \geqslant \delta$ does not hold is of messure less than $\pi \epsilon^{2}$ provided $\delta$ is small enough (the limitation imposed on $\delta$ is independent of $j$ ). Taking $M_{k}^{\prime}=\eta \delta e^{-1} \rho_{n_{k}}$, (8.32) follows for case (i).

Let us now pass to case (ii). We may assume that $\rho_{n} \leqslant l$ for all $n$. Given any $M>0$. we shall show that the measure of the set $B=B_{r}$ of points $x$ for which

$$
\Sigma A_{n}^{2}(x) r^{2 n} \leqslant M
$$

tends to 0 as $r \rightarrow 1$. Set $h(r)=\Sigma \rho_{n}^{2} r^{2 n}$ and integrate the last inequality over $B$. We get

$$
\begin{equation*}
\frac{1}{2}|B| \Sigma \rho_{n}^{2} r^{2 n}+\frac{1}{2} \pi \Sigma \rho_{n}^{2} r^{2 n}\left(\alpha_{2 n} \cos 2 x_{2 n}-\beta_{2 n} \sin 2 x_{2 n}\right) \leqslant M|B| \tag{8•33}
\end{equation*}
$$

where $\alpha_{j}, \beta_{j}$ are the Fourier coefficients of the characteristic function of $B$. Schwarz's inequality shows that the second term on the left numerically does not exceed

$$
\frac{1}{2} \pi\left\{\left(\Sigma\left(\alpha_{2 n}^{2}+\beta_{m}^{2}\right)\right\}^{\frac{1}{2}}\left(\Sigma \rho_{n}^{4}, \rho_{n}^{n}\right)^{\frac{1}{2}} \leqslant \frac{1}{2} \pi\left(|B| \pi^{-1}\right)^{\frac{1}{2}} h \frac{1}{1}(r)\right.
$$

by Bessel's inequality, since $\rho_{n} \leqslant 1, r<1$. If for a sequence of $r$ 's tending to 1 we had $|B|$ greater than a positive constant, then, since $h^{\frac{1}{1}}(r)=\alpha\{h(r)\}$, (8.33) would give $f|B| h(r) \leqslant M|B|$ for such $r^{\prime} s$ and $1-r$ small enough, which is false.

This shows that $\left|B_{r}\right| \rightarrow 0$ as $r \rightarrow 1$. Then taking, for example, $M_{k}^{\prime}=k$ we find an $r_{k}<1$ such that

$$
\eta\left\{\Sigma A_{n}^{2}(x) r_{k}^{8 n}\right\}^{\frac{1}{1}}>M_{k}^{\prime}
$$

outside a set of $x$ of measure not exceeding $\pi \epsilon^{2}$. Hence $\left|f_{l}(r, x)\right| \geqslant M_{k}^{\prime}$ for $t$ in a set $T_{k}$ of measure not less than $\frac{1}{2} \epsilon$ and for $x$ in a set $X_{\ell, k}$ of measure not less than $\pi \epsilon^{2}$, the same conclusion (with a different $M_{k}^{\prime}$ ) which we reached in the case (i). This completes the proof of (8.29).

The series $\Sigma \pm A_{n}(x)$ will be called randomly continuous if almost all of them are Fourier series of continuous functions.

Let $\Sigma\left(a_{k}^{2}+b_{k}^{2}\right)$ be finite. Then for almost all $t$ the sum $S_{d}(x)$ of ( 8.9 ) belongs to every $L r$. It is natural to ask whether the $\Sigma \pm A_{k}(x)$ are randomly continuous. That this is not so follows from the fact (see Chapter VI, (6.1)) that if a lacunary series is the Fourier series of a bounded function, then the sum of the moduli of the terms of the series is finite. Thus for no sequence of signs is

$$
\pm \sin 10 x \pm 2^{-1} \sin 10^{2} x \pm \ldots \pm n^{-1} \sin 10^{n} x \pm \ldots
$$

the Fourier series of a bounded (still less of a continuous) function. We have, however the following theorem:
(8.34) Theorem. Let $s_{n \lambda}(x)$ denote the partial sums of the series (8.9).
(i) If $\gamma^{2}=\Sigma\left(a_{k}^{2}+b_{k}^{2}\right)<\infty$, then for almast all $t$ we have $s_{n,}(x)=\alpha\{(\log n)\}$, uniformly in $x$.
(ii) If $\Sigma\left(a_{k}^{2}+b_{k}^{2}\right)(\log k)^{1+c}<\infty$ for some $\epsilon>0$, then almost all series (8.9) converge uniformly and so are Fourier series of continuous functions.

As the lacunary series

$$
\Sigma \pm(n \log n)^{-1} \sin 10^{n} x
$$

shows, (ii) is false for $\epsilon=0$.
(i) Consider the inequality (8.17). As its proof shows, it holds for arbitrarily large $\mu$, provided $\gamma$ is small enough. It then also holds for the partial sums $\boldsymbol{s}_{\mathrm{n}, \mathrm{l}}(x)$ (for which $\gamma$ is decreased):

$$
\begin{equation*}
\int_{0}^{1} d t \int_{0}^{2 \pi} \exp \left\{\mu s_{n, t}^{2}(x)\right\} d x \leqslant 2 \pi K \tag{8.35}
\end{equation*}
$$

with $K$ independent of $n$. Fix $t$ and let $M_{n}(t)$ be the maximum of $\left|s_{n, t}(x)\right|$. Let $x_{0}$ be a point at which this maximum is attained. Since the derivative of $s_{n, l}$ does not exceed $2 n M_{n}(t)$ (Chapter III, (13-17)), $s_{m, t}$ cannot change by more than $\frac{1}{8} M_{n}(t)$ over any interval of length $1 / 4 n$. In particular, $\left|s_{n, l}\right|$ exceeds $\frac{1}{2} M_{n}(t)$ for $x_{0} \leqslant x \leqslant x_{0}+1 / 4 n$, and

$$
\int_{x_{0}}^{x_{0}+1 / 4 n} \exp \left\{\mu s_{n, t}^{2}(x)\right\} d x \geqslant \frac{1}{4 n} \exp \left\{t \mu M_{n}^{2}(t)\right\}
$$

The integral on the left is increased if it is taken the whole interval $(0,2 \pi)$. By (8.35), we have

Hence

$$
\begin{gathered}
\int_{0}^{1} \exp \left\{t \mu M_{n}^{2}(t)\right\} d t \leqslant 8 K \pi n . \\
\int_{0}^{1} \exp \left\{\ddagger \mu\left(M_{n}^{2}(t)-\alpha \log n\right)\right\} d t \leqslant 8 K \pi n^{1-}-\frac{1}{2} a
\end{gathered}
$$

for any $\alpha>0$. Take $\alpha \mu=12$. Then the right-hand sides, being $O\left(n^{-8}\right)$, form a convergent series. By Chapter I, (11-5), the series $\Sigma \exp \left\{\left\{\mu M_{n}^{2}-3 \log n\right\}\right.$ converges almost every-
where, and so $M_{n}^{2}(t) \leqslant 12 \mu^{-1} \log n$, for almost all $t$ and large enough $n$. Since by dropping the first few terms we can make $\gamma$ arbitrarily small, and so $\mu$ arbitrarily large, we have
for almost all $t$, and (i) follows.

$$
M_{n}(t)=o\{(\log n)\}
$$

(ii) Let

$$
S_{n, t}(x)=\sum_{1}^{n} A_{k}(x) \phi_{k}(t)(\log k)^{t+\frac{1}{2} e}
$$

By (i), $S_{n, t}(x)=\alpha\left\{(\log n) \frac{1}{}\right\}$ for almost all $t$, uniformly in $x$. We fix such a $t$ and suppose for simplicity that $a_{1}=b_{1}=0$. Then summation by parts gives

The terms of the last series being $\circ\left\{k^{-1}(\log k)^{-1-1} c\right\}, s_{n, 1}(x)$ converges uniformly as $n \rightarrow \infty$.
We may ask if the random continuity of the series $\Sigma \pm A_{n}(x)$ implies that almost all the series converge uniformly. This is an open problem, but we can prove the following result:
(8.36) Theorem. Let $\left\{n_{k}\right\}$ be any lacunary sequence of indices ( $n_{k+1} / n_{k}>q>1$ ). If $\Sigma \pm A_{n}(x)$ is randomly continuous, the sequence $\left\{s_{n_{k}, 1}(x)\right\}$ converges uniformly in $x$ for almost all $t$.

Let $t_{0}$ be any fixed number, not a diadic fraction. We first note that almost all the series

$$
\Sigma \phi_{m}\left(t_{0}\right) \phi_{m}(t) A_{m}(x)
$$

are of the class $C$ (i.e. are Fourier series of continuous functions). For let $E \subset(0,1)$, $|E|=1$, be such that $\Sigma A_{m}(x) \phi_{m}(t)$ is in C for $t \in E$. For each $t \in E$ we define $t^{\prime}$ by

$$
\phi_{m}\left(t^{\prime}\right) \phi_{m}\left(t_{0}\right)=\phi_{m}(t) \quad(m=0,1,2, \ldots)
$$

This transformation merely interchanges diadic intervals of the same rank. Since any open set can be covered by non-overlapping diadic intervals, it follows that the transformation preserves the measure of any open set, and so also (passing to the complements) of any closed set and, finally, of any measurable set. In particular, the set of the $t^{\prime}$ is also of measure 1 .

We now split the series $\Sigma A_{m}(x) \phi_{m}(t)$ into blocks $P_{k}=\sum_{n_{\lambda}+1}^{n_{k+1}} A_{m}(x) \phi_{m}(t)$. By the remark just made, the two series

$$
P_{0}+P_{1}+P_{2}+P_{3}+\ldots, \quad P_{0}-P_{1}+P_{2}-P_{3}+\ldots
$$

are in C for almost all $t$ (there is a $t_{0}$ such that $\left\{\phi_{m}\left(t_{0}\right)\right\}$ takes the necessary sequence of values $\pm 1$ ). Hence the series $P_{0}+P_{2}+P_{4}+\ldots$ and $P_{1}+P_{3}+P_{5}+\ldots$ are in C for almost every $t$. But both series have gaps and Theorem (1-27) of Chapter III shows that $\left\{s_{n_{k}, l}(x)\right\}$ converges uniformly in $x$ for almost all $t$.

We now prove a theorem of a slightly different character.
(8.37) Theorem. If the power series $\Sigma a_{n} z^{n}$ has radius of convergence 1 , then almost all the functions

$$
f_{i}(z)=\sum_{0}^{\infty} a_{n} z^{n} \phi_{n}(l), \quad z=r e^{i 0}
$$

are not continuable acrose $|z|=1$.

Suppose that for every $t$ in a set $E$ of positive outer measure there is an aro $(\alpha, \beta)$ on $|z|=1$ and two positive numbers $\delta, M$ such that in the domain

$$
\Delta: 1-2 \delta \leqslant r \leqslant 1+2 \delta, \quad \alpha-\delta \leqslant \theta \leqslant \beta+\delta
$$

$f_{l}(z)$ is regular and numerically not greater than $M$. The numbers $\alpha, \beta, M, \delta$ depend on $t$, but taking them rational we can select a subset of $E$-call it $E$ again-also of pasitivs outer measure such that they are independent of $t \in E$.

Let $\Delta^{*}$ denote the domain $1-\delta \leqslant r \leqslant 1, \alpha \leqslant \theta \leqslant \beta$, and lst $\epsilon>0$ be 80 small that every circle with centre $z \in \Delta^{*}$ and redius $\epsilon$ is contained in $\Delta$. By Cauchy's theorem,

$$
\left|f_{i}^{(s)}(z)\right|_{\epsilon^{p}}^{M p \eta} \leqslant C^{p} p^{p} \text { for } p=1,2, \ldots, t \in E, z \in \Delta^{*} .
$$

Let $\mathcal{F} \boldsymbol{E}$ be the set of all $t$ for which these inequalities are satisfied. Clearly, $\mathbb{\delta}$ is messurable (even measurable B) and $\mid \delta!>0$. But, for $|z|<1$,

$$
f_{i}^{(p)}(z)=\sum_{0}^{\infty} b_{n} \phi_{n}(t), \quad \text { with } \quad b_{n}=a_{n} n(n-1) \ldots(n-p+1) r^{n-p} e^{q n-p) \theta} \text {, }
$$

and so, applying (8.3) with $\lambda=2$ and supposing $p$ large enough, we get

$$
\Sigma\left|b_{n}\right|^{2} \leqslant 2 C^{28} p^{2 p} .
$$

In particular (making r $r$ )

$$
a_{n} n(n-1) \ldots(n-p+1) \leqslant 2^{\ddagger} C^{\prime} p^{\nu} .
$$

Set $p=[\eta n]+1$, where $0<\eta<1$. For $n$ large enough,

$$
\left|a_{n}\right|\{n(1-\eta)\}^{n \eta} \leqslant C^{8 n \eta}(2 n \eta)^{n \eta+1},
$$

and so,

$$
\limsup \left|a_{n}\right|^{1 / n} \leqslant\left\{2 C^{2} \eta /(1-\eta)\right\}^{n}<1,
$$

for $\eta$ fixed and sufficiently small. Heace the radius of convergence of $\Sigma a_{n} z^{n}$ is greater than 1 , contrary to hypothesis, and this contradiction proves the theorem.

Random insertion of the signs $\pm 1$ into a trigonometric series has a close connexion with the random insertion of the factors 0,1 , that is, with the random suppression of terms. It is enough to replace the $\phi_{n}(t)$ in (8.11) by

$$
\phi_{n}^{*}(t)=\frac{1}{1}\left(1+\phi_{n}(t)\right) .
$$

The functions $\phi_{n}^{*}(t)$ take the values 0,1 , each in sets of measure $\frac{1}{i}$.
In the two theorems that follow, $T$ is any linear method of summation which satisfiee conditions (i), (ii), (iii) of regularity (Ch. III, §1), and $T^{*}$ is any linear method which satisfies conditions (i) and (iii).
(8-39) Theorem. (i) If $\Sigma c_{n}$ is summable by a method $T$, and if $\Sigma\left|c_{n}\right|^{8}<\infty$, then

$$
\Sigma c_{n} \phi_{n}^{*}(t) \quad(0 \leqslant t \leqslant 1)
$$

is summable T almost everywhere.
(ii) Conversely, if (8.40) is summable in a set $E$ of positive measure by a method $\mathrm{T}^{*}$, then $\mathrm{\Sigma c}_{n}$ is summable $\mathrm{T}^{*}$ and $\Sigma\left|\mathrm{c}_{n}\right|^{2}<\infty$.

Case (i) is immediate since, by (8-2), $\Sigma c_{n} \phi_{n}(t)$ is convergent, and so also summsble T, almost everywhere, and the same holds for (8.40). In case (ii), if $E$ is the set of all points where $\Sigma c_{n} \phi_{n}^{*}$ is summable $T^{*}$, the measure of $E$ must be 1 . For the replacement of $t$ by $t+\mathfrak{p} / 2^{2}$ changes only a finite number of terms in (8.40), and so $E$ is invariant under translations by $p / 2$. This means that the average density of $E$ in each of the intervals

$$
I_{2, \mathrm{e}}=\left(p / 2^{e},(p+1) / 2^{q}\right)
$$

is the same, and so equal to $|E|$. Since $|E|>0$, the density theorem for measurable sets asserts that the relative density of $E$ in some cf the intervals $I_{p, 4}$ must be arbitrarily close to 1 . Hence
 the series (8.40) for $t=t_{0}$ and $t=1-t_{0}$, and observing that $\phi_{n}\left(1-t_{0}\right)=-\phi_{n}\left(t_{0}\right)$ for all $n$, we obtain the summability $T^{*}$ of $\Sigma c_{n}$. This shows that $\Sigma c_{n} \phi_{n}(t)$ is summable $T^{*}$ in $E$, and the finiteness of $\Sigma\left|c_{n}\right|^{2}$ follows from (8.2).
(8-41) Theorem. Suppose that $\Sigma\left(a_{\pi}^{2}+b_{\pi}^{2}\right)=\infty$. Then for every method of summation $\mathrm{T}^{*}$, and for almost all t, the series

$$
\Sigma\left(a_{n} \cos n x+b_{n} \sin n x\right) \phi_{n}^{*}(t)=\Sigma A_{n}(x) \phi_{n}^{*}(t)
$$

is summable $T *$ for almost no $x$. In particular, almost no sories (8.42) is a Fourier series.
If the first conclusion were false, there would exist a set $X,|X|>0$, such that for earh $x_{0} \in X$ the series $\Sigma A_{n}\left(x_{0}\right) \phi_{n}^{*}(t)$ is summable $T^{*}$ for all $t$ in a set of positive measure. That, by (8.39) (ii), would imply that $\Sigma A_{n}^{2}\left(x_{0}\right)<\infty$, and so also $\Sigma\left(a_{n}^{2}+b_{n}^{2}\right)<\infty$, contrary to hypothesis.

In the case $\sum\left(a_{n}^{2}+b_{n}^{3}\right)<\infty$, there seems to be less analogy between the saries (8.11) and (8.42). Thus, by (8.34), almost all series $\Sigma \phi_{n}(t) n^{-1} \sin n x$ are Fourier series of continuous functions, wheress, because of the function $\Sigma n^{-1} \sin n x$, almost all series $\Sigma \phi_{\boldsymbol{n}}^{*}(t) n^{-1} \sin n x$ are Fourier series of discontinunus functions.

## 9. Series with 'small' gaps

This name will be given to the series

$$
\Sigma\left(a_{k} \cos n_{k} \theta+b_{k} \sin n_{k} \theta\right),
$$

where the indices $n_{1}<n_{2}<\ldots$ satisfy an inequality

$$
n_{k+1}-n_{k} \geqslant q>0 \quad \text { for } k=1,2, \ldots,
$$

that is, increase at least as rapidly as an arithmetic progression with difference $q$. Only the case $q>1$ need be considered. Every lacunary series (see §6) is a member of this class (at least after the rejection of the first few terms), but not conversely.
Theorems about lacunary series proved in § 6 show that if they 'behave well' on a set $E$ of positive measure, they 'behave well' in $(0,2 \pi)$. It will now be shown that if $E$ is a large enough interval, somewhat similar conclusions hold for series with 'small' gaps. It will be convenient to write the series in the complex form.
(9.1) Theorim. Let
be a finite sum with

$$
\begin{gather*}
P(\theta)=\sum_{k=-N}^{N} c_{k} e^{i n_{k} \theta} \quad\left(n_{-k}=-n_{k}\right)  \tag{9.2}\\
n_{k+1}-n_{k} \geqslant q>0 \quad(k=0,1 \ldots) \tag{9.3}
\end{gather*}
$$

and let I be any interval of length greater than $2 \pi / q$, 80 that

Then

$$
\begin{gather*}
|I|=2 \pi(1+\delta) / q \quad(\delta>0) \\
\Sigma\left|c_{k}\right|^{2} \leqslant A_{z} \frac{1}{|I|} \int_{I}|P(\theta)|^{2} d \theta \\
\left|c_{k}\right| \leqslant A_{z} \frac{1}{|I|} \int_{I}|P(\theta)| d \theta \tag{9.5}
\end{gather*}
$$

where $A_{8}$ depends only on $\delta$.
The results hold for infinite sums if the series (9.2) converges uniformly.
The inequality ( $9 \cdot 4$ ) somewhat resembles the first inequality ( $6 \cdot 6$ ), and there is also a resemblance between the proofs. The proof of (9.4) consists in showing that, for a suitable function $\chi$, the integral $\int_{I}|P|^{2} \chi d \theta$ majorizes a fixed multiple of $\Sigma\left|c_{k}\right|^{2}$. In the lacunary case we had $\chi \equiv 1$ on $I$. The sparsity of terms in a lacunary series made it possible to base the proof only on the most obvious properties of the coefficients $\gamma_{k}$ of the function $\chi$ (completed by 0 outaide $I$ ), namely, on $\Sigma\left|\gamma_{k}\right|^{3}<\infty$. In the present
case we need, as we shall see below, at least $\Sigma\left|\gamma_{k}\right|<\infty$, a condition which does not hold for a discontinuous characteristic function and which therefore requires a different choice of $\chi$.

Though we are not interested in the generalization for its own sake, the proof of (9-1) runs more smoothly if we do not require the $n_{k}$ to be integers. The simultaneous transformations $\theta \rightarrow c \theta, n_{k} \rightarrow n_{k} / c$ change neither $P$ nor the right-hand sides of (9.4) and (9.5). Since we may also assume that $I$ is symmetric with respect to $\theta=0$ (if $\theta_{0}$ is the midpoint of $I$, transformation to $\theta-\theta_{0}$ does not alter the $\left|c_{n}\right|$ ), it is enough to take

$$
I=(-\pi, \pi), \quad q=1+\delta .
$$

Let $\chi$ be any real-valued function vanishing outside $I$ and $\gamma(u)$ its Fourier transform (p. 8). Then

$$
\begin{align*}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} \chi(x)|P(x)|^{2} d x= & \frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left(\Sigma c_{k} e^{i n_{k} x}\right)\left(\sum \bar{c}_{l} e^{-i n l^{x}}\right) \chi(x) d x=\Sigma c_{k} \bar{c}_{l} \gamma\left(n_{l}-n_{k}\right) \\
& \left.\geqslant \gamma(0) \Sigma\left|c_{k}\right|^{2}-\sum_{k+l}^{\frac{1}{2}}\left|c_{k}\right|^{2}+\left|c_{l}\right|^{2}\right)\left|\gamma\left(n_{l}-n_{k}\right)\right| \\
& =\sum_{k}\left|c_{k}\right|^{2}\left\{\gamma(0)-\sum_{l}^{\prime}\left|\gamma\left(n_{l}-n_{k}\right)\right|\right\},
\end{align*}
$$

where the dash indicates that $l \neq k$ in the summation. If $\chi$ is bounded, say not greater than $M$, and the expression in curly brackets exceeds a positive number $\Gamma$ depending on $\delta$ only, a comparison of the extreme terms of (9.6) gives

$$
\Sigma\left|c_{k}\right|^{2} \leqslant \frac{M}{\Gamma} \frac{1}{2 \pi} \int_{-\pi}^{\pi}|P|^{2} d x
$$

which is ( $9 \cdot 4$ ) with the simplifications adopted.
To show that this hypothetical situation can be realized, let

$$
\begin{equation*}
\chi(x)=2 \pi \cos \frac{1}{2} x \quad \text { for } \quad|x| \leqslant \pi, \quad \chi(x)=0 \text { elsewhere. } \tag{9.7}
\end{equation*}
$$

Then

$$
\gamma(u)=\frac{4 \cos \pi u}{1-4 u^{2}}
$$

and since $\left|n_{k}-n_{l}\right| \geqslant|k-l| q$,

$$
\begin{align*}
\sum_{l}^{\prime}\left|\gamma\left(n_{l}-n_{k}\right)\right| & \leqslant \sum_{l}^{\prime} \frac{4}{4(k-l)^{2} q^{2}-1}<\frac{8}{q^{2}} \sum_{l=1}^{\infty} \frac{1}{4 l^{2}-1} \\
& =\frac{4}{q^{2}} \sum_{l=1}^{\infty}\left(\frac{1}{2 l-1}-\frac{1}{2 l+1}\right)=\frac{4}{q^{2}}=\frac{\gamma(0)}{(1+\delta)^{2}} \tag{9•8}
\end{align*}
$$

This gives (9.4) with $A_{\delta}=2 \pi(1+\delta)^{2} / 4 \delta(2+\delta)<A\left(1+\delta^{-1}\right)$.
To prove (9.5), let $\left|c_{j}\right|$ be the largest of the $\left|c_{k}\right|$. Then

$$
\begin{aligned}
\left|\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \chi(x) P(x) e^{-i n, x} d x\right| & =\left|\sum_{k} c_{k} \gamma\left(n_{j}-n_{k}\right)\right| \\
& \geqslant\left|c_{j}\right| \gamma(0)-\sum_{k \neq j}\left|c_{k}\right|\left|\gamma\left(n_{j}-n_{k}\right)\right| \geqslant\left|c_{j}\right|\left(4-\frac{4}{(1+\delta)^{2}}\right),
\end{aligned}
$$

using (9.8). Since the left-hand side here does not exceed $\int_{-\pi}^{\pi}|P| d x,(9 \cdot 5)$ follows, with the same $A_{\delta}$ as before.

The inequality opposite to (9-4) is also true. It is easier and is valid under more general conditions.
(9.9) Theorem. Let $P$ and $\left\{n_{k}\right\}$ be the same as in (9.1) and let $J$ be any interval of length $2 \pi \eta / q$, where $\eta>0$. Then

$$
\begin{equation*}
\frac{1}{|\bar{J}|} \int_{J}|P(x)|^{2} d x \leqslant B_{\eta} \Sigma\left|c_{k}\right|^{2} . \tag{9.10}
\end{equation*}
$$

We may suppose that $q=1$. The inequality (9-10) follows from Parseval's formula if the $n_{k}$ are integers and, say, $|J| \leqslant 2 \pi$. For the left-hand side is then not greater than

$$
2 \pi \frac{1}{2 \pi} \int_{0}^{2 \pi}|P|^{2} d x=\eta^{-1} \Sigma\left|c_{k}\right|^{2}
$$

To prove (9•10) in the general case, we note that in the last term of $(9 \cdot 6)$ we have $\Sigma^{\prime} \leqslant \gamma(0)$. Hence,

$$
\begin{gathered}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} \chi|P|^{2} d x \leqslant \Sigma\left|c_{k}\right|^{2}\left\{\gamma(0)+\Sigma^{\prime}\right\} \leqslant 2 \gamma(0) \Sigma\left|c_{k}\right|^{2} \\
2^{-\frac{1}{2}} \int_{-\frac{1}{2} \pi}^{\frac{1 \pi}{2}}|P|^{2} d x \leqslant 8 \Sigma\left|c_{k}\right|^{2}
\end{gathered}
$$

This estimate holds for the integral of $|P|^{2}$ over any interval of length $\pi$ and leads to (9.10) if $\eta=1$, and so also if $\eta<1$ (with $B_{\eta}=\eta^{-1} B_{1}$ ).

If $\eta>1$, we split $J$ into a finite number of intervals $J_{k}$ of lengths contained between $\pi$ and $2 \pi$ and observe that the left-hand side of (9•10) does not exceed the largest of the ratios $\left|J_{k}\right|^{-1} \int_{J_{k}}|P|^{2} d x$. Thus (9.9) is established, with $B_{\eta}<A\left(1+\eta^{-1}\right)$.

The following generalization of (6-16) follows easily from (9-1).
(9.11) Theorem. If the radius of convergence $R$ of the power series

$$
\begin{equation*}
\Sigma c_{k} z^{n k}=f(z), \quad n_{k+1}-n_{k} \rightarrow \infty . \tag{9.12}
\end{equation*}
$$

is 1 , the function $f$ is not continuable across $|z|=1$.
For suppose that a closed arc $I$ on $|z|=1$ is one of regularity for $f$. There are then constants $C$, $\delta$ such that (compare a similar argument on p . 221)

$$
\left|f^{(D)}(z)\right| \leqslant C^{\triangleright} p!\leqslant C^{\triangleright} p^{p} \text { for } p=1,2, \ldots, \theta \in I, 1-\delta \leqslant r<1 \text {. }
$$

We reject the first few terms of the series (9.12), possibly altering the value of $C$, so as to make (9.5) applicable to $P(\theta)=f^{(\nu)}\left(r e^{i \theta}\right)$. Making $r \rightarrow 1$ we get

$$
\left|c_{k}\right| n_{k}\left(n_{k}-1\right) \ldots\left(n_{k}-p+1\right) \leqslant A \underset{r \rightarrow 1}{\limsup } \frac{1}{|I|} \int_{I}\left|f^{(p)}\left(r e^{(\theta)}\right)\right| d \theta \leqslant A C^{p} p^{p} .
$$

For $p=\left[n_{k} \epsilon\right]+1$ and $k$ large enough we therefore have

$$
\begin{aligned}
\left|c_{k}\right|\left\{n_{k}(1-\epsilon)\right\}^{n_{k} \epsilon} & \leqslant\left(2 C n_{k} \epsilon\right)^{n k \epsilon}, \\
\text { limsup }\left|c_{k}\right|^{1 / n_{k}} & \leqslant\left(\frac{2 C \epsilon}{1-\epsilon}\right)^{c}<1,
\end{aligned}
$$

provided $\epsilon$ is small enough. This gives $R>1$, and the contradiction proves ( $9 \cdot 11$ ).
The proof actually gives more than is explicitly stated, namely, if

$$
\liminf \left(n_{k+1}-n_{k}\right) \geqslant \gamma,
$$

then every arc of length greater than $2 \pi!\gamma$, and so also every arc of length $2 \pi / \gamma$, on $|z|=1$ contains at least one singular point of $f$.

## 10. A power series of Salem

We return to Theorem (8.34). It holds of course for power series. Following Salem we complete it as follows:
(10.1) Theorem. Let $r_{1}, r_{2}, \ldots$ be a sequence of positive numbers tending monotonically to 0 , such that $\sum r_{n}^{2}$ converges and that $\left\{1 / r_{n}\right\}$ is concave. Then there is a sequence of numbers $\epsilon_{n},\left|\epsilon_{n}\right|=1$, such that $\Sigma \epsilon_{n} r_{n} e^{i n x}$ converges uniformly. $\dagger$

Examples of sequences $\left\{r_{n}\right\}$ satisfying the hypothesis are

$$
n^{-\frac{1}{1}}(\log n)^{-\frac{1}{1}-c}, \quad n^{-\frac{1}{2}}(\log n)^{-\frac{1}{2}}(\log \log n)^{-\frac{1}{2}-c}, \quad \ldots
$$

etc., for $\epsilon>0$ and $n$ large enough. The factors $\epsilon_{n}$ are not $\pm 1$ and we know nothing about the set of admissible $\left\{\epsilon_{n}\right\}$, except for the obvious fact that it is of the power of the continuum.

We may suppose that $r_{n}=r(n)$, where $r(u)$ is monotonically decreasing and differentiable, and $1 / r(u)$ is concave. The convergence of $\sum r_{n}^{2}$ is equivalent to that of $\int_{1}^{\infty} r^{2}(u) d u$.

The proof of $(10 \cdot 1)$ is based on certain extensions of the lemmas of van der Corput proved in § 4 to the expressions

$$
I(F: a, b)=\int_{a}^{b} r(u) F(u) d u, \quad S(F ; a, b)=\sum_{a<n \leqslant b} r(n) F(n),
$$

where $r(u)$ is a positive decreasing function and $F^{\prime}(u)=\exp 2 \pi i f(u)$. Some of these extensions are immediate consequences of the case $r \equiv 1$, others are less so.

We take for the variable of integration the primitive $R=R(u)$ of $r(u)$. It is an increasing function of $u$, so that $u=u(R)$ and $I=\int e^{2 \pi i f} d R$, with

$$
f_{R}=f^{\prime}(u) / r(u), \quad f_{R R}=f^{\prime \prime}(u) / r^{2}(u)-f^{\prime}(u) r^{\prime}(u) / r^{3}(u)
$$

Here $r^{\prime} \leqslant 0$. Hence $f_{R R} \geqslant f^{\prime \prime}(u) / r^{2}(u)$, if only $f^{\prime}(u) \geqslant 0$. Applying Lemma (4•3), we get the following result:
(10.2) Lemma. If $f^{\prime \prime}(u)>0$ and $f^{\prime}(u) \geqslant 0$, then

$$
\left|I\left(F^{\prime} ; a, b\right)\right| \leqslant 4 \max \left(r(u) \mid\left\{f^{\prime \prime}(u)\right\}^{\mathbf{z}}\right) .
$$

The case $f^{\prime \prime}<0, f^{\prime} \geqslant 0$ is slightly less simple, and we shall have to introduce the additional hypothesis that $r^{\prime}: f^{\prime \prime}$ is monotone.
(10.3) Lemms. If $f^{\prime \prime}<0, f^{\prime} \geqslant 0$, and $r^{\prime} \mid f^{\prime \prime}$ is monotone, then

$$
\left.|I| \leqslant 4 \max \underset{\left|f^{\prime \prime}\right|^{\frac{1}{2}}}{r}+\max \right\rvert\, \begin{aligned}
& r^{\prime} \mid \\
& \left|f^{\prime \prime}\right|
\end{aligned}
$$

Write

$$
I=\int_{a}^{b}[r(u)-r(b)] F(u) d u+r(b) \int_{a}^{b} F(u) d u=P+Q .
$$

[^11]Then

$$
\begin{gathered}
\left.\left.|Q| \leqslant 4 r(b) \max \left\{1 /\left|f^{\prime \prime}(u)\right|\right\}\right\} \leqslant 4 \max \left\{r(u) /\left|f^{\prime \prime}(u)\right|\right\}\right\}, \\
P=\frac{1}{2 \pi i} \int_{a}^{b} \frac{r(u)-r(b) f^{\prime}(u)-f^{\prime}(u)-f^{\prime}(b)}{f^{\prime}(u)} d e^{2 \pi i f(u) .}
\end{gathered}
$$

The factor $\left(f^{\prime}(u)-f^{\prime}(b)\right) / f^{\prime}(u)$ is decreasing and contained between 0 and 1. The derivative of the preceding factor can be written

$$
\frac{f^{\prime \prime}(u)}{f^{\prime}(u)-f^{\prime}(b)}\left[\frac{r^{\prime}(u)}{f^{\prime \prime}(u)}-\frac{r(u)-r(b)}{f^{\prime}(u)-f^{\prime}(b)}\right]=\frac{f^{\prime \prime}(u)}{f^{\prime}(u)-f^{\prime}(b)}\left[\frac{r^{\prime}(u)}{f^{\prime \prime}(u)}-\frac{r^{\prime}(v)}{f^{\prime \prime}(v)}\right] \quad(u<v<b),
$$

and so is of constant sign. Hence, applying the second mean-value theorem to the two monotone factors, we obtain

$$
|P| \leqslant \frac{2}{\pi} \max \frac{r(u)-r(b)}{f^{\prime}(u)-f^{\prime}(b)} \cdot \max \frac{f^{\prime}(u)-f^{\prime}(b)}{f^{\prime}(u)} \leqslant \max \frac{r^{\prime}}{f^{\prime \prime}} \cdot 1,
$$

and collecting results we get ( $10 \cdot 4$ ).
Changing $f$ into $-f$ (which does not affect $|I|$ ), we may replace the hypotheses of (10-3) by $f^{\prime \prime}>0, f^{\prime} \leqslant 0$. If $f^{\prime \prime}>0$, but nothing is assumed about the sign of $f^{\prime}$, we split $(a, b)$ into subintervals in which the sign of $f^{\prime}$ is constant, and deduce from (10.2) and (10.3):
(10.5) Lemma. If $f^{\prime \prime}(u)$ is of constant sign and $r^{\prime} \mid f^{\prime \prime}$ is monotone, then

$$
|I(F ; a, b)| \leqslant 8 \max \left(r| | f^{\prime \prime} \mid t\right)+\max \left|r^{\prime}\right| f^{\prime \prime} \mid .
$$

Remark. The term $\max \left|r^{\prime}\right| f^{\prime} \mid$ is necessary here. Take, for instance,

$$
r=f^{\prime}, \quad I=(2 \pi i)^{-1}\left(e^{2 \pi i /(b)}-e^{2 \pi i f(a)}\right),
$$

and supposing that $f(u)$ increases indefinitely with $u$, take $f(b)=f(a)+\frac{1}{2}$. Then $|I|=1 / \pi$. But choosing, for example, $f=\log \log u$, we see that $\max \left(r /\left|f^{\prime \prime}\right| l\right)$ in $(a, b)$ tends to 0 as $a \rightarrow \infty$.
(10.6) Lemma. If $f^{\prime}(u)$ is monotone and $\left|f^{\prime}\right| \leqslant \frac{1}{2}$, then

$$
|I(F ; a, b)-S(F ; a, b)| \leqslant A \max r(u) .
$$

Here $A$ is an absolute constant. For $r(u)=1$ this is (4-4). The general case is reduced to this by applying the second mean-value theorem to the equation

$$
I-S=\int_{a}^{b} r(u) F(u) d \chi(u),
$$

with $\chi$ defined as in $\S 4$.
(10.7) Lemma. Suppose that $f^{\prime \prime}(u)$ is of constant sign, and $r^{\prime} \mid f^{\prime \prime}$ and $r /\left|f^{\prime \prime}\right|^{\mid t}$ are monotone. Then

$$
\begin{equation*}
|S| \leqslant 16 \max \left(r /\left|f^{\prime \prime}\right|^{\prime}\right)+2 \max \left|r^{\prime}\right| f^{\prime \prime} \mid+2 A \max r+\int_{a}^{b}\left(8 r\left|f^{\prime \prime}\right| t+\left|r^{\prime}\right|+A r\left|f^{\prime \prime}\right|\right) d u, \tag{10.8}
\end{equation*}
$$

where $A$ is the constant in ( 10.6 ).
The proof is similar to that of (4.8). By hypothesis, $f^{\prime}$ is monotone, say increasing. Let $\alpha_{k}$ be defined by the condition $f^{\prime}\left(\alpha_{k}\right)=k-1$, for $k$ integral, and let $\alpha_{r} \alpha_{r+1}, \ldots, \alpha_{r+c}$
be the points $\alpha$, if such exist, in the interval $a \leqslant u \leqslant b$. We consider the values $a, \alpha_{r}$. $\alpha_{r+1}, \ldots, \alpha_{r+s}, b$ of $u$, to which correspond the values

$$
f^{\prime}(a), \quad r-\frac{1}{2}, \quad r+\frac{1}{2}, \quad \ldots, \quad r+s-\frac{1}{\frac{1}{2}}, \quad f^{\prime}(b)
$$

of $v=f^{\prime}(u)$. In the interval $\left(\alpha_{k}, \alpha_{k+1}\right)$ we have $\left|f^{\prime}-k\right| \leqslant \frac{1}{2}$. Let

$$
S_{k}=\sum_{a_{k}<n \leqslant a_{k+1}} r(n) e^{2 n i f(n)}=\sum_{a_{k}<n \leqslant a_{k+1}} r(n) e^{2 n i 1 f(n)-k n) .}
$$

Since $(f-u k)^{\prime}=f^{\prime}-k,(f-u k)^{\prime \prime}=f^{\prime \prime}$, we get from ( 10.5 ) and ( 10.6 )

$$
\left|S_{k}\right| \leqslant 8 \max \left(r| | f^{\prime \prime} \mid t\right)+\max \left|r^{\prime}\right| f^{\prime \prime} \mid+A \max r
$$

where the max are taken over $\alpha_{k} \leqslant u \leqslant \alpha_{k+1}$. (10.9) holds also for the incomplete intervals ( $a, \alpha_{r}$ ) and ( $\alpha_{r+8}, b$ ).

Let now $\phi(u)$ be any positive monotone function in $(a, b)$, say decreasing, and consider the sum

$$
\sigma(a, b)=\Sigma \max _{\alpha_{k}<u \leqslant \alpha_{k+z}} \phi(u)=\phi(a)+\phi\left(\alpha_{r}\right)+\ldots+\phi\left(\alpha_{r+\varepsilon}\right),
$$

which takes into account also the intervals $\left(a, \alpha_{r}\right)$ and ( $\alpha_{r+s}, b$ ). If we introduce the new variable $v=f^{\prime}(u), \phi(u)$ becomes a decreasing function $\Phi(v)$, and $\sigma$ is

$$
\begin{aligned}
\Phi\left[f^{\prime}(a)\right]+\Phi\left(r-\frac{1}{2}\right)+\ldots+\Phi\left(r+s-\frac{1}{2}\right) & \leqslant \Phi\left[f^{\prime}(a)\right]+\Phi\left(r-\frac{1}{2}\right)+\int_{r-t}^{r+a-\frac{1}{2}} \Phi(v) d v \\
& \leqslant 2 \Phi\left[f^{\prime}(a)\right]+\int_{r(a)}^{r^{\prime}(b)} \Phi(v) d v \\
& =2 \phi(a)+\int_{a}^{b} \phi(u) f^{\prime \prime}(u) d u
\end{aligned}
$$

Since $\phi(u)$ is positive and monotone,

$$
\sigma \leqslant 2 \max \phi+\int_{a}^{b} \phi f^{\prime \prime} d u
$$

This and the inequalities (10.9) give (10.8) (of course, we can omit the term $\left|r^{\prime}\right|$ on the right and increase the value of $A$ by 1 ).

We now pass to the proof of Theorem (10.1). We consider the series

$$
\begin{gather*}
\sum_{1}^{\infty} r(n) e^{2 \pi i(\alpha n)+n x 1}, \\
g^{\prime \prime}(u)=r^{2}(u) / \int_{u}^{\infty} r^{2}(t) d t, \quad g(u)=\int_{1}^{u} \log \left(\int_{0}^{\infty} r^{2} d t\right)^{-1} d v \quad(u \geqslant 1),
\end{gather*}
$$

where
and apply to it the estimate ( $10 \cdot 8$ ) with $f(u)=g(u)+u x$. Since $f^{\prime \prime}(u)=g^{\prime \prime}(u)$, the estimate will be valid uniformly in $x$. We shall show that $S$ is small for $a$ large and $b>a$.

Now $r(u)\left\{f^{\prime \prime}(u)\right\}^{-\frac{1}{2}}=\left(\int_{u}^{\infty} r^{2} d t\right)^{\frac{1}{2}}$ is decreasing and tends to 0 . Also

$$
\left|r^{\prime}\right|\left|f^{\prime \prime}=\left|r^{\prime}\right| r^{-2} \int_{u}^{\infty} r^{2} d t\right.
$$

decreases monotonically to 0 , since $\left|r^{\prime}\right| r^{-2}=(1 / r)^{\prime}$ is positive and decreases, $1 / r$ being concave. Thus the first three terms on the right in (10.8) are small for large $a$. Finally, $1 / r$ being concave,

$$
\int_{u}^{\infty} r^{2} d t=\int_{u}^{\infty}\left|\frac{r^{2}}{r^{\prime}}\right|\left|r^{\prime}\right| d t \geqslant \frac{r^{2}(u)}{\left|r^{\prime}(u)\right|} \int_{u}^{\infty}\left|r^{\prime}\right| d t=\frac{r^{3}(u)}{\left|r^{\prime}(u)\right|} .
$$

Hence $r f^{\prime \prime}=r^{3} / \int_{w}^{\infty} r^{2} d t \leqslant\left|r^{\prime}\right|$, and the integral in (10.8) does not exceed

$$
\begin{aligned}
8 \int_{a}^{b} r\left(f^{n}\right)^{\frac{1}{2}} d u+(A+1) \int_{a}^{b}\left|r^{\prime}\right| d u & \leqslant 8 \int_{a}^{\infty} \frac{r^{2}(u) d u}{\left(\int_{u}^{\infty} r^{2} d t\right)^{\frac{2}{2}}}+(A+1) r(a) \\
& =16\left(\int_{a}^{\infty} r^{2}(u) d u\right)^{\frac{1}{2}}+(A+1) r(a)
\end{aligned}
$$

which is small for large $a$. Hence (10.10) converges uniformly, and (10.1) follows, with $\epsilon_{n}=e^{2 \pi i \alpha(n)}$.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. If $a_{n}=\epsilon_{n} / n$ and $\left\{\epsilon_{n}\right\}$ is a positive decreasing sequence, the partial sums $t_{n}$ of the series $\Sigma a_{n} \sin n x$ are positive for $0<x<\pi$.
[Sum by parts and use Chapter II, (9.4).]
2. If $\Sigma\left(a_{k} \cos k x+b_{k} \sin k x\right)=A_{k}(x)$ is a Fourier series, the series $\Sigma A_{k}(x) / \log k$ converges in the metric L. So does $\Sigma B_{k}(x) /(\log k)^{1+\varepsilon}$ for $\epsilon>0$, though not for $\epsilon=0$.
[Consider the series $\Sigma \cos n x / \log n$ and $\Sigma \sin n x /(\log n)^{1+e}$.]
3. Suppose that $\left\{a_{n}\right\}$ is positive, convex and monotonically decreesing. Then the modified partial sums $t_{n}^{*}=\frac{1}{t}\left(t_{n}+t_{n-1}\right)$ of $\Sigma a_{n} \sin n x$ are positive for $0<x<\pi$. This need not be true for the $t_{n}$.
[Sum by parts twice and use the fact that $\boldsymbol{R}_{\mathrm{m}}>0, \bar{D}_{m}^{*}>0$ inside ( $0, \pi$ ). For the negative assertion, consider $\Sigma r^{m} \sin m x, n=2, r>\frac{1}{8}$.]
4. Let

$$
R_{k}(x)=\frac{1}{2}+\sum_{n=1}^{\infty}\left(\frac{\sin n h}{n h}\right)^{k} \cos n x
$$

where $k=1,2, \ldots$ and $h$ is a constant such that $0<k h \leqslant \pi$. Show that $R_{k}$ vanishes in ( $k h, \pi$ ) and is a polynomial of degree $k-1$ in each of the intervals $((k-2) h, k h),((k-4) h,(k-2) h), \ldots$. (For $k=1,2$, see p. 10.)
[Consider the function $B_{k}(x)$ from p. 42 and the $k$ th difference

$$
B_{k}(x+k h)-\binom{k}{1} B_{k}(x+(k-2) h)+\ldots \pm B_{k}(x-k h)
$$

The reault can also be obtained by repeated application of Theorem (1.5) of Chapter II to $R_{1}(x)$.]
5. Let $h_{1}, h_{3}, \ldots, h_{8}, \ldots$ be positive numbers with $\Sigma h_{1}<\infty$. Let

$$
R(x)=\frac{1}{2}+\sum_{n=1}^{\infty} a_{n} \cos n x, \quad \text { where } \quad a_{n}=\prod_{s=1}^{\infty}\left(\frac{\sin n h_{s}}{n h_{s}}\right) .
$$

The function $R(x)$ has derivatives of all orders and is not constant. If $d=h_{1}-\left(h_{2}+h_{2}+\ldots\right)$ is positive, $R(x)$ is constant in ( $0, d$ ). If $h=h_{1}+h_{2}+\ldots<\pi$, then $R(x)=0$ in ( $h, \pi$ ). Cf. Mandelbrojt [2].
[Obeerve that $a_{1} \neq 0, a_{n}=O\left(n^{-k}\right)$ for each fixed $k$.]
6. If $a_{n}$ decreases monotonically to 0 and if $\Sigma a_{n} \sin n x \in L$, then $\Sigma a_{n} \cos n x \in L$.
[ $\Sigma a_{n} / n<\infty$.]
7. If $\left\{a_{n}\right\}$ is positive, convex, and tends to 0 , then the sums of both the series $\Sigma a_{n} \cos n x$ and $\Sigma a_{n} \sin n x$ have continuous derivatives in the interior of $(0,2 \pi)$.
[The series $\Sigma a_{n} e^{i n x}$ differentiated termwise is uniformly summable ( $\mathrm{C}, 1$ ) in every closed interval interior to ( $0,2 \pi$ ).]
8. Let $a_{n}$ be the cosine coefficients of a function $f(x)$ such that $f(x) \log 1 /|x|$ is integrable over ( $-\pi, \pi$ ). Thon the series $\Sigma a_{n} / n$ converges and

$$
\sum_{n=1}^{\infty} a_{n} / n=-\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \log \left(2 \sin \frac{1}{2} x\right) d x
$$

In particular, this holds for functions $f$ such that $f \log ^{+}|f|$ is integrable. (Hardy and Littlewood [12].)
[Multiply both sides of the first formula (2.8) of Chapter I by $f(x)$ and integrate over ( $-\pi, \pi$ ). The argument is justified because the partial sums of $\Sigma(\cos n x) / n$ are uniformly $O(\log 1 /|x|)$ near $x=0$ (see (2.28)).]
9. Let $a_{1} \geqslant a_{2} \geqslant \ldots \rightarrow 0, a_{1}>0$, and let $t_{n}(x)$ be the partial sums of $\Sigma a_{\nu} \sin \nu x, g(x)=\lim t_{n}(x)$. Then

$$
\begin{equation*}
\lim g(x) / x=\Sigma \nu a_{\nu} \tag{i}
\end{equation*}
$$

(even if the series on the right diverges). In particular $g(x)$ is strictly positive in some interval $0<x \leqslant \delta$.
(ii) There is an interval $0<x \leqslant \delta$ in which all the $t$ are strictly positive. Hartman and Wintner [1].
[(i) Using (1-13) we have

$$
\text { (*) } \quad g(x)=-\frac{1}{2} a_{1} \tan t x+\sum_{\nu=1}^{\infty} \Delta a_{\nu} \cdot \frac{1-\cos \left(\nu+\frac{1}{2}\right) x}{2 \sin \frac{1}{2} x} \text {. }
$$

Since the terms of the last series are non-negative and the cofactor of $\Delta a_{\nu}$ is asymptotically equal to $\frac{1}{\frac{1}{2}}\left(\nu+\frac{1}{2}\right)^{2} x$ as $x \rightarrow+0$, we obtain $\lim g(x) / x=-\frac{1}{b} a_{1}+\frac{1}{2} \Sigma\left(\nu+\frac{1}{2}\right)^{2} \Delta a_{p}$, and summation by parts shows that this expression is $\Sigma \nu a_{\nu}$.]
10. If $a_{1} \geqslant a_{2} \geqslant \ldots \rightarrow 0, a_{1}>0, g(x) \sim \Sigma a_{\nu} \sin \nu x, 0<\gamma<2$, then $x^{-\gamma} \gamma(x) \in L(0, \pi)$ if and only if $\Sigma \nu^{\gamma-1} a_{\nu}$ converges. (Boas [ $1_{114}$ ], Heywood [2]; for generalizations see Aljančic, Bojanio and Tomic [1].)
[Consider the formule (*) in Example 9. The integral of $x^{-\gamma}\left[1-\cos \left(\nu+\frac{1}{2}\right) x\right]\left(2 \sin \frac{1}{\left.\frac{1}{2} x\right)^{-1} \text { over }}\right.$ $(0, \pi)$ being exactly of the order $\nu^{\gamma}$ (the proof is the same as that of Chapter II, (12.1)), $x^{-\gamma} g(x)$ is in $L(0, \pi)$ if and only if $\Sigma \nu \gamma \Delta a_{\nu}<\infty$, or, what is the same, $\Sigma \nu^{\gamma-1} a_{\nu}<\infty$.]
11. Let $b(u)$ be a slowly varying function. Then, with the notation (2.7), and assuming $1<\gamma<2$, we have the formulae

$$
\begin{array}{r}
f_{\gamma}(x)-f_{\gamma}(0) \simeq x^{\gamma-1} b\left(x^{-1}\right) \Gamma(1-\gamma) \sin \frac{1}{2} \pi \gamma, \\
g_{\gamma}(x) \simeq x^{\gamma-1} b\left(x^{-1}\right) \Gamma(1-\gamma) \cos \frac{1}{2} \pi \gamma,
\end{array}
$$

analogous to (2.8) (see also the remark on p. 188).
[Set $\gamma=\beta+1$ and integrate the relations (2-8) near $x=0$. By repeating this procedure we obtain analogous relations for $k<\gamma<k+1, k=2,3, \ldots$.]
12. If $b(u)$ is slowly varying then, with the same notation as above,

$$
\left.\begin{array}{c}
f_{2}(x)-f_{2}(0) \simeq-\frac{1}{2} \pi x b(1 / x),  \tag{i}\\
g_{2}(x) \simeq x B(1 / x), \quad g_{2}(x)-x f_{1}(0) \simeq x R(1 / x),
\end{array}\right\}
$$

the last two relations being respectively valid according as $\Sigma b_{n} / n$ diverges or converges.
[Integrate (2-13) and (2-16). In the proof of (i) we need the fact-easily obtainable by differen. tiation-that if $b(u)$ is slowly varying so are $B(u)$ and $R(u)$, for $\Sigma b_{n} / n$ divergent and convergent respectively. A similar argument gives formulae for $f_{k}$ and $g_{k}$ if $k=3,4, \ldots$ ]
13. For $\alpha=1$, the sum $\phi_{\alpha}(x)$ of (4•1) belongs to $\Lambda_{*}$. (It has been already pointed out that it does not belong to $\Lambda_{1}$.) For $\frac{1}{2} \alpha+\beta=2$ the sum $\psi_{\alpha, \beta}(x)$ of (5.1) belongs to $\Lambda_{\psi}$.
14. If $\gamma>0, \delta>\frac{1}{2}(1+\gamma)$, the series $\Sigma \frac{\exp \left[2 \pi i n(\log n)^{\gamma}\right]}{n^{i}(\log n)^{\delta}} z^{n}$ converges uniformly on $|z|=1$. (Ingham [2].)
[The proof follows the same line as in §4. We have $\sum_{2}^{n} \nu^{-t} \exp 2 \pi i\left(\nu(\log \nu)^{\gamma}+i \nu x\right)$ ] $\leqslant A(\log n)^{i(1+\gamma)}$.]
A periodic and integrable function $f(x)$ is said to be of bounded deviation (Hadamard) if for each fixed interval $(a, b)$ we have $\int_{a}^{b} f e^{-i n x} d x=O(1 / n)$. In particular, the Fourier coefficients of such functions are $O(1 / n)$. Every function of bounded variation is of bounded deviation. Examples of functions of bounded deviation but not of bounded variation have been given by Alexits [2], Bray (see Mandelbrojt [1]) and Hille [3].
15. The function $x \sin (1 / x)(|x| \leqslant \pi)$ is of bounded deviation. (Bray; see Mandelbrojt [1].)
[It is enough to show that the integral of $x \exp (n x \pm 1 / x)$ over any subinterval of $(0, \pi)$ is uniformly $O(1 / n)$. The substitution $x^{2}=u$ reduces the problem to the function $\exp \left(n u^{i} \pm u^{i}\right)$ and any subinterval $(c, d)$ of $\left(0, \pi^{2}\right)$. We may suppose that $c \geqslant C / n$. since the integral over a subinterval of $(0, C / n)$ is $O(1 / n)$. For a suitable $C$ the derivative of $n u^{\dagger} \pm u^{-i}$ in $\left(C / n, \pi^{2}\right)$ is monotone and greater than $C_{1} n$. Apply (4.3) (i).]
16. Show that if in the lacunary series $\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right)$ we have $\left|a_{k}\right|+\left|b_{k}\right|=O\left(1 / n_{k}\right)$, then the sum $f(x)$ of the series is of bounded devistion. It need not be of bounded variation, as the example of the function $f(x)=\Sigma 2^{-k} \cos 2^{k} x$, differentiable almost nowhere, shows. (Hille [3].)
17. Suppose that for the lacunary series $\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right)=f(x)$ the sum $\Sigma\left(\left|a_{k}\right|+\left|b_{k}\right|\right)$ is finite but $\Sigma n_{k}^{2}\left(a_{k}^{8}+b_{k}^{2}\right)$ infinite. Then $f(x)$ is differentiable almost nowhere. [Compare p. 206.]
18. Suppose that $\Sigma\left(\left|a_{n}\right|+\left|b_{n}\right|\right) / n$ converges but $\Sigma\left(a_{n}^{2}+b_{n}^{2}\right)$ diverges. (Take, for example, $a_{n}=n^{-\frac{1}{2}}, b_{n}=0$.) Then almost all continuous functions

$$
\Sigma \pm n^{-1}\left(a_{n} \cos n x+b_{n} \sin n x\right)
$$

are differentiable almost nowhere.
19. The conclusion in Example 7 is faise if $\left\{a_{n}\right\}$ is merely monotonically decreasing to zero. The sums of the series $\Sigma a_{n} \cos n x$ and $\Sigma a_{n} \sin n x$ may be then differentiable almost nowhere.
[Summation by parts gives

$$
\Sigma a_{n} \cos n x=(2 \sin y)^{-1} \Sigma \Delta a_{n} \sin (2 n+1) y
$$

with $y=\frac{1}{2} x$. Consider the case when the last series is lacunary and apply Example 17.]
20. If $n_{k+1} / n_{k} \geqslant 3$ and $\Sigma \alpha_{k}^{2}<\infty$, then the Riesz product $\Pi\left(1+\alpha_{k} \cos n_{k} x\right)=1+\Sigma \gamma_{n} \cos n x$ is the Fourier series of a function $f$ such that $\exp \left(\lambda(\log |f|)^{2}\right)$ is integrable for every $\lambda>0$. In particular, $f \in L^{\boldsymbol{D}}$ for every $p>0$.
21. Consider the product $I I\left(1+\alpha_{k} \cos n_{k} x\right)$, where $n_{k+1} / n_{k}>q>2,\left|d_{k}\right| \leqslant 1$. It is then no longer true that $p_{k}$ is a partial sum of $p_{k+1}$, but the rank of the loweat term in $p_{k+1}-p_{k}$ tends to infinity with $k$. In particular, $p_{k}$ tends termwise to a trigonometric series. If $\left|\alpha_{k}\right| \leqslant 1$, the latter is the Fourier-Stieltjes eeries of a continuous, non-decressing function. (Wiener and Wintner [1].)
22. Let $K_{m}$ denote Fejer's kernel. The Nth partial product of the Riesz product $\prod_{0}^{\infty}\left(1+\cos 2^{n} x\right)$ is $2 K_{2} \mu_{-1}(x)$ and so tends termwise to $1+2 \cos x+2 \cos 2 x+\ldots$, the Fourier-Stieltjes series of a discontinuous function. (Wiener and Wintner [1].)
23. Suppose that $n_{k+1} / n_{k} \geqslant q>2, \quad\left|\alpha_{k}\right| \leqslant 1, \quad d F \sim \Pi\left(1+\alpha_{k} \cos n_{k} x\right)$.

Show that $F \in \Lambda_{\alpha}$, where $\alpha=1-\log 2 / \log q$.
24. Let $-1 \leqslant \alpha_{k} \leqslant 1, \Sigma \alpha_{k}^{2}=\infty$. Show that for almost all sequences of signs $\pm 1$ the product $\Pi\left(1 \pm \alpha_{k} \cos k x\right)$ diverges to 0 almost everywhere in $x$.
25. Suppose that $-1 \leqslant \alpha_{k} \leqslant+1, \sum \alpha_{k}^{2}=\infty, n_{k+1} / n_{k} \geqslant 3$. Show that the trigonometric series representing $\Pi\left(1+i \alpha_{k} \cos n_{k} x\right)$ diverges almost everywhere (cf. (7•12)).
26. Let $M$ be any (not necessarily linear) method of summation of series $u_{0}+u_{1}+\ldots$ which has the following properties: (a) if $\Sigma u_{n}$ converges to sum s, it is also summable $M$ to $s$; (b) if $\Sigma u_{n}$ and $\Sigma v_{n}$ are summable $M$ to sums sand $t$ respectively, then $\Sigma\left(a u_{n}+b v_{n}\right)$ is summable $M$ to sum $a s+b s ;(c)$ if $u_{0}+u_{1}+u_{2}+\ldots$ is summable $M$ to $s$, the series $u_{1}+u_{2}+\ldots$ is summable $M$ to $\theta-u_{0}$. Show that the series

$$
\text { (*) } \quad \cos x+\cos 2 x+\ldots+\cos 2^{n} x+\ldots
$$

cannot be summable $M$ on a measurable set $E C(0,2 \pi),|E|>0$, to a finite measurable sum. (Kolmogorov [4].)
[Suppose (*) is summsble $M$ on $E,|E|>0$, to a messurable sum $f(x)$. Since summability of (*) at $x$ implies summability at $2^{k} x$, we have $|E|=2 \pi$. In particular, $f(x)$ is bounded on a set $H \subset E$, of measure arbitrarily cloee to $2 \pi$. Let $\chi(x)$ be the characteristic function of $H$, and let $H_{N}$ be the
set whose characteristic function is $\chi\left(2^{N} x\right)$. By Chapter II, (4-15), $\left|H H_{N}\right| \rightarrow|H|^{2} / 2 \pi$, and so, for suitable $H$, and for $N$ large enough, $\left|H H_{N}\right|$ is arbitrarily close to $2 \pi$. For $x \in H H_{N}$ we have

$$
f(x)=\cos x+\ldots+\cos 2^{N-1} x+f\left(2^{N} x\right)
$$

and we arrive at a contradiction since $f(x)$ and $f\left(2^{N} x\right)$ are bounded on $H H_{N}$, while, by (8.25), the sum $\cos x+\ldots+\cos 2^{N-1} x$ is large with $N$ on a substantial subset of $(0,2 \pi)$, and so also at some points of $H H_{N}$.]
27. Let $E \subset(0,2 \pi),|E|>0, n_{k+1} / n_{k} \geqslant q>1$,

$$
\gamma^{2}=\Sigma\left(a_{k}^{2}+b_{k}^{2}\right)<\infty, \quad f=\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right)
$$

Show that there are two positive constants $\lambda_{f}$ and $\mu_{e}$, depending on $q$ only, such that

$$
f^{+} \geqslant \lambda_{\mathbf{e}} \gamma, \quad f^{-} \geqslant \lambda_{\mathbf{e}} \gamma
$$

in subsets of $E$ of measure not lees than $\mu_{e}|E|$, provided $n_{1}$ is large enough.
[The proof is analogous to that of (8.25). We show first that

$$
\int_{E} f^{4} d x \leqslant A_{\bullet} \gamma^{4}|E|
$$

provided $n_{1}$ is large enough. This, together with the first inequality (6.6) (valid with $P$ replaced by $f$ ), gives $\int_{E}|f| d x \geqslant B_{\varepsilon} \gamma|E|$. Since

$$
\int_{E} f+d x+\int_{E} f-d x=\int_{E}|f| d x, \quad \int_{E} f+d x-\int_{E} f-d x=\int_{0}^{2 \pi} f X d x
$$

where $\chi$ is the characteristic function of $E$, and since the last integral is small in comparison with $\gamma$ if $n_{1}$ is large enough, we see that $\int_{E} f^{+} d x \geqslant \frac{1}{2} B_{\cdot} \gamma|E|$. Combining this with

$$
\int_{E}\left(f^{+}\right)^{2} d x \leqslant \int_{E} f^{2} d x \leqslant t|E| \gamma^{2}
$$

(see (6.6)) and applying (8.26), we obtain the conclusion for $f+$.]

## THE ABSOLUTE CONVERGENCE OF TRIGONOMETRIC SERIES

## 1. General series

The absolute convergence of the complex trigonometric series $\Sigma c_{k} e^{i k x}$ (in particular, of a power series in $e^{i x}$ ) at a single point $x_{0}$ implies the convergence of $\Sigma\left|c_{k}\right|$, and so the absolute (and uniform) convergence of $\Sigma c_{k} e^{i k x}$ for all $x$. For the series

$$
\frac{1}{2} a_{0}+\sum_{k=1}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right)=\sum_{k=0}^{\infty} A_{k}(x)
$$

the situation is less simple. The convergence of

$$
\sum_{k=1}^{\infty}\left(\left|a_{k}\right|+\left|b_{k}\right|\right)
$$

naturally implies the absolute (and uniform) convergence of (1-1) for all $x$; on the other hand, (l-1) may converge absolutely at an infinite set of points without (1-2) converging. An example is given by

$$
\Sigma \sin n!x
$$

whose terms vanish from some point onwards for every $x$ commensurable with $\pi$.
(1-3) Theorem of Denjoy-Lusin. If (1-1) converges absolutely for $x$ belonging to a set $A$ of positive measure, (1-2) converges.

Suppose for simplicity that $a_{0}=0$, and let the $k$ th term of (l-1) be $\rho_{k} \sin \left(k x+x_{k}\right)$, with $\rho_{k}=\left(a_{k}^{2}+b_{k}^{2}\right) \geqslant 0$. The function

$$
\alpha(x)=\sum_{k=1}^{\infty} \rho_{k}\left|\sin \left(k x+x_{k}\right)\right|
$$

is finite at every $x \in A$. Hence there is a set $E \subset A,|E|>0$, such that $\alpha(x)$ is bounded on $E, \alpha(x)<M$ say. Since the partial sums of (1-4) are uniformly bounded on $E$, the series may be termwise integrated over $E$ :

$$
\sum_{k=1}^{\infty} \rho_{k} \int_{E}\left|\sin \left(k x+x_{k}\right)\right| d x=\int_{E} \alpha(x) d x \leqslant M|E|
$$

To prove the convergence of $\rho_{1}+\rho_{2}+\ldots$, which is equivalent to that of (1-2), it is enough to show that the coefficients of $\rho_{k}$ in (1.5) all exceed an $\epsilon>0$. This is immediate, if we observe that by replacing the integrand by $\sin ^{2}\left(k x+x_{k}\right)$ we do not increase the integral and that the new integral tends to $\frac{1}{2}|E|$ (Chapter II, (4.5)).
(1-6) Theorem. Suppose that $\left|a_{1}\right| \geqslant\left|a_{2}\right| \geqslant \ldots$.
(i) If $\Sigma a_{n} \cos n x$ converges absolutely at a point $x_{0}$, then $\Sigma\left|a_{n}\right|<\infty$.
(ii) The same holds for the series $\Sigma a_{n} \sin n x$, if $x_{0} \equiv=0(\bmod \pi)$.

In (i) we may suppose that $0<x_{0}<\pi$. The hypothesis implies that $\Sigma\left|a_{n}\right| \cos ^{2} n x_{0}$ is finite. Since $2 \cos ^{2} n x_{0}=1+\cos n y_{0}$, with $y_{0}=2 x_{0}$, and since the partial sums of $\Sigma\left|a_{n}\right| \cos n y_{0}$ are bounded, the result follows. Part (ii) is proved similarly.
(1-7) Theorem. Let $\rho_{n} \doteq\left(a_{n}^{2}+b_{n}^{8}\right)^{2}$. If $\rho_{1} \geqslant \rho_{2} \geqslant \ldots$, and if $\Sigma A_{n}(x)$ converges absolutely at two points $x^{\prime}, x^{\prime \prime}$ with $\left|x^{\prime}-x^{\prime \prime}\right|<\pi$, then $\Sigma \rho_{n}<\infty$.

Write (1-1) in the form $\Sigma \rho_{n} \sin \left(n x+x_{n}\right)$, and let $t=x^{\prime}-x^{\prime \prime}$. Since

$$
n t=\left(n x^{\prime}+x_{n}\right)-\left(n x^{n}+x_{n}\right),
$$

it follows that

$$
|\sin n t| \leqslant\left|\sin \left(n x^{\prime}+x_{n}\right)\right|+\left|\sin \left(n x^{\prime \prime}+x_{n}\right)\right| ;
$$

thus the series $\Sigma \rho_{n}|\sin n t|$ converges, and (1-7) follows from (1-6) (ii).
It is obvious that (1-6) and (1-7) hold if we suppose only that $\left\{\left|a_{n}\right|\right\}$ and $\left\{\rho_{n}\right\}$ respectively are of bounded variation.
The set $A$ in Theorem (1-3) is of positive measure. This, while sufficient to ensure the convergence of ( $1 \cdot 2$ ), is not necessary. The problem of characterizing those sets $A$ for which the absolute convergence of (1-1) in $A$ implies the finiteness of (1-2) is still unsolved. The results that follow, however, throw some light on the situation.

Suppose that $\rho_{1}+\rho_{2}+\ldots=\infty$ for ( $1 \cdot 1$ ) and let $A$ be the set of points at which $\alpha(x)$ is finite. The complementary set is a product of a sequence of open sets (see the proof of Theorem (12-2) of Chapter I). Hence $A$ is the sum of a sequence of closed sets. None of these closed sets contains an interval, for otherwise we should have $|A|>0$, and $\rho_{1}+\rho_{2}+\ldots<\infty$. It follows that all of them are non-dense, and $A$ is of the first category. Thus:
(1-9) Theorem. If $\Sigma A_{n}(x)$ converges absolutely in a set of the second category (even one of measure 0 ), the series $(1 \cdot 2)$ converges.

The set $A$ of points where $\Sigma A_{n}(x)$ converges absolutely has curious properties. Let $\bar{A}$ be the set of points of absolute convergence of the series $\Sigma B_{n}(x)$ conjugate to $\Sigma A_{n}(x)$ and let $C$ and $\bar{C}$ respectively be the sets of points where $\Sigma A_{n}(x)$ and $\Sigma B_{n}(x)$ converge, not necessarily absolutely. It will be convenient to place all these sets on the circumference of the unit circle.
(1-10) Theorem. Every point of $A$ is a point of symmetry of the sets $A, \bar{A}, C, \bar{C}$.
We have

$$
\begin{aligned}
& A_{n}(x+h)+A_{n}(x-h)=2 A_{n}(x) \cos n h, \\
& B_{n}(x+h)-B_{n}(x-h)=2 A_{n}(x) \sin n h .
\end{aligned}
$$

The first formula implies that if $\Sigma\left|A_{n}(x)\right|<\infty$ and if $\Sigma A_{n}(x+h)$ converges, or converges absolutely, so does $\Sigma A_{n}(x-h)$. This proves the symmetry property for $A$ and $C$. The second formula gives the proof for $\bar{A}, \bar{C}$.

By (1-3), the set $A$ (and similarly $\bar{A}$ ) has measure either 0 or $2 \pi$.
(1-11) Theorem. If $A$ is infinite, then $C$, and similarly $\bar{C}$, has measure either 0 or $2 \pi$.
By (1-10), if $x \in A$, and $x+h \in A$, then all the points $x+h, x+2 h, x+3 h, \ldots$ belong to $A$. Since $A$ is infinite, $h$ may be arbitrarily small, so that $A$ is everywhere dense. Suppose that $C$ and its complement $C^{\prime}$ are both of positive measure, and let $c, c^{\prime}$ be points of density for $C$ and $C^{\prime}$ respectively. There is an $\epsilon>0$ such that if any interval $I$ of length $\leqslant 2 \varepsilon$ contains $c$, then $|I C|>\frac{1}{2}|I|$, and if any interval $J$ of length $\leqslant 2 \varepsilon$ contains $c^{\prime}$, then $\left|J C^{\prime}\right|>\frac{1}{2}|J|$. Let $I=(c-\epsilon, c+\epsilon)$, and take an $x_{0}$ belonging to $A$
and distant less than $\frac{1}{\frac{1}{2}} \epsilon$ from the midpoint of the arc ( $c, c^{\prime}$ ). Reflexion in $x_{0}$ takes $C$ into itself and $I$ into an interval $J,|J|=2 \epsilon$, containing $c^{\prime}$. The inequalities

$$
|J C|>\frac{1}{2}|J|, \quad\left|J C^{\prime}\right|>\frac{1}{2}|J|
$$

being incompatible, we have a contradiction. The argument for $\bar{C}$ is identical.
There exist trigonometric series absolutely convergent in a perfect set but not everywhere (see Example 1 at the end of the chapter). On the other hand, we shall prove the existence of perfect sets $P$ of measure zero which as regards the absolute convergence of trigonometric series resemble the sets of positive measure: if $(1 \cdot 1)$ is absolutely convergent in $P,(1 \cdot 2)$ is finite.

A point set $S$ will be called a basis, if every real $x$ can be represented in the form $\alpha_{1} x_{1}+\alpha_{2} x_{2}+\ldots+\alpha_{m} x_{m}$, where $\alpha_{1}, \alpha_{2}, \ldots$ are integers, $x_{1}, x_{2}, \ldots$ belong to $S$, and $m$ depends on $x$. We may also write

$$
x=\epsilon_{1} x_{1}+\ldots+\epsilon_{n} x_{n},
$$

where $\epsilon_{j}= \pm 1$ and the $x_{j}$ are not necessarily different.
(1-12) Theorem. If $S$ is a basis, and if $\Sigma A_{n}(x)$ is absoluiely convergent in $S$, then $\Sigma \rho_{n}$ is finite.
We shall reduce the general case to that of a purely sine series, which is immediate. In fact the inequality

$$
\left|\sin n\left(\epsilon_{1} x_{1}+\epsilon_{2} x_{2}+\ldots+\epsilon_{m} x_{m}\right)\right| \leqslant\left|\sin n x_{1}\right|+\ldots+\left|\sin n x_{m}\right| \quad\left(\epsilon_{j}= \pm 1\right),
$$

which it is easy to prove by induction, shows that if $\Sigma\left|b_{n} \sin n x\right|$ converges in $S$, it converges everywhere, and so $\Sigma\left|b_{n}\right|<\infty$. In the general case, we need the following lemma:
(1-14) Lemma. Let $S$ be a basis, and let $S^{*}=S_{u}$ be the set $S$ translated by $u$. There is then a set $T$ of the second category such that for every $y \in T$ we have

$$
y=\alpha_{1} x_{1}^{*}+\alpha_{2} x_{2}^{*}+\ldots+\alpha_{m} x_{m}^{*},
$$

with $\alpha_{j}$ integral and $x_{j}^{*} \in S^{*}$ for all $j$.
By hypothesis, for every $x$ we have

$$
x=\alpha_{1}\left(x_{1}^{*}-u\right)+\alpha_{2}\left(x_{2}^{*}-u\right)+\ldots,
$$

that is,

$$
x+k u=\alpha_{1} x_{1}^{*}+\ldots+\alpha_{m} x_{m}^{*}
$$

where $k=k(x)$ is an integer. Let $E_{n}$ be the set of $x$ for which $k(x)=n$. At least one of the $E_{n}$, say $E_{n_{0}}$, is of the second category, and we may take for $T$ the set $E_{n_{0}}$ translated by $n_{0} u$. We say that $S^{*}$ is a basis for $T$. (Incidentally it is not difficult to deduce that $S^{*}$ is a basis (cf. Example 2 at the end of the chapter), but we do not need this.)
Passing to the proof of (1.12), let $v$ be any point of $S$, and let $x=y+v$. Then

$$
A_{n}(x)=A_{n}(v) \cos n y-B_{n}(v) \sin n y .
$$

By hypothesis $\Sigma\left|A_{n}(v)\right|<\infty$, and therefore $\Sigma B_{n}(v)$ sin $n y$ converges absolutely in a set $S^{*}$ obtained from $S$ by a translation - $v$. By (1-14), $S^{*}$ is a basis for a set $T$ of
the second category. The argument which we applied to sine series shows that $\Sigma B_{n}(v) \sin n y$ is absolutely convergent in $T$, and so for all $y$ (see (1-9)). The same holds for the series $\Sigma\left\{A_{n}(v) \cos n y-B_{n}(v) \sin n y\right\}=\Sigma A_{n}(x)$. Thus (1-2) is finite.

The above proof may be modified slightly, by basing it on Theorem (1-3) instead of $(1.9)$. It is enough to observe that ( $1 \cdot 14$ ) and its proof remain valid if we replace there the words 'second category' by 'positive outer measure'. Since the set of points $y$ for which $\Sigma\left|B_{n}(v) \sin n y\right|$ converges is measurable, it is of positive measure, and therefore is the whole interval $(0,2 \pi)$.

To give an example of (1-12), we shall show that Cantor's ternary set $C$ constructed on ( 0,1 ) (or on any other interval) is a basis. More precisely, we shall show that the set of all sums $x+y$, with $x \in C, y \in C$, fills the whole interval $(0,2)$.

Consider the set $K$ of all points $(x, y)$ of the plane such that $x \in C, y \in C$. The set $K$ may be also obtained as follows. Divide the square $0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1$, which we call $Q_{0}$, into nine equal parts, and let $Q_{1}$ be the sum of the four closed corner squares. Repeat the procedure for each of these corner squares, denoting the sum of the new corner squares by $Q_{2}$, and so on. Plainly, $K=Q_{0} Q_{1} Q_{2} \ldots$. The projection of any $Q_{j}$ on the diagonal $y=x$ of $Q_{0}$ fills up that diagonal. In other words, any straight line $L_{n}$ with equation $x+y=h, 0 \leqslant h \leqslant 2$, meets every $Q_{j}$ at one point at least. Since the $Q_{j}$ are closed and form a decreasing sequence, it follows that $K L_{\mu} \neq 0$, and this is just what we wanted to prove. Similarly we can show that the set of all differences $x-y(x \in C, y \in C)$ fills the interval ( $-1,1$ ).

## 2. Sets $N$

In what follows we shall repeatedly use the following classical result of Dirichlet:
(2•1) Lemma. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ be any $k$ real numbers, and let $Q$ be any positive integer. Then we can find an integer $q$ with $1 \leqslant q \leqslant Q^{k}$ and integers $p_{1}, p_{2}, \ldots, p_{k}$ such that

$$
\left|\alpha_{j}-\frac{p_{j}}{q}\right|<\frac{1}{\bar{Q} q} \leqslant \frac{1}{q^{1+1 / k}} \quad(j=1,2, \ldots, k)
$$

Let $\langle x\rangle=x-[x]$ be the fractional part of $x$. Consider the $k$-dimensional half-closed unit cube $I$ defined by the inequalities $0 \leqslant x_{j}<1$ for $j=1, \ldots, k$, and divide $I$ into $Q^{k}$ congruent half-closed sub-cubes by drawing hyperplanes parallel to the faces of $I$ at distances $1 / Q$. Of the $Q^{k}+1$ points with co-ordinates

$$
\left\langle n \alpha_{1}\right\rangle,\left\langle n \alpha_{2}\right\rangle, \quad \ldots,\left\langle n \alpha_{k}\right\rangle \quad\left(n=0,1, \ldots, Q^{k}\right),
$$

at least two, say those corresponding to $n=q_{1}$ and $n=q_{2}>q_{1}$, are in the same sub-cube of $I$. Hence $\left|\left\langle q_{2} \alpha_{j}\right\rangle-\left\langle q_{1} \alpha_{j}\right\rangle\right|<1 / Q$ for all $j$, or, setting $\left[q_{1} \alpha_{j}\right]=p_{j}^{\prime},\left[q_{2} \alpha_{j}\right]=p_{j}^{\prime \prime}$,

$$
\left|\left(q_{2}-q_{1}\right) \alpha_{j}-\left(p_{j}^{\prime \prime}-p_{j}^{\prime}\right)\right|<1 / Q,
$$

which is the first inequality (2.2) with $q=q_{z}-q_{1} \geqslant 1, p_{j}=p_{j}^{\prime \prime}-p_{j}^{\prime}$.
Remarks. (a) The fractions $p_{j} / q$ may not all be irreducible.
(b) The first inequality (2.2) shows that given any $\epsilon>0$ we can find an integer $q>0$ such that all the products $q \alpha_{1}, q \alpha_{2}, \ldots, q \alpha_{k}$ differ from integers by less than $\epsilon$. It is enough to take $Q \geqslant 1 / \epsilon$.
(c) For any system $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ there exist fractions $p_{j} / q$ with $q$ arbitrarily large, satisfying

$$
\begin{equation*}
\left|\alpha_{j}-p_{j} / q\right|<q^{-1-1 / k} \quad(j=1, \ldots, k) \tag{2.3}
\end{equation*}
$$

For we may take, successively, $Q=1,2, \ldots$. If the corresponding $q$ 's are bounded, or even have a bounded subsequence only, we may suppose that $q$ is the same for infinitely many $Q$ 's. Making a further selection, we may suppose (since the fractions $p_{j} / q$ are bounded) that the $p_{j}$ also stay constant. For $Q \rightarrow \infty$, the first inequality ( $2 \cdot 2$ ) then gives $\alpha_{j}=p_{j} / q$. Thus the $q$ in (2.2) can be arbitrarily large, unless. all the $\alpha_{j}$ are rational. In the latter case, however, we even have $\alpha_{j}-p_{j} / q=0$ for infinitely many $q$ 's.

In the preceding section we investigated properties of sets $E$ such that whenever the series $\Sigma A_{k}(x)$ converges absolutely in $E$ it converges everywhere. We now prove a number of results about those sets which do not have this property.

A set $E$ will be called of type N if there is a series $\Sigma A_{\boldsymbol{k}}(x)$ which converges absolutely in $E$ but not everywhere (and so has $\Sigma \rho_{k}=\infty$ ). If the series in question is a sine series, we shall call $E$ of type $\mathrm{N}_{8}$. Every set of type $\mathrm{N}_{s}$ is also of type N . The converse will be proved below.
(2.4) Lemma. Every denumerable set is of type N.

Let $E$ consist of the numbers $\pi \alpha_{1}, \pi \alpha_{2}, \ldots$. By Remark (b), for each $k$ there exists an integer $q=n_{k}$ such that

$$
\left|\sin \pi n_{k} \alpha_{j}\right|<1 / k^{2} \quad \text { for } \quad j=1,2, \ldots, k
$$

We may suppose that $n_{k+1}>n_{k}$. Then the terms of the series $\Sigma\left|\sin n_{k} x\right|$ are less than $1 / k^{2}$ for $x=\pi \alpha_{j}$ and $k \geqslant j$, and the series converges in $E$, though not everywhere.
(2.5) Theorem. Every set $E$ of type N is also of type $\mathrm{N}_{s}$.

The proof is in two parts.
(2.6) Lemma. Let $E$ be of type $N$, and let $x_{0}$ be a fixed point of $E$. Let $E_{x_{0}}$ denote the set $E$ translated by $-x_{0}$, that is, the set of all points $x-x_{0}$ with $x \in E$. Then $E_{x_{0}}$ is of type $\mathbf{N}_{s}$.

For using the inequality (1-8) with $x^{\prime}=x, x^{\prime \prime}=x_{0}$, we see that if the series

$$
\Sigma \rho_{n} \sin \left(n x+x_{n}\right), \quad \text { with } \quad \Sigma \rho_{n}=\infty,
$$

converges absolutely in $E$, so does the series $\Sigma \rho_{n} \sin n\left(x-x_{0}\right)$; that is, $\Sigma \rho_{n} \sin n x$ converges absolutely in $E_{x_{0}}$.
(2.7) Lemma. If a set $E$ is of type $\mathrm{N}_{s}$, the set $E_{0}$ obtained by the addition to $E$ of any point $x_{0}$ outside $E$ is also of type $\mathbf{N}_{s}$.

For suppose that $\Sigma \rho_{n}|\sin n x|$ converges for $x \in E$ and that $\Sigma \rho_{n}=\infty$. Let $\omega_{n}$ be numbers not less than 1 , monotonically increasing to $+\infty$, and such that

$$
\Sigma \rho_{n} / \omega_{n}=\infty, \quad \Sigma \rho_{n} / \omega_{n}^{2}<\infty .
$$

(We may take, for example, $\omega_{n}=\sum_{1}^{n} \rho_{k}$ for $n$ large.) By (2.1), with $k=1$, there exist for each $n$ integers $q_{n}>0$ and $p_{n}$ such that

$$
1 \leqslant q_{n} \leqslant \omega_{n}, \quad\left|q_{n} \frac{n x_{0}}{\pi}-p_{n}\right|<\frac{1}{\left[\omega_{n}\right]} .
$$

Hence

$$
\begin{gathered}
\left|q_{n} n x_{0}-p_{n} \pi\right|<\frac{\pi}{\left[\omega_{n}\right]}<\frac{2 \pi}{\omega_{n}}, \quad\left|\sin n q_{n} x_{0}\right|<\frac{2 \pi}{\omega_{n}}, \\
\Sigma \frac{\rho_{n}}{\omega_{n}}\left|\sin n q_{n} x_{0}\right|<\Sigma \frac{2 \pi \rho_{n}}{\omega_{n}^{2}}<\infty .
\end{gathered}
$$

For $x \in E$ we have

$$
\Sigma \frac{\rho_{n}}{\omega_{n}}\left|\sin n q_{n} x\right| \leqslant \Sigma \frac{\rho_{n} q_{n}}{\omega_{n}}|\sin n x| \leqslant \Sigma \rho_{n}|\sin n x|<\infty .
$$

Thus $\Sigma\left(\rho_{n} / \omega_{n}\right) \sin n q_{n} x$ converges absolutely for $x=x_{0}$ and for $x \in E$, though $\Sigma\left(\rho_{n} / \omega_{n}\right)$ diverges.

The integers $n q_{n}$ are not necessarily increasing, but obviously only a finite number of them can be equal to any given integer. Hence, rearranging $\Sigma\left(\rho_{n} / \omega_{n}\right) \sin n q_{n} x$, we obtain a trigonometric sine series converging absolutely in $E_{0}$ but not everywhere.

Return to (2.5) and let $x_{0} \in E$. By (2.6), there is a series $\Sigma \rho_{n}|\sin n x|$ with $\Sigma \rho_{n}=\infty$ converging in $E_{x_{0}}$. By (2.7) there is a series $\Sigma r_{n}|\sin n x|$ with $\Sigma r_{n}=\infty$ converging in $E_{x_{0}}$ and at $x_{0}$. Thus

$$
\Sigma r_{n}\left|\sin n\left(x-x_{0}\right)\right|<\infty \quad(x \in E) ; \quad \Sigma r_{n}\left|\sin n x_{0}\right|<\infty ;
$$

and so

$$
\Sigma r_{n}|\sin n x|<\infty \quad \text { for } \quad x \in E \text {, }
$$

which proves (2.5).
Theorem (2.5) gives a new proof of (1-12), since the latter, as we observed, is immediate for sine series.

The properties N and $\mathrm{N}_{s}$ being equivalent, it follows from (2.7) that property N is not affected if we add to the set one point, and so if we add any finite number of points.

More generally
(2.8) Throrem. If $E$ is of type N and D is denumerable, then $E+D$ is of type N .

We know that $E$ is of type $\mathrm{N}_{\text {, }}$. Let the points of $D$ be $x_{1}, x_{2}, \ldots$, and let $E_{k}$ be the set $E$ augmentod by the points $x_{1}, x_{2}, \ldots, x_{k}$.
As the proof of (2.7) shows, given any series $\Sigma r_{n}|\sin n x|$ convergent in $E$, with $\Sigma r_{n}=\infty$, we can construct a series $\Sigma r_{s}^{\prime}|\sin n x|$ convergent in $E_{k}$. Moreover,

$$
\Sigma r_{n}^{\prime}|\sin n x| \leqslant \Sigma r_{n}|\sin n x| \quad \text { for all } x \text {. }
$$

More than this is true; for a moment's consideration shows that, given any $N \geqslant 1$, we can find an $\bar{N} \geqslant N$ such that

$$
\sum_{1}^{N} r_{n}^{\prime}|\sin n x| \leqslant \sum_{1}^{\bar{N}} r_{n}|\sin n x| .
$$

Multiplying $\Sigma r_{n}^{\prime}|\sin n x|$ by a sufficiently small number, we may also suppose that the sum of the series at the points $x_{1}, x_{2}, \ldots, x_{k}$ is less than a given $\varepsilon>0$.

Consider now a series $\Sigma \rho_{n}^{\prime} \sin n x$ with $\Sigma \rho_{n}^{\prime}=\infty$ and

$$
\Sigma \rho_{n}^{\prime}|\sin n x|<\infty \quad \text { for } \quad x \in E_{1} .
$$

Take $\boldsymbol{N}_{1}$ so large that

$$
\sum_{1}^{N_{1}} \rho_{n}^{\prime} \geqslant 1, \quad \sum_{1}^{N_{1}} \rho_{n}^{\prime}|\sin n x| \leqslant \frac{1}{2} \quad \text { for } \quad x=x_{1}
$$

Starting with the remainder $\sum_{N_{1}+1}^{\infty} \rho_{n}^{\prime} \sin n x$, we construct a series $\Sigma \rho_{n}^{\prime \prime}|\sin n x|$ convergent in $E_{2}$. with $\Sigma \rho_{n}^{\prime \prime}=\infty$. Let $N_{s}>N_{1}$ be such that

$$
\sum_{N_{1}+1}^{N_{2}} \rho_{n}^{\prime} \geqslant 1, \sum_{N_{1}+1}^{N_{1}} \rho_{n}^{\prime \prime}|\sin n x|<\frac{1}{2^{2}} \text { for } x=x_{1}, x_{2},
$$

and $\bar{N}_{\mathrm{s}} \geqslant N_{\mathrm{g}}$ such that

$$
\sum_{N_{1}+1}^{N_{i}} \rho_{n}^{\prime \prime}|\sin n x| \leqslant \sum_{N_{1}+1}^{\bar{N}_{t}} \rho_{n}^{\prime}|\sin n x| .
$$

Generally, having defined $N_{k-1}$ and $\vec{N}_{k-1} \geqslant N_{k-1}$, we consider $\sum_{\tilde{N}_{k-1}+1}^{\infty} \rho_{n}^{\prime} \sin n x$ and construct a series $\bar{N}_{k-1} \sum_{1}^{\infty} \rho_{n}^{(k)} \sin n x$, with $\Sigma \rho_{n}^{(k)}=\infty$. We take numbers $N_{k}>\bar{N}_{k-1}$ and $\bar{N}_{k} \geqslant N_{k}$ such that

$$
\begin{gather*}
\sum_{\bar{N}_{k-1}+1}^{N_{k}} \rho_{n}^{(k)} \geqslant 1, \quad \sum_{\bar{N}_{k-1}+1}^{N_{k}} \rho_{n}^{(k)}|\sin n x| \leqslant \frac{1}{2^{k}} \text { for } x=x_{1}, x_{2}, \ldots, x_{k}^{\prime} . \\
\bar{N}_{k-1} \sum_{k}^{N_{k}} \rho_{n}^{(k)}|\sin n x| \leqslant \sum_{\bar{N}_{k-1}+1}^{\bar{N}_{k}} \rho_{n}^{\prime}|\sin n x| \quad \text { for all } x,
\end{gather*}
$$

and so on.

$$
\Sigma \rho_{n} \sin n x=\sum_{k=1}^{\infty} \sum_{n=\bar{N}_{k-1}+1}^{N_{k}} \rho_{n}^{(k)} \sin n x,
$$

where $\boldsymbol{N}_{0}=0, \boldsymbol{N}_{1}=\boldsymbol{N}_{1}$, is the required series. For

$$
\sum_{k=1}^{\infty} \sum_{n=\left[\bar{N}_{k-1}+1\right.}^{N_{k}} \rho_{n}^{(k)}|\sin n x|
$$

converges in $E$, as may be seen from (2.11) and (2.9). It converges in $D$ by virtue of the second inequality (2-10). Finally, the first inequality (2-10) shows that $\Sigma \rho_{n}=\infty$.

The following theorem shows that we cannot replace $D$ in (2.8) by an arbitrary set of type N :
(2-12) Theorem. There exist two sets $A$ and $B$ of type N such that $A+B$ is not of type $\mathbf{N}$.

Every $x, 0 \leqslant x \leqslant 2 \pi$, may be written in the form

$$
2 \pi \sum_{k=1}^{\infty} \epsilon_{k} 2^{-k} \quad\left(\epsilon_{k}=0,1\right)
$$

Let $k_{1}=1<k_{2}<\ldots<k_{p}<\ldots$ be given, and let

The expansions

$$
\Delta_{p}=2 \pi \sum_{k_{p}}^{k_{p}^{+1}-1} \epsilon_{k} 2^{-k} \quad\left(\epsilon_{k}=0,1\right)
$$

represent two perfect and non-dense sets $A$ and $B$ in $(0,2 \pi)$. Since all points in ( $0,2 \pi$ ) can be written in the form $x+y$, with $x \in A, y \in B$, it follows that $A+B$ is not of type N. But for a suitable choice of the $k_{p}$, both $A$ and $B$ will be of type N .

For

$$
\begin{gathered}
2^{k_{2 p}}\left(\Delta_{1}+\Delta_{3}+\ldots+\Delta_{2 p-1}\right)=0 \quad(\bmod 2 \pi) \\
2^{k_{2 p}}\left(\Delta_{2 p+1}+\Delta_{2 p+3}+\ldots\right)<4 \pi\left(2^{-\left(k_{s p+1}-k_{s p}\right)}+\ldots\right)<8 \pi 2^{-\left(k_{s p+1}-k_{s p}\right)} .
\end{gathered}
$$

Take, for example, $k_{p}=p^{2}$, and consider the series $\Sigma\left|\sin 2^{k_{z p} x}\right|$. The preceding inequalities immediately show that it converges in $A$. Thus $A$ is of type N. Likewise $B$ is of type $N$.

It is obvious that any translation of a set of type $N$ is of type $N$. We have the following deeper result, in which $E_{\lambda}$ denotes the set of points $x \lambda$ with $x \in E$.
(2.13) Theorem. If $E$ is of type N , so is $E_{\lambda}$ for every $\lambda$.

The case $\lambda=0$ is trivial. We are considering $E$ as a periodic set of period $2 \pi$. Hence $E_{\lambda}$ has period $2 \pi|\lambda|$, and the set $E_{\lambda}$ reduced mod $2 \pi$ is, in general, 'richer' in points than a portion of $E_{\lambda}$ situated in an interval of length $2 \pi$.

Since $E$ is of type $\mathrm{N}_{s}$, there is a series $\Sigma \rho_{n}|\sin (n x / \lambda)|$ converging in $E_{\lambda}$, with $\Sigma \rho_{n}=\infty$. Let $\left\{\omega_{n}\right\}$ be, as in the proof of (2.7), an increasing sequence of numbers satisfying $\Sigma \rho_{n} \omega_{n}^{-1}=\infty, \Sigma \rho_{n} \omega_{n}^{-2}<\infty$. By means of (2•1), we choose integers $q_{n}, p_{n}$ such that

$$
1 \leqslant q_{n} \leqslant \omega_{n}, \quad\left|q_{n} \frac{n}{\lambda}-p_{n}\right|<\frac{1}{\left[\omega_{n}\right]}<\frac{2}{\omega_{n}} .
$$

Then

$$
\begin{gathered}
\left|\sin p_{n} x\right|<\left|\sin \frac{2 x}{\omega_{n}}\right|+\left|\sin q_{n} \frac{n}{\lambda} x\right|<\frac{2|x|}{\omega_{n}}+q_{n}\left|\sin \frac{n}{\lambda} x\right|, \\
\frac{\rho_{n}}{\omega_{n}}\left|\sin p_{n} x\right|<2|x| \frac{\rho_{n}}{\omega_{n}^{2}}+\rho_{n}\left|\sin \frac{n}{\lambda} x\right| .
\end{gathered}
$$

Hence the series $\Sigma \rho_{n} \omega_{n}^{-1}\left|\sin p_{n} x\right|$ converges in $E_{\lambda}$, and since $\Sigma \rho_{n} \omega_{n}^{-1}=\infty, E_{\lambda}$ is of type N (only a finite number of the $p_{n}$ can take a given value).

We shall now obtain a necessary condition for a set $E \subset(0,2 \pi)$ to be of type N. Let $F(x), 0 \leqslant x \leqslant 2 \pi$, represent a mass distribution of total mass 1 , concentrated on $E$; that is,

$$
\int_{0}^{2 \pi} d F=\int_{E} d F=1 .
$$

If $E$ is closed, $F$ is a non-decreasing function constant in the intervals contiguous to $E$.
By hypothesis, there is a series $\Sigma \rho_{n}|\sin n x|$ convergent in $E$, with $\Sigma \rho_{n}=\infty$. In particular, $\Sigma \rho_{\boldsymbol{n}} \sin ^{2} n x<\infty$ in $E$, and so also

$$
\sum_{1}^{N} \rho_{n} \sin ^{2} n x / \sum_{1}^{N} \rho_{n} \rightarrow 0 \quad(x \in E) .
$$

The ratio here does not exceed 1. Multiplying it by $d F$ and integrating over ( $0,2 \pi$ ). we get

$$
\sum_{1}^{N} \rho_{n} \int_{0}^{2 \pi} \sin ^{2} n x d F / \sum_{1}^{N} \rho_{n} \rightarrow 0 .
$$

Hence

$$
\liminf _{n \rightarrow \infty} \int_{0}^{2 \pi} \sin ^{2} n x d F=0,
$$

or

$$
\limsup _{n \rightarrow \infty} \int_{0}^{2 \pi} \cos 2 n x d F=1 .
$$

Thus
(2-16) Theorem. If $E$ is of type N , then for any pasitive mass distribution $d F$ sadisfying (2.14) we have (2.15).

This means that not only do the Fourier-Stieltjes coefficients of $d F$ not tend to zero, but their upper limit is as large as possible. The fact that for any distribution of mass 1 over $E$ we have (2.15), might be interpreted as indicating the 'smallness' of $E$ (see also Example 10, p. 251).

Remarks. (a) It seems not to be known whether the condition (2.15), which is fulfilled for all functions of the type described above, is qufficient for $E$ to be of type $N$. It is almost immediate, however, that if (2-16) is satisfied for a given $F$, then there is a subset $E^{\prime}$ of $E$ of type N such that
$\int_{E-E^{d}} d F=0$.

For (2-15) implies the existence of a sequence $\left\{n_{k}\right\}$ such that $\int_{0}^{2 \pi} \sin ^{2} n_{k} x d F \leqslant 2^{-k}$. Hence

$$
\int_{0}^{2 \pi}\left\{\sum_{1}^{\infty}\left|\sin n_{k} x\right|\right\} d F \leqslant \sum 2^{-k / 3}<\infty,
$$

so that $\Sigma\left|\sin n_{k} x\right|<\infty$ for $x \in E^{\prime} \subset E$, where $E^{\prime}$ is such that the variation of $F$ over $E-E^{\prime}$ is zero.
(b) We shall apply (2-16) to symmetrical perfect sets of the Cantor type (Chapter V, § 3). We know that the points of such a set $P$ are:

$$
x=2 \pi\left(\epsilon_{1} r_{1}+\epsilon_{2} r_{2}+\ldots\right) \quad\left(\epsilon_{k}=0,1\right),
$$

where $r_{1}+r_{2}+\ldots=1$ and $r_{p}>r_{p+1}+r_{p+2}+\ldots$, or alternatively, putting in evidence the successive ratios of dissection, $r_{k}=\xi_{1} \ldots \xi_{k-1}\left(1-\xi_{k}\right)$.

Let $F$ be the Lebeague function for $P$. Then (Chapter V, (3.4))

$$
\int_{0}^{2 \pi} \cos 2 n x d F=\prod_{k=1}^{\infty} \cos 2 \pi n r_{k}
$$

If $P$ is of type $N$, we have the necessary condition
or

$$
\begin{gather*}
\limsup _{n \rightarrow \infty} \prod_{k=1}^{\infty} \cos ^{2} 2 \pi n r_{k}=1 \\
\limsup _{n \rightarrow \infty} \prod_{k=1}^{\infty}\left(1-\sin ^{2} 2 \pi n r_{k}\right)=1
\end{gather*}
$$

The latter condition is equivalent to

$$
\liminf _{n \rightarrow \infty} \sum_{k=1}^{\infty} \sin ^{2} 2 \pi n w_{k}=0
$$

That (2-18) implies (2-19) follows from the inequality $1+x \leqslant e^{x}$ and the fact that the product in (2-18) does not exceed 1 . The converse is a consequence of the inequality

$$
\left(1-\varepsilon_{1}\right)\left(1-\epsilon_{3}\right) \ldots\left(1-\epsilon_{N}\right) \geqslant 1-\left(\varepsilon_{1}+\ldots+\varepsilon_{N}\right)
$$

valid for $\epsilon_{f} \leqslant 1$ and easily verifiable by induction.
We now show that, if the sequence $r_{k}$ (which is decreasing) is such that $r_{k} / r_{k+1}=O(1)$, then $P$ is not of type N .

Suppoee that $r_{k} / r_{k+1} \leqslant M$, and take any $\alpha, 0<\alpha<1 / M$. Then, if $n$ is large enough, there is at least one $r_{k}$ in the interval ( $\alpha / 4 n, 1 / 4 n$ ), and for this $r_{k}$

$$
\sin ^{2} 2 \pi n \sigma_{k} \geqslant \sin ^{2}\left(2 \pi n \frac{\alpha}{4 n}\right)=\sin ^{2} \frac{1}{2} \pi \alpha
$$

which makes (2.19) impossible.
In perticular, if $\xi_{k} \geq \delta>0$ for all $k, P$ is not of type $N$.
(c) The condition $\liminf _{n \rightarrow \infty} \sum_{k=1}^{\infty}\left|\sin 2 \pi n r_{k}\right|=0$, very similer to (2-19), is oufficient for $P$ to be of type N. For let $\left\{n_{p}\right\}$ be such that

$$
\sum_{k=1}^{\infty}\left|\sin 2 \pi n_{p} r_{k}\right|<\eta_{p}
$$

with $\Sigma \eta_{y}<\infty$. The relation (2-17) implies

$$
|\sin n, x| \leqslant \sum_{k=1}^{\infty}\left|\sin 2 \pi n, r_{k}\right| \leqslant \eta,
$$

and gives $\Sigma|\sin n, x|<\infty$, for $x \in P$.

## 3. The absolute convergence of Fourier series

(3-1) Theorem of S. Bernstern. If $f \in \Lambda_{a}, \alpha>\frac{1}{2}$, then $\mathrm{S}[f]$ converges absolutely. For $\alpha=\frac{1}{2}$ this is not necessarily true.

Suppose that $\Sigma A_{n}(x)$ is $S[f]$. Then

$$
\begin{gather*}
f(x+h)-f(x-h) \sim-2 \sum_{n=1}^{\infty} B_{n}(x) \sin n h, \\
\frac{1}{\pi} \int_{0}^{2 \pi}[f(x+h)-f(x-h)]^{2} d x=4 \sum_{n=1}^{\infty} \rho_{n}^{2} \sin ^{2} n h . \tag{3•2}
\end{gather*}
$$

If $\omega(\delta)$ is the modulus of continuity of $f$, the left-hand side of (3-2) does not exceed $2 \omega^{2}(2 h)$. On setting $h=\pi / 2^{\nu+1 \psi} \nu=1,2, \ldots$, we obtain

$$
\begin{gather*}
\sum_{n=1}^{\infty} \rho_{n}^{2} \sin ^{2} \frac{\pi n}{2^{v+1}} \leqslant \frac{1}{2} \omega^{2}\left(\frac{\pi}{2^{\nu}}\right), \\
\sum_{n=2^{\nu-1}+1}^{2 v} \rho_{n}^{2} \sin ^{2} \frac{\pi n}{2^{\nu+1}} \leqslant \frac{1}{2} \omega^{2}\left(\frac{\pi}{2^{\nu}}\right), \\
\sum_{n=2^{v-1}+1}^{v^{v}} \rho_{n}^{2} \leqslant \omega^{2}\left(\frac{\pi}{2^{\nu}}\right), \tag{3•3}
\end{gather*}
$$

since in the preceding sum the co-factors of the $\rho_{n}^{2}$ all exceed $\frac{1}{2}$. By Schwarz's inequality,

$$
\sum_{2^{\nu-1}+1}^{2^{v}} \rho_{n} \leqslant\left(\sum_{2^{\nu-1}+1}^{2^{\nu}} \rho_{n}^{2}\right)^{\frac{1}{\nu}}\left(\sum_{2^{v i+1}}^{q^{\nu}} 1^{2}\right)^{\frac{1}{2}} \leqslant 2^{\nu \nu} \omega\left(\frac{\pi}{2^{\nu}}\right),
$$

and finally,

$$
\sum_{n=2}^{\infty} \rho_{n}=\sum_{\nu=1}^{\infty} \sum_{n=2^{v-1}+1}^{2 v} \rho_{n} \leqslant \sum_{\nu=1}^{\infty} 2^{t v} \omega\left(\frac{\pi}{2^{\nu}}\right)
$$

If $\omega(\delta) \leqslant C \delta^{\alpha}, \alpha>\frac{1}{2}$, the last series converges and the first part of (3.1) is established. The proof of the second part is contained in that of (3.10).

Remark. The above proof gives slightly more than is actually stated in (3.1). For $S[f]$ to converge absolutely it is enough that $\Sigma 2^{\ddagger \nu} \omega\left(\pi 2^{-\rightarrow}\right)$ converges. This condition is readily seen to be equivalent to the convergence of the series $\Sigma \boldsymbol{n}-\boldsymbol{T} \omega(\pi / n)$, or of the integral

$$
\int_{0}^{1} \delta^{-\frac{1}{2}} \omega(\delta) d \delta
$$

(3.6) Throrem. If $f(x)$ is of bounded variation and of the class $\Lambda_{a}$, for some $\alpha>0$, $S[f]$ converges absolutely.

The second condition imposed on $f$ is not superfluous, as the example

$$
\begin{equation*}
f(x) \sim \sum_{n=2}^{\infty} \frac{\sin n x}{n \log n} \tag{3.7}
\end{equation*}
$$

shows. Here $f(x)$ is of bounded variation, indeed absolutely continuous (Chapter V, ( 1.5 )), but $S[f]$ is not absolutely convergent.

Let $\omega(\delta)$ be the modulus of continuity of $f$, and $V$ the total variation of $f$ over (0,2 2 ). Obviously

$$
\sum_{k=1}^{9 N}\left[f\left(x+\frac{k \pi}{N}\right)-f\left(x+\frac{(k-1) \pi}{N}\right)\right]^{2} \leqslant \omega\left(\frac{\pi}{N}\right) \sum_{k=1}^{9 N}\left|f\left(x+\frac{k \pi}{N}\right)-f\left(x+\frac{(k-1) \pi}{N}\right)\right| \leqslant \omega\left(\frac{\pi}{N}\right) V
$$

We integrate this over ( $0,2 \pi$ ) and observe that all the integrals on the left are equal. This gives successively, with $N=2^{\text {p }}$,

$$
\begin{aligned}
& 2 N \int_{0}^{2 \pi}\left[f\left(x+\frac{\pi}{2 N}\right)-f\left(x-\frac{\pi}{2 N}\right)\right]^{2} d x \leqslant 2 \pi V \omega(\pi / N), \\
& \sum_{n=1}^{\infty} \rho_{n}^{2} \sin ^{2} \frac{\pi n}{2 \tilde{N}} \leqslant 4 N^{-1} V \omega\left(\frac{\pi}{N}\right), \\
& \sum_{n=2^{\nu-1+1}}^{q^{\nu}} \rho_{n}^{2} \leqslant \frac{1}{2} 2^{-\nu} V \omega\left(\pi 2^{-\nu}\right), \\
& \sum_{n-\varepsilon^{-1}+1}^{2 v} \rho_{n} \leqslant \frac{1}{2} V^{\frac{1}{2}} \omega^{\frac{1}{2}}\left(\pi 2^{-v}\right), \\
& \sum_{n=2}^{\infty} \rho_{n} \leqslant \frac{1}{2} V^{\frac{1}{2}} \sum_{\nu=1}^{\infty} \omega^{\frac{1}{2}}\left(\pi 2^{-\longrightarrow}\right) .
\end{aligned}
$$

If $\omega(\delta) \leqslant C \delta^{\alpha}, \alpha>0$, the series on the right converges and (3.6) follows. The convergence of $\Sigma \omega^{\frac{1}{2}}\left(\pi 2^{-\nu}\right)$ is equivalent to that of $\Sigma n^{-1} \omega^{\frac{1}{2}}(\pi / n)$, or of

$$
\int_{0}^{1} \delta^{-1} \omega^{\frac{1}{1}}(\delta) d \delta
$$

(3.8) Theorem. If is absolutely continuous and if $f^{\prime} \in L^{p}, p>1$, then $S[f]$ converges absolutely.

This follows from (3.6); for if $f^{\prime} \in L^{p}, p>1$, then $f \in \Lambda_{1 / p^{\prime}}$, since, if $0<h \leqslant 2 \pi$,

$$
|f(x+h)-f(x)| \leqslant \int_{x}^{x+h}\left|f^{\prime}(t)\right| d t \leqslant\left(\int_{x}^{x+h}\left|f^{\prime}\right|^{p} d t\right)^{1 / p} h^{1 / p^{\prime}} \leqslant\left(\int_{0}^{8 \pi}\left|f^{\prime}\right|^{p} d t\right)^{1 / p} h^{1 / p^{\prime}}
$$

For $p=2$ (and $90 p \geqslant 2$ ), (3.8) is immediate. For if $a_{n}, b_{n}$ are the coefficients of $f^{\prime}$, those of $f$ are $-b_{n} / n, a_{n} / n$, and the inequalities

$$
\left|a_{n}\right| n^{-1} \leqslant \frac{1}{2}\left(a_{n}^{2}+n^{-2}\right), \quad\left|b_{n}\right| n^{-1} \leqslant \frac{1}{2}\left(b_{n}^{2}+n^{-2}\right),
$$

coupled with Bessel's inequality $\Sigma\left(a_{n}^{2}+b_{n}^{2}\right)<\infty$, imply the absolute convergence of $S[f]$. (The argument can be extended to general $p>1$ if instead of Bessel's inequality we use its extension for $1<p \leqslant 2$, the Hausdorff-Young theorem (2.3) of Chapter XII.)
(3.9) Theorem. The conclusion of (3.8) remains valid if instead of the integrability of $\left|f^{\prime}\right|^{p}$ we assume that of $\left|f^{\prime}\right| \log ^{+}\left|f^{\prime}\right|$.

The proof is postponed to Chapter VII, p. 287, where the result will be obtained as a corollary of the following theorem:

If $S[f]$ and ${ }^{[ }[f]$ are both Fourier series of functions of bounded variation, $\mathrm{S}[f]$ converges absolutely.

Here we only observe that the integrability of $\left|f^{\prime}\right|\left(\log ^{+}\left|f^{\prime}\right|\right)^{1-๔}, \epsilon>0$, would not be enough. For if $f$ is given by (3.7), then $S[f]$ converges absolutely only for $x=0$ and $x=\pi$. But $f^{\prime}(x) \sim 1 / x \log ^{2} x$ as $x \rightarrow+0$ (Chapter V, (2-19)), so that $\left|f^{\prime}\right|\left(\log ^{+}\left|f^{\prime}\right|\right)^{1 \rightarrow}$ is integrable for every $0<\epsilon<1$.

The problem of absolute convergence of Fourier series may be generalized as follows. Given a series $\Sigma A_{n}(x)$, we ask about the values of the exponent $\beta$ which make

$$
\Sigma\left(\left|a_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right)
$$

convergent. Theorem ( $3 \cdot 1$ ) is a special case of the following result:
(3-10) Theorem. If $f \in \Lambda_{\alpha}, 0<\alpha \leqslant 1$, then $\Sigma\left(\left|a_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right)$ converges for $\beta>2 /(2 \alpha+1)$, but not necessarily for $\beta=2 /(2 \alpha+1)$.

The proof of the first part is like that of the first part of (3•1). Let $\gamma=2 /(2 \alpha+1)$. Since $0<\gamma<2$, we may suppose further that $0<\beta<2$. By Hölder's inequality and (3.3), we have

$$
\begin{aligned}
\sum_{2^{\nu-1}+1}^{2^{\nu}} \rho_{n}^{\beta} & \leqslant\left(\sum_{2^{\nu-1}+1}^{2^{\nu}} \rho_{n}^{2}\right)^{\frac{1}{\beta} \beta}\left(\sum_{2^{\nu-1}+1}^{2^{\nu}} 1\right)^{1-\frac{1}{2} \beta} \leqslant 2^{\mu\left(1-\frac{1}{2}\right)} \omega^{\beta}\left(\pi 2^{-\nu}\right), \\
\sum_{n-2}^{\infty} \rho_{n}^{\beta} & \leqslant \sum_{\nu=1}^{\infty} 2^{\nu\left(1-\frac{1}{2}\right)} \omega^{\beta}\left(\pi 2^{-\nu}\right),
\end{aligned}
$$

and the last series converges if $\omega(\delta) \leqslant C \delta^{\alpha}$, since $1-\beta\left(\frac{1}{2}+\alpha\right)<0$. This gives the finiteness of $\Sigma \rho_{n}^{\beta}$, and so also of $\Sigma\left(\left|a_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right) . \dagger$
The second parts of ( $3 \cdot 1$ ) and of ( $3 \cdot 10$ ) are corollaries of the results obtained in Chapter V, §4. It was proved there that the real and imaginary parts of the series

$$
\sum_{n=1}^{\infty} \frac{e^{i n \log n}}{n^{\frac{1}{1}+\alpha}} e^{i n x} \quad(0<\alpha<1)
$$

belong to $\Lambda_{\alpha}$, and it is easy to see that, for both, $\Sigma \rho_{n}^{2 /(2 \alpha+1)}=\infty$. The series

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{e^{i n \log n}}{(n \log n)^{e}} e^{i n x} \tag{3•12}
\end{equation*}
$$

belongs to $\Lambda_{1}$ (Chapter V, (4.9)), but $\Sigma \rho_{n}^{i}=\infty$.
(3.13) Theorem. If $f$ is of bounded variation, and if $f \in \Lambda_{\alpha}, 0<\alpha \leqslant 1$, then $\Sigma\left(\left|\alpha_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right)$ converges for $\beta>2 /(\alpha+2)$, though not necessarily for $\beta=2 /(\alpha+2)$.

The proof of the convergence for $\beta>2 /(2+\alpha)$ is analogous to the proofs of Theorems (3.6) and (3.10), and is left to the reader.

In proving that $\Sigma\left(\left|a_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right)$ can diverge for $\beta=2 /(2+\alpha)$, we may suppose that $0<\alpha<1$, since the case $\alpha=1$ is taken care of by (3.12). We start from the series

$$
\sum_{n=2}^{\infty} n^{-i \alpha}(\log n)^{-\gamma} e^{i n^{\alpha}} e^{i n x} \quad(0<\alpha<1) .
$$

It was proved in Chapter $\mathrm{V},(5 \cdot 8)$, that this is a Fourier series if $\gamma>1$. So the integrated series

$$
-i \Sigma n^{-\frac{1}{2} \alpha-1}(\log n)^{-\gamma} e^{i n^{\alpha}} e^{i n x}
$$

is the Fourier series of a function of bounded variation (indeed absolutely continuous). By Chapter V, (5-2), the sum of (3•14) without the logarithmic factor is a function of the class $\Lambda_{\alpha}$, and by Chapter IV, (11•16), the sum of (3.14) is in $\Lambda_{\alpha}$. On the other hand,

$$
\Sigma\left|c_{n}\right|^{2 / 2+\alpha)}=\Sigma n^{-1}(\log n)^{-\gamma(2 /(2+\alpha))}=\infty,
$$

if $\gamma$ is close enough to 1 . It follows that for both the real and the imaginary parts of (3.14) the series $\Sigma\left(\left|a_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right)$ diverges if $\beta=2 /(2+\alpha)$.
$\dagger$ If $A_{n}(x)=\rho_{n} \cos \left(n x+\phi_{n}\right)$, then $\left(\left|a_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right)\left|\rho_{n}^{\beta}=\left|\cos \phi_{n}\right|^{\beta}+\left|\sin \phi_{n}\right|^{\beta}\right.$ is contained between 2-l ${ }^{\beta}$ and 2, so that the seriee $\Sigma\left(\left|a_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right)$ and $\Sigma \rho_{n}^{\beta}$ both converge or both diverge.

## 4. Inequalities for polynomials

The problem of the absolute convergence of Fourier series has close connexion with the following one, for trigonometric polynomials.

Consider all polynomials

$$
T(x)=\frac{1}{2} a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right),
$$

of fixed order $n \geqslant 1$, such that $|T(x)| \leqslant 1$. How large can the sum

$$
\Gamma(T)=\frac{1}{2}\left|a_{0}\right|+\sum_{k=1}^{n}\left(\left|a_{k}\right|+\left|b_{k}\right|\right)
$$

be? The answer is given by the following theorem, in which $A$ and $B$ denote positive absolute constants.
(4-2) Theorem. (i) If $|T(x)| \leqslant 1$, then $\Gamma(T) \leqslant A n^{\prime}$;
(ii) Conversely, for every $n$ there is a polynomial (4-1) such that $|T(x)| \leqslant 1, \Gamma(T) \geqslant B n^{2}$.

Since $\left|a_{k}\right|+\left|b_{k}\right|$ is contained between $\rho_{k}$ and $2^{\frac{1}{2}} \rho_{k},(4 \cdot 2)$ is not affected if we replace $\Gamma(T)$ by $\Gamma^{*}(T)=\frac{1}{2} \rho_{0}+\sum_{1}^{n} \rho_{k}$.

Part (i) is immediate, since

$$
\begin{align*}
\Gamma^{*}(T) & =\frac{1}{\frac{1}{2}} \rho_{0}+\sum_{1}^{n} \rho_{k} \leqslant\left(\frac{1}{2} \rho_{0}^{2}+\sum_{1}^{n} \rho_{k}^{2}\right)^{\frac{1}{2}}\left(\frac{1}{2}+\sum_{1}^{n} 1^{2}\right)^{\frac{1}{2}} \\
& =\left(\begin{array}{l}
1 \\
\pi
\end{array} \int_{0}^{2 n} T^{2} d x\right)^{\frac{1}{2}}\left(n+\frac{1}{2}\right)^{\frac{1}{2}} \leqslant 2^{\frac{1}{2}}\left(n+\frac{1}{2}\right)^{\frac{1}{2}}=(2 n+1)^{\frac{1}{2}} \leqslant 3^{\frac{1}{2} n^{\frac{1}{2}} .}
\end{align*}
$$

To prove (ii), consider the polynomial

$$
g(x)=g_{l}(x)=\sum_{k=1}^{N}\left\{\phi_{2 k-1}(t) \cos k x+\phi_{2 k}(t) \sin k x\right\},
$$

where $\phi_{1}, \phi_{2}, \ldots$ are Rademacher's functions (Chapter I, § 3). By Chapter V, (8.4),

$$
\begin{aligned}
\int_{0}^{1} d t \int_{0}^{2 \pi}\left|g_{t}(x)\right| d x & =\int_{0}^{2 \pi} d x \int_{0}^{1}\left|g_{t}(x)\right| d t \geqslant A_{1}\left\{\int_{0}^{9 \pi}\left(\cos ^{2} x+\sin ^{2} x+\ldots+\sin ^{2} N x\right)^{\frac{1}{2}} d x\right\} \\
& =2 \pi A_{1} N^{\frac{1}{2}} .
\end{aligned}
$$

It follows that there is a $t=t_{0}$ such that $\int_{0}^{2 \pi}\left|g_{t_{0}}(x)\right| d x \geqslant 2 \pi A_{1} N^{\frac{1}{2}}$.
Let $a_{k}, b_{k}$ be the Fourier coefficients of the function $f(x)=\operatorname{sign} g_{l_{0}}(x)$. Let $\sigma_{\nu}$ be the $(\mathrm{C}, 1)$ means of $S[f]$, and let

$$
\tau_{N}=2 \sigma_{2 N-1}-\sigma_{N-1}=\frac{1}{2} a_{0}+\sum_{k=1}^{N} A_{k}(x)+\sum_{k=N+1}^{9 N-1}\left(1-\frac{k-N}{N}\right) A_{k}(x)
$$

be the delayed means of $S[f]$ (Chapter III, § 1); for $n=2 N-1$ or $n=2 N, \frac{1}{3} \tau_{N}$ will be the required polynomial $T$.

Clearly, $\left|\frac{1}{3} \tau_{N}\right| \leqslant 1$, since $|f| \leqslant 1$ and so $\left|\sigma_{\nu}\right| \leqslant 1$. It is therefore enough to show that $\Gamma\left(\tau_{N}\right) \geqslant C N^{2}$ for some fixed $C$. Now

$$
\Gamma\left(\tau_{N}\right) \geqslant \sum_{1}^{N}\left(\left|a_{k}\right|+\left|b_{k}\right|\right) \geqslant\left|\sum_{1}^{N} a_{k} \phi_{2 k-1}\left(t_{0}\right)+b_{k} \phi_{2 k}\left(t_{0}\right)\right|=\left|\frac{1}{\pi} \int_{0}^{2 \pi} g_{l_{0}} \tau_{N} d x\right| .
$$

Since $g_{L^{\prime}}(x)$ is a polynomial of order $N$, and the $N$ th partial sums of $\tau_{N}$ and of $\mathrm{S}[f]$ coincide, this last expression is

$$
\left|\frac{1}{\pi} \int_{0}^{2 \pi} g_{l_{0}} f d x\right|=\frac{1}{\pi} \int_{0}^{2 \pi}\left|g_{l_{0}}\right| d x=2 A_{1} N^{t}
$$

This completes the proof of (ii).
(4-4) Theorem. For any $r>0$ and any polynomial (4-1), let

$$
\Gamma_{r}(T)=\left\{\frac{1}{2}\left|a_{0}\right|^{r}+\Sigma\left(\left|a_{k}\right|^{r}+\left|b_{k}\right|^{r}\right)\right\}^{1 / r} .
$$

Then, (i) for any $1 \leqslant r \leqslant 2$ and any $T(x)$ with $|T| \leqslant 1$, we have $\Gamma_{r}(T) \leqslant A n^{-1+1 / r}$, and (ii) for any $1 \leqslant r \leqslant 2$ and any $n$, there is a polynomial (4•1) satisfying $|T| \leqslant 1$ with $\Gamma_{r}(T) \geqslant B n^{-\frac{1}{2}+1 / r}$.
The restriction on $r$ is essential: for $r>2$, part (i) is false and part (ii) trivial.
Part (i) is proved here as in (4•2), except that we use Hölder's inequality instead of Schwarz's. For (ii) we have, by Hölder's inequality,

$$
\Gamma(T) \leqslant \Gamma_{r}(T)(2 n+1)^{(r-1) / r} \leqslant 3 \Gamma_{r}(T) n^{(r-1) / r}
$$

for any $T$ of order $n$; and the $T$ for which we have $\Gamma(T) \geqslant B n^{\frac{1}{2}}$ satisfies also the inequality $\Gamma_{r}(T) \geqslant \frac{1}{3} B n^{-\frac{1}{2}+1 / r}$.

## 5. Theorems of Wiener and Lévy

It is obvious that the absolute convergence of $S[f]$ at a point $x_{0}$ is not a local property, but depends on the behaviour of $f$ in the whole interval $(0,2 \pi)$. However,
(5•1) Theorem. If to every point $x_{0}$ there corresponds a neighbourhood $I_{x_{0}}$ of $x_{0}$ and a function $g(x)=g_{x_{0}}(x)$ such that (i) $S[g]$ converges absolutely and (ii) $g(x)=f(x)$ in $I_{x_{0}}$, then $S[f]$ converges absolutely.

By the Heine-Borel theorem we can find a finite number of points $x_{1}<x_{2}<\ldots<x_{m}$ such that the intervals $I_{x_{1}}, I_{x_{z}}, \ldots, I_{x_{m}}$ cover ( $0,2 \pi$ ). Let $I_{x_{i}}=\left(u_{k}, v_{k}\right)$. We may suppose that the successive intervals overlap and even that $u_{k}<v_{k-1}<u_{k+1}<v_{k}, k=1,2, \ldots, m$, where $u_{m+1}=u_{1}+2 \pi, v_{0}=v_{m}-2 \pi$. Let $\lambda_{k}(x)$ be the periodic and continuous function equal to 1 in $\left(v_{k-1}, u_{k+1}\right)$, vanishing outside $\left(u_{k}, v_{k}\right)$, and linear in ( $u_{k}, v_{k-1}$ ) and ( $u_{k+1}, v_{k}$ ). It is readily seen that $\lambda_{1}(x)+\lambda_{2}(x)+\ldots+\lambda_{m}(x)=1$. Since $\lambda_{k}^{\prime}(x)$ is of bounded variation, the Fourier coefficients of $\lambda_{k}$ are $O\left(n^{-2}\right)$, and $S\left[\lambda_{k}\right]$ converges absolutely.

Since $S\left[f \lambda_{k}\right]=S\left[g_{x_{k}} \lambda_{k}\right]=S\left[g_{x}\right] S\left[\lambda_{k}\right]$, it follows that $S\left[f \lambda_{k}\right]$ converges absolutely (Chapter IV, §8). To complete the proof of (5•1), we observe that

$$
S[f]=S\left[f .\left(\lambda_{1}+\ldots+\lambda_{m}\right)\right]=S\left[f \lambda_{1}\right]+\ldots+S\left[f \lambda_{m}\right] .
$$

(5-2) Theorem. (i) Suppose that $S[f]$ converges absolutely, that the values (in general, complex) of $f(t)$ lie on a curve $C$, and that $\phi(z)$ is an analytic (not necessarily singlevalued) function of a complex variable regular at every point of $C$. Then $S[\phi(f)]$ converges absolutely.
(ii) In particular, if $f(t) \neq 0$, and if $S[f]$ converges absolutely, so does $S[1 / f]$.

For every $g(x)=\Sigma a_{k} e^{i k x}$ we write

$$
\|g\|=\Sigma\left|a_{k}\right|, \quad \mathbf{M} g=\max _{x}|g(x)|
$$

Clearly,

$$
\left\|\Sigma g_{i}\right\| \leqslant \Sigma\left\|g_{i}\right\|, \quad\left\|g_{1} g_{z}\right\| \leqslant\left\|g_{1}\right\|\left\|g_{2}\right\| .
$$

(5-5) Lemma. (a) If $g(x)=\Sigma a_{k} e^{i k x}$ is twice continuously differentiable, then

$$
\|g\| \leqslant 4\left(\mathrm{M} g+\mathrm{M} g^{*}\right)
$$

(b) If $g(x, \theta)$ is periodic in $x$, and if for each value of the parameter $\theta, 0 \leqslant \theta \leqslant 2 \pi$, we have $\|g(x, \theta)\| \leqslant A$, then

$$
\left\|\int_{0}^{2 \pi} g(x, \theta) d \theta\right\| \leqslant 2 \pi A .
$$

(a) We have $\left|a_{0}\right| \leqslant \mathrm{M} g$, and if $n \neq 0$ integration by parts gives $\left|a_{n}\right| \leqslant n^{-2} \mathrm{M} g^{\prime \prime}$. Since $\Sigma^{\prime} n^{-2}=\frac{1}{3} \pi^{2}<4,(5 \cdot 6)$ follows. Part (b) is immediate.

Return to (5-2)(i). Since $\phi$ is analytic for $z=f(x)$, there is a $\rho>0$ such that $\phi(z)$ is regular in each circle $|z-f(x)| \leqslant 2 \rho$. Let $s(x)$ be a partial sun of $S[f]$ such that

$$
\mathbf{M}(s-f) \leqslant \| s-f \left\lvert\, \leqslant \frac{1}{2} \rho .\right.
$$

Then $\phi\left[s(x)+\rho e^{i \theta}\right]$ is twice continuously differentiable in $x$ and $\theta$. Hence, for each $\theta$, $\left\|\phi\left[s(x)+\rho e^{i \theta}\right]\right\|$ is finite, and this norm is a bounded function of $\theta$.

On the other hand, we have

$$
\left(s+\rho e^{i \theta}-f\right)^{-1}=\rho^{-1} e^{-i \theta}\left\{1+\sum_{1}^{\infty}(f-s)^{n} \rho^{-n} e^{-i n \theta}\right\}
$$

and therefore, by (5.4),

$$
\left\|\left(s+\rho e^{i \theta}-f\right)^{-1}\right\| \leqslant \rho^{-1}\left\{1+\sum_{1}^{\infty}\left(\frac{1}{2} \rho\right)^{n} \rho^{-n}\right\}=2 \rho^{-1} .
$$

Since, by Cauchy's formula,

$$
\phi[f(x)]=\frac{1}{2 \pi} \int_{0}^{8 \pi} \frac{\phi\left[s(x)+\rho e^{i \theta}\right]}{s(x)+\rho e^{i \theta}-f(x)} \rho e^{i \theta} d \theta
$$

part (b) of Lemma (5.5) implies that $\|\phi[f(x)]\|$ is finite. This completes the proof of (5.2).
Theorems (5•1) and (5-2) (ii) are due to Wiener, (5-2) (i) to Lévy. A corollary of (5.2) (ii) is that, if $F(z)$ is regular for $|z|<1$, continuous and distinct from 0 in $|z| \leqslant 1$, and if the Taylor series of $F$ converges absolutely on $|z|=1$, then the Taylor series of $1 / F$ also converges absolutely on $|z|=1$.

We verify without difficulty that the argument of the preceding proof also yields the following result:
(5.7) Theorem. Let $f(x)$ have an absolutely convergent Fourier series, and let $F_{n}(x)$ be a sequence of analytic functions converging uniformly to 0 in a neighbourhood of the range of $f(x)$. Then $\left\|F_{n}[f(x)]\right\| \rightarrow 0$.

From this we deduce the following theorem:
(5.8) Theorem. If $f(x)$ has an absolutely convergent Fourier series, then

$$
\lim _{n \rightarrow \infty}\left\|f^{n}\right\|^{1 / n}=M f
$$

Let $R>\mathrm{M} f, F_{n}(z)=(z / R)^{n}$. By (5•7),

$$
\lim _{n \rightarrow \infty}\left\|F_{n}[f(x)]\right\|=\lim _{n \rightarrow \infty} \frac{\left\|f^{n}\right\|}{R^{n}}=0
$$

which implies that

$$
\lim _{n \rightarrow \infty} \sup \frac{\left\|f^{n}\right\|^{1 / n}}{R} \leqslant 1
$$

Since this holds for every $R>M f$, it follows that

$$
\lim \sup \left\|f^{n}\right\|^{1 / n} \leqslant M f .
$$

On the other hand, we have

$$
\left\|f^{n}\right\| \geqslant \mathrm{M} f^{n}=(\mathrm{M} f)^{n},
$$

whence $\lim \inf \left\|f^{n}\right\|^{1 / n} \geqslant M f$. This completes the proof of (5.8).

## 6. The absolute convergence of lacunary series

(6-1) Theorem. If a lacunary series

$$
\Sigma\left(a_{j} \cos n_{j} x+b_{j} \sin n_{j} x\right)=\Sigma \rho_{j} \cos \left(n_{j} x+x_{j}\right) \quad\left(n_{j+1} / n_{j}>q>1\right)
$$

is an $S[f]$ with $f$ bounded above (or below), then $\Sigma \rho_{j}<\infty$.
(6.3) Theorem. If the partial sums $s_{m}$ of any lacunary series (6-2) satisfy the condition

$$
\limsup _{m \rightarrow \infty} s_{m}(x)<+\infty
$$

(or $\left.\lim \inf s_{m}(x)>-\infty\right)$ at every point of an interval $(\alpha, \beta)$, then $\Sigma \rho_{j}<\infty$.
Theorem (6.1) is a corollary of (6.3). For the hypothesis of (6.1) implies that the $(C, 1)$ means $\sigma_{m}(x)$ of ( $6 \cdot 2$ ) are bounded above. Since $s_{m}(x)-\sigma_{m}(x) \rightarrow 0$ (owing to the lacunary character of the series and the relations $a_{k}, b_{k} \rightarrow 0$; see p. 79), the $s_{m}(x)$ are bounded above and $\Sigma \rho_{j}<\infty$ by (6.3).

Nevertheless, it is more convenient to begin by proving (6.1), which is the easier of the two; the more so since part of the argument will be used later in the proof of (6.3).

We first recall a few properties of the Riesz products, defined in 7 of Chapter $V$.
Let $m_{1}, m_{9}, \ldots, m_{k}$ be a sequence of positive integers satisfying $m_{j+1} / m_{j} \geqslant Q \geqslant 3$ for all $j$, and let

$$
R(x)=\prod_{j=1}^{k}\left\{1+\cos \left(m_{j} x+\xi_{j}\right)\right\} .
$$

$R(x)$ is a non-negative polynomial with constant term 1 ,

$$
\begin{gather*}
R(x)=1+\Sigma \gamma_{\nu} \cos \left(\nu x+\eta_{\nu}\right), \\
\frac{1}{2 \pi} \int_{0}^{2 \pi} R(x) d x=1 .
\end{gather*}
$$

Moreover, $0 \leqslant \gamma_{\nu} \leqslant 1$ for all $\nu$, and $\gamma_{\nu}=0$ unless

$$
\nu=m_{j} \pm m_{j^{\prime}} \pm m_{j^{\prime \prime}} \pm \ldots \quad\left(k \geqslant j>j^{\prime}>j^{\prime \prime}>\ldots\right) .
$$

There is at most one such representation of any given $\nu$, and so in particular the $m_{j}$ th term of (6.6) is $\cos \left(m_{j} x+\xi_{j}\right)$.

Let $q>1$ be given. Since the sum in (6.8) is contained between

$$
m_{j}\left(1-Q^{-1}-Q^{-2}-\ldots\right)=m_{j}(Q-2) /(Q-1) \quad \text { and } \quad m_{j}\left(1+Q^{-1}+Q^{-2}+\ldots\right)=m_{j} Q /(Q-1)
$$

the $\nu$ with $\gamma_{\nu} \neq 0$ are confined to the intervals ( $m_{j} / q, m_{j} q$ ) provided $Q$ is large enough, say $Q>\boldsymbol{Q}_{0}(q)$. We shall call the interval $\left(m_{j} / q, m_{j} q\right)$ the $q$-neighbourhood of $m_{j}$.

Return now to ( $6 \cdot 1$ ), and split $\left\{n_{j}\right\}$ into $r$ subsequences

$$
\left\{n_{j_{r+}}\right\}_{j-0,1, \ldots} \text { where } s=1,2, \ldots, r
$$

We take $r$ so large that $Q=q^{r}$ exceeds both 3 and the number $Q_{0}(q)$. Fix 8 , and set

$$
\begin{equation*}
R^{s}(x)=\prod_{j=0}^{k}\left\{1+\cos \left(n_{f r+\varepsilon} x+x_{f r+s}\right)\right\} . \tag{6.9}
\end{equation*}
$$

Since the ranks of the (non-zero) terms of $R^{\prime}$ are in the $q$-neighbourhoods of the $n_{j r+s}$ ( $j=0,1, \ldots, k$ ), and the only non-zero term of $S[f]$ in such a neighbourhood has rank $n_{j r+s}$, it follows that

$$
\frac{1}{\pi} \int_{0}^{2 \pi} f(x) R^{\bullet}(x) d x=\frac{1}{\pi} \int_{0}^{2 \pi} f(x)\left\{\sum_{j=0}^{k} \cos \left(n_{j r+s} x+x_{j r+8}\right)\right\} d x=\sum_{j=0}^{k} \rho_{j r+s}
$$

But if $M$ is the upper bound of $f$ the left-hand side here does not exceed

$$
M \frac{1}{\pi} \int_{0}^{9 \pi} R^{s}(x) d x=2 M,
$$

by (6.7). It follows that the right-hand side of (6.10) does not exceed $2 M$. Making $k \rightarrow \infty$ and summing the inequalities over $s=1,2, \ldots, r$, we see that $\Sigma \rho_{j} \leqslant 2 M r$, and ( $6 \cdot 1$ ) is established.
Under the hypothesis of (6.3) there is a subinterval $I$ of $(\alpha, \beta)$ such that the $s_{m}$ are uniformly bounded above, say $s_{m} \leqslant M$, in $I$ (seo Chapter I, (12.3)). Hence (6.3) is a corollary of the following lemma about polynomials.
(6-11) Lemma. Given any interval I and any $q>1$, we can find an integer $n_{0}=n_{0}(q,|I|)$ and $a$ constant $A=A(q,|I|)$ such that for every lacunary polynomial

$$
\begin{equation*}
T(x)=\Sigma\left(a_{j} \cos n_{f} x+b_{f} \sin n_{j} x\right)=\Sigma \rho_{j} \cos \left(n_{f} x+x_{j}\right) \quad\left(n_{j+1} / n_{j}>q>1\right) \tag{6.12}
\end{equation*}
$$

for which $n_{1} \geqslant n_{0}$ and $T(x) \leqslant M$ in $I$, we have

$$
\Sigma \rho_{j} \leqslant A M
$$

We need more information about the $\gamma_{v}$ in (6.6).
Suppose $\nu$ is given by ( $6 \cdot 8$ ) but is not equal to $m_{f}$. Then

$$
\left|\nu-m_{j}\right| \geqslant m_{f^{\prime}}\left(1-Q^{-1}-Q^{-2}-\ldots\right)=m_{f^{\prime}}(Q-2) /(Q-1) \geqslant \frac{1}{2} m_{1} .
$$

We have already observed that $\nu$ is contained between $m_{f}(Q-2) /(Q-1)$ and $m_{j} Q /(Q-1)$, and so between $\frac{1}{\frac{1}{2}} m_{j}$ and $\frac{z_{2}}{2} m_{j}$. It follows that $\nu$ must differ from $m_{j+1}$ (if such an $m$ exists) by at least $\frac{s_{2}}{2} m_{j} \geqslant \frac{\beta_{2}}{2} m_{1}$. Similarly it must differ from $m_{j-1}$ (if such an $m$ exists) by at least

$$
\frac{1}{2} m_{j}-\frac{1}{2} m_{j}=\frac{1}{2} m_{j} \geqslant \frac{1}{2} m_{j-1} \geqslant \frac{1}{2} m_{1} .
$$

Collecting these estimates we see that each $\nu$ with $\gamma_{\nu} \neq 0$ in (6.8) either is an $m_{j}$ or differs from all $m_{,}$by at least $\frac{1}{2} m_{1}$.

Return to $T(x)$. As before, we split $\left\{n_{j}\right\}$ intor subsequences $\left\{n_{f r+s}\right\}$, where $s=1,2, \ldots, r$, and $r$ satisfies the conditions imposed above. Let $T^{s}$ consist of the terms of $T$ which have rank $n_{f r+s}$ for some $j$ (so that $T$ is the sum of all $T^{\circ}$ ) and let $R^{\circ}$ be defined by (6.9). We set

$$
U=R^{1}+R^{2}+\ldots+R^{r} .
$$

An argument similar to (6.10) gives

$$
\frac{1}{\pi} \int_{0}^{2 \pi} T U=\sum_{0} \frac{1}{\pi} \int_{0}^{2 \pi} T R^{e} d x=\sum_{i} \frac{1}{\pi} \int_{0}^{2 \pi} T \cdot R^{*} d x=\Sigma \rho_{\rho} .
$$

To estimate the left-hand side here we write

$$
T=\Sigma c_{j} e^{i n} x, \quad U=\Sigma \delta_{\nu} e^{i v x}, \quad \mu=\Sigma \rho_{j}
$$

where $n_{-j}=-n_{j}$. Since the only overlapping terms in different $R^{\boldsymbol{c}}$ are the constant ones, we have $\delta_{0}=r,\left|\delta_{\nu}\right| \leqslant \frac{1}{2}$ for $\nu \neq 0$. Hence

$$
\left|c_{j}\right|=\frac{1}{2} \rho_{|j|}, \quad\left|\delta_{\nu}\right| \leqslant r \quad \text { for all } j \text { and } \nu
$$

Let

$$
T U=\Sigma C_{m} e^{i m x}, \quad \text { where } \quad C_{m}=\sum_{n-1=m} c_{j} \delta_{v},
$$

and let $N=\left[\frac{1}{2} n_{1}\right]$. We observe that
(i) $C_{0}=\frac{1}{2} \mu$ (since the left-hand side of (6.13) is $2 C_{0}$ );
(ii) $\left|C_{m}\right| \leqslant r \Sigma\left|c_{j}\right|=r \mu$ (by (6.15) and (6.14));
(iii) $C_{m}=0$ for $0<|m|<N$ (since $\delta_{\nu}=0$ in $R^{s}$ if $\nu$ differs from any $n_{j}$ by less than $N$ ).

Let now $\lambda(x)$ be the periodic and continuous function equal to 0 outaide $I$, equal to $I$ at the midpoint of $I$, and linear in each half of $I$. The series $S[\lambda]=\Sigma \lambda_{\nu} e^{i v x}$ converges absolutely. The actual values of the $\lambda_{\nu}$ (see Chapter I, (4-16)) are not needed. Consider the formula

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \lambda T U d x=\Sigma \lambda_{m} \bar{C}_{m} .
$$

On the one hand, by (i), (ii) and (iii), the sum here exceeds

$$
\lambda_{0} C_{0}-\sum_{|m| \geqslant N}\left|\lambda_{m} C_{m}\right| \geqslant \frac{1}{2} \mu\left(\lambda_{0}-2 r \sum_{|m| \geqslant N}\left|\lambda_{m}\right|\right) ;
$$

on the other hand, the integral is

$$
\frac{1}{2 \pi} \int_{I} \lambda T U d x \leqslant \frac{M}{2 \pi} \int_{I} \lambda U d x \leqslant \frac{M}{2 \pi} \int_{0}^{2 \pi} U d x=M r
$$

If $N=\left[\frac{1}{2} n_{1}\right]$ is so large that the expression in brackets on the right of (6.16) exceeds $\frac{1}{2} \lambda_{0}$, a comparison of ( $6 \cdot 17$ ) and (6.16) shows that $\frac{1}{4} \lambda_{0} \mu \leqslant M r$, so that $\mu \leqslant A M$ where $A=4 r / \lambda_{0}$, and (6.11) is proved.

Remarks. (a) Theorem (6.3) holds if instead of the partial sums $s_{m}$ of (6.2) we consider linear means. It is easier to deal with means applicable to the terms rather than to the partial sums of series (see p. 84).

Suppose we have a matrix $\left\{\alpha_{m n}\right\}_{m, n-0,1, \ldots}$ and a series $u_{0}+u_{1}+\ldots$. Consider the expression

$$
\sigma_{m}=\sum_{n} \alpha_{m n} u_{n} .
$$

The only thing we assume about the $\alpha_{m n}$ is that $\lim \alpha_{m n}=1$ for each $n$. Suppose now that the means

$$
\sigma_{m}(x)=\Sigma \alpha_{m n_{j}} \rho_{j} \cos \left(n_{j} x+x_{j}\right)
$$

of (6.2) satisfy the following conditions for $x \in(\alpha, \beta)$ :
(i) they exist (i.e. the series (6-18) converge);
(ii) they are continuous;
(iii) $\lim \sup \sigma_{m}(x)<+\infty$.

Then, as before, there exists a subinterval $I$ of $(\alpha, \beta)$ in which the $\sigma_{m}$ are uniformaly bounded above, say by $M$. Observing that (6-11) holds not only for polynomials but also for infinite series (as is seen by first considering the (C,1) means of $T$ and then making a pasage to the limit), we have

$$
\sum_{j}\left|\alpha_{m m j}\right| \rho_{j} \leqslant A M
$$

If we retain only a fixed finite number of terms on the left and then make $m \rightarrow \infty$, we seo that each partial sum of $\Sigma \rho_{\text {, is }} \leqslant A M$, and so also $\Sigma \rho_{,} \leqslant A M$.

Condition (ii) is certainly satisfied if the matrix is row-finite. It is also satisfied in some other cases, for example for summability A.
(b) The conclusion of (6.3) holds if instead of (8.4) we suppose that for each $x \epsilon(\alpha, \beta)$ we have at least one of the inequalities

$$
\lim \sup s_{m}(x)<+\infty, \quad \liminf s_{m}(x)>-\infty .
$$

It is enough to show that the new hypothesis implies that at least one of the inequalities (6.19) is satisfied in a subinterval of ( $\alpha, \beta$ ). For suppose this is not the case, and let $E^{+}$and $E$ - denote respectively the subsets of $(\alpha, \beta)$ in which $\lim \sup s_{m}=+\infty$ and $\liminf s_{m}=-\infty$. By Chapter I, (12-2), the set $E^{+}$(being a set of points at which the sequence of continuous functions

$$
s_{m}^{+}(x)=\max \left\{0, s_{m}(x)\right\}
$$

is unbounded) is the complement of a set of the first category in ( $\alpha, \beta$ ). Similarly $E$ - is the complement of a set of the first category in ( $\alpha, \beta$ ). It follows that $E^{+} E^{-}$is the complement of a set of the first category in ( $\alpha, \beta$ ) and, in particular, is not empty, contrary to hypothesis.
The conclusion may be stated slightly differently: if $\Sigma \rho_{\rho}=+\infty$, then in a set of points which is dense and of the second category in every interval we have simultaneously

$$
\liminf s_{m}(x)=-\infty, \quad \limsup s_{m}(x)=+\infty
$$

There is a corresponding result for the linear means discussed in (a).
(c) If $q$ is large, Theorem (6.3) can be obtained by the following simple geometrical argument.

Let $I$ be a subinterval of $(\alpha, \beta)$ in which $s_{m}(x) \leqslant M$ for all $m$. Consider the curves $y=\cos \left(n_{1} x+x_{j}\right)$ for $j=1,2, \ldots$, and denote, generally, by $I_{j}$ any of the intervals in which $\cos \left(n_{j} x+x_{j}\right) \geqslant \frac{1}{2}$. Assuming, as we may, that $n_{1}$ is large enough, we select an interval $I_{1}$ totally included in $I$. Since $n_{2} / n_{1}$ is large we can find an interval $I_{2}$ totally included in the $I_{1}$ just considered, and so on. Let $x^{*}$ be the point common to $I, I_{1}, I_{z}, \ldots$. Since

$$
\sum_{j=1}^{m} \rho_{j} \cos \left(n_{j} x^{*}+x_{j}\right) \leqslant M
$$

for all $m$ and since $\cos \left(n_{f} x^{*}+x_{j}\right) \geqslant \frac{1}{2}$, it follows that $\Sigma \rho_{\text {, }}$, converges.
This argument is valid for $q \geqslant 4$. For let $d_{j}$ and $\delta$, denote respectively the length of $I_{j}$, and the distance between two consecutive $I_{j}$. We can find an $I_{j+1} \subset I_{j}$ if

$$
2 d_{j+1}+\delta_{j+1} \leqslant d_{j} .
$$

Obeerving that $d_{j}=2 \pi / 3 n_{j}, \delta_{j}=4 \pi / 3 n_{j}$, we find that ( $6 \cdot 21$ ) is equivalent to $n_{j+1} / n_{j} \geqslant 4$.
By considering the inequalities $\cos \left(n_{,} x+x_{j}\right) \geqslant \varepsilon>0$, where $\varepsilon$ is arbitrarily small but fixed, we can extend the preceding argument to the case $q>3$. The argument does not work, however, for general $q>1$.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. The set of points where $\Sigma \boldsymbol{n}^{-1} \sin n!x$ converges absolutely contains a perfect subeet. [Consider the graphs of the curves $y=\sin n!x$.]
2. (i) Every measurable set of positive measure is a basis. (Steinhaus [5].)
(ii) Every set whose complement is of the first category is a besis. (Niemytski [1].)
[Suppose $\mid E$ i $>0, x \in E, y \in E$. To prove (i), it is enough to show that the set of differences $x-y$ contsins an interval. Let $E_{A}$ denote the set $E$ translated by $h$. Considering the neighbourhood of a point of density of $E$, we without difficulty that $E E_{A} \neq 0$ for all small enough $h$. The proof of (ii) is similar.]
3. Let $C$ be Cantor's ternary set constructed on ( $0,2 \pi$ ). Every $x \in C$ can be written in the form $2 \pi\left(\alpha_{1} 3^{-1}+\alpha_{2} 3^{-2}+\ldots\right)$, where $\alpha_{i}$ is either 0 or 2 . Using this, show that every $z \in(0,4 \pi)$ can be written in the form $x+y$ with $x \in C, y \in C$ (which shows that $C$ is a basis).
4. Let $A$ be the set of points of absolute convergence of $\Sigma A_{n}(x)$. Then $A$ is invariant under
(i) the translation, (ii) the symmetry,
making any two points $a, b$ of $A$ correspond. (Arbault [1].)
[If [1.7] is written $\Sigma \rho_{n} \sin \left(n x+x_{n}\right)$, and if $a, b, c \in A$, an argument similar to the proof of (1.7) shows that the series converges absolutely at the points (i) $a-b+c$, (ii) $a+b-c$.]
5. If a trigonometric series converges absolutoly on a perfect set $E$ of Cantor type (Chapter V, §3), then the series converges uniformly on $E$. (Arbault [1], Malliavin [1].)
[A consequence of Chapter I, (12.3) (ii), of the homogeneous character of $E$, and of the proof of ( $1 \cdot 10$ ).]
6. A necessary and sufficient condition for $S[h]$ to converge absolutely is that $h$ be the convolution (Chapter II, § 1) of two functions $f$ and $g$ of the class L. ${ }^{\mathbf{2}}$. (M. Riesz; soe Hardy and Littlewood [12].)
[Thesufficiency of the condition follows from Chapter II, (1-7); if $\Sigma c_{n} e^{i n a}$ converges absolutely. consider the functions with Fourier coefficients $\left|c_{n}\right|^{\text {t }}$ and $\left|c_{n}\right|^{\dagger}$ sign $c_{n}$.]
7. The hypotheses of theorems (3•1) and (3•10) are unnecessarily stringent. The conclusions hold if the condition $f \in \Lambda_{\alpha}$ is replaced by $f \in \Lambda_{\alpha}^{2}$.
8. Let $0<\alpha \leqslant 1,1 \leqslant p \leqslant 2$. If $a_{n}, b_{n}$ are the coefficients of an $f \in \Lambda_{\alpha}^{\prime}$, then $\Sigma\left(\left|a_{n}\right|^{\beta}+\left|b_{n}\right|^{\beta}\right)$ converges if $\beta>p /\{p(1+\alpha)-1\}$. (Szász [2].)
[The proof is similar to that of (3.10) if instead of Parseval's formula we use the inequality of Hausdorff. Young, which will be cstablished in Chapter XII, § 2.]
9. (i) If $f \in \Lambda_{\alpha}, 0<\alpha \leqslant 1$, then $\Sigma_{n}^{\beta-1}\left(\left|a_{n}\right|+\left|b_{n}\right|\right)$ converges for $\beta<\alpha$. (Weyl [1]. Hardy [1].)
(ii) If $f$ is, in addition, of bounded variation, then $\Sigma_{n}^{\beta / 2}\left(\left|a_{n}\right|+\left|b_{n}\right|\right)<\infty$.
(iii) If $f \in \Lambda_{a}^{p}$ for $0<\alpha \leqslant 1,1 \leqslant p \leqslant 2$, then $\operatorname{\Sigma n} \gamma\left(\left|a_{n}\right|+\left|b_{n}\right|\right)<\infty$ for $\gamma<\alpha-1$ ip.
10. Let $F(x), 0 \leqslant x \leqslant 2 \pi$, be a non-decreasing function of jumps; that is, the increment of $F$ over any interval is equal to the sum of all the jumps of $F$ in that interval. Let $d_{1}, d_{2}, \ldots$ be all the jumps of $F$. Show that

$$
\limsup _{n \rightarrow \infty} \int_{0}^{2 \pi} \cos 2 n x d F(x)=\Sigma d_{i}
$$

[Compare (2-16).]
11. If a lecunary series $\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right), n_{k+1} / n_{k}>q>1$, is absolutely summable A (see p. 83) in a set $E$ of positive measure, then $\Sigma\left(\left|a_{k}\right|+\left|b_{k}\right|\right)$ converges.
[Supposing for simplicity that the series is purely cosine, write $f(r, x)=\Sigma a_{k} r^{n} k \cos n_{k} x$. By reducing $E$ we may suppose that $\int_{0}^{1}\left\{\left.\frac{\partial}{\partial r} f(r, x) \right\rvert\, d r\right.$ is uniformly bounded for $x \in E$. Integrating the integral with respect to $x$, changing the order of integration, and applying Chapter V, (6.5), we deduce that $\int_{0}^{1}\left(\Sigma a_{k}^{2} n_{k}^{2} r^{2 n_{k}}\right)^{t} d r$ is finite. If we consider the integral over $1-q / n_{k} \leqslant r \leqslant 1-1 / n_{k}$ and in the sum $\Sigma$ keep only the $k$ th term we deduce that $\Sigma\left|a_{k}\right|$ convergee.]

## CHAPTER VII

## COMPLEX METHODS IN FOURIER SERIES

## 1. Existence of conjugate functions

So far, though using complex numbers, we have not systematically applied complex variable theory; in particular, we have not applied Cauchy's theorem. Our nearest approach was the use of harmonic functions, which are the real parts of analytic functions.

In operating, however, with harmonic functions there are certain inconveniences; thus even the square of a harmonic function need not be harmonic. The situation is different for analytic functions; elementary operations performed on such functions lead again to analytic functions. So does the operation of taking a function of a function. Dealing directly with analytic functions instead of with their real parts accordingly offers distinct advantages. The significance and value of complex methods in the theory of Fourier series is well seen in the problem of the summability of conjugate series and the existence of conjugate functions.

In Chapter III we proved a number of results on the summability of Fourier series. The corresponding results for conjugate series were much less complete. The obstacle was that at that time we knew nothing about the existence of the integral

$$
f(x)=-\frac{1}{\pi} \int_{0}^{\pi} \frac{f(x+t)-\frac{f(x-t)}{2 \tan } \frac{1}{2} t}{t}-d t=\lim _{\epsilon \rightarrow+0}\left\{-\frac{1}{\pi} \int_{\epsilon}^{\pi}\right\},
$$

all that we proved being that, almost everywhere, the existence of $f(x)$ was equivalent to the summability A of $\tilde{S}[f]$. Later, in Chapter IV, § 3, we gave a proof of the existence of (I•1), and so, by the equivalence, of the summability $A$ of $\check{S}[f]$, almost everywhere. We shall now prove the latter fact by complex methods, without appealing to the existence of ( $1 \cdot 1$ ).
(1-2) Theorem. For any $f \in \mathrm{~L}, \tilde{S}[f]$ is summable A almost everywhere. More generally, the harmonic function conjugate to the Poisson integral of $f$ has a non-tangential limit at almost all points of the unit circle.

We may suppose that $f \geqslant 0, f \neq 0$. Let $z=r e^{i x}$, and let $u(r, x)$ be the Poisson integral and $v(r, x)$ the conjugate harmonic function. The function $u(r, x)+i v(r, x)$ is regular for $|z|<1$ and its values there belong to the right half-plane. Hence

$$
G(z)=e^{-u(r, x)-i d r, x)}
$$

is regular and absolutely less than 1 for $|z|<1$. It follows that $G(z)$ is, qua harmonic function, the Poisson integral of a bounded function. Thus the non-tangential limit of $G\left(r e^{i x}\right)$ exists almost everywhere. Since the non-tangential limit of $u(r, x)$ also exists almost everywhere and is finite $(=f)$, the limit of $G$ must be distinct from 0 almost everywhere. Hence a finite non-tangential limit of $v(r, x)$ exists almost everywhere, and (1-2) is established. As corollaries (see Chapter III, (7.20), (5.8)) we have:
(1-4) Theorem. For an integrable f, the integral (1-1) exists almost everywhere.
(1.5) Theorem. For almost all $x, \tilde{S}[f]$ is summable ( $\mathrm{C}, \alpha$ ), $\alpha>0$, (and so also summable A) to sum ${ }^{f}(x)$.

Extensions to Fourier-Stieltjes series are easy. Thus we have:
(1.6) Theorem. Let $F(x)$ be of bounded variation in $0 \leqslant x \leqslant 2 \pi$. The conclusion of (1-2) holds if $\tilde{S}[f]$ there is replaced by $\tilde{S}[d F]$. The integral

$$
F^{*}(x)=-\frac{1}{\pi} \int_{0}^{\pi} \frac{F(x+t)+F(x-t)-2 F(x)}{4 \sin ^{2} \frac{1}{2} t} d t=\lim _{\epsilon \rightarrow 0}\left\{-\frac{1}{\pi} \int_{\epsilon}^{\pi}\right\}
$$

exists almost everywhere and represents for almost all $x$ the ( $\mathrm{C}, \alpha$ ), $\alpha>0$, (and so also the A) sum of $\widetilde{S}[d F]$.
Suppose, as we may, that $F$ is non-decreasing. The Poisson integral $u(r, x)$ of $d F$ is then non-negative. Let $v(r, x)$ be the conjugate of $u(r, x)$ and let $G(z)$ be given by (1-3). Arguing as before, we prove that the non-tangential limit of $v(r, x)$ exists almost everywhere. In particular $\tilde{S}[d F]$ is summable A almost everywhere. By Chapter III, (7.15), the integral (1.7) exists almost everywhere, and by Chapter III, (8.3), $\tilde{\mathrm{S}}[d F]$ is almost everywhere summable ( $\mathrm{C}, \alpha$ ), $\alpha>0$, with sum (1-7).

The integral ( 1.7 ) may be written

$$
-\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{d F(t)}{2 \tan \frac{1}{2}(t-x)}=-\frac{1}{\pi} \int_{-\pi}^{\pi} d F(t+x)
$$

where the integrals are to be taken in the 'principal value' sense (see p. 51).

## 2. The Fourier character of conjugate series

Of the series

$$
\sum_{2}^{\infty} \frac{\cos n x}{\log n}, \quad \sum_{2}^{\infty} \frac{\sin n x}{\log n}
$$

the first is a Fourier series, and the second is not (Chapter V, §1). Thus $\tilde{S}[f]$ need not be a Fourier series.

Of the series

$$
\sum_{1}^{\infty} \frac{\sin n x}{n}, \quad \sum_{1}^{\infty} \frac{\cos n x}{n}
$$

the first is the Fourier series of the bounded function $\frac{1}{2}(\pi-x), 0<x<2 \pi$, the second of the unbounded function $-\log \left|2 \sin \frac{1}{2} x\right|$ (Chapter I, (2.8)). Of the series

$$
\sum_{2}^{\infty} \frac{\sin n x}{n \log n}, \quad \sum_{2}^{\infty} \frac{\cos n x}{n \log n},
$$

the first is the Fourier series of a continuous function, since it converges uniformly (by Theorem ( $1 \cdot 3$ ) of Chapter V), the second is the Fourier series of a discontinuous one. (The latter series diverges to $+\infty$ at $x=0$, and so is also ( $\mathrm{C}, 1$ ) summable to $+\infty$ there; hence it is the Fourier series of an unbounded, and so also discontinuous, function.) However,
(2.4) Theorem of M. Riesz. If $f \in \mathrm{~L}^{p}, \mathrm{l}<p<+\infty$, then $f \in \mathrm{~L}^{p}$, and

$$
\mathfrak{M}_{p}[f] \leqslant A_{p} \mathfrak{M}_{p}[f]
$$

with $A_{p}$ depending on $p$ only. Moreover, $\tilde{S}[f]=S[f]$.

As we have just seen, (2.4) fails for $p=1$ and for $p=\infty$. For $p=1$, its place is taken by the following two theorems:
(2.6) Theorem. If f $\in \mathrm{L}$, then $f \in \mathrm{~L} \mu$ for every $0<\mu<1$, and there is a constant $B_{\mu}$, depending on $\mu$ only, such that

$$
\mathfrak{M} \mathbb{R}_{\mu}[f] \leqslant B_{\mu} \mathfrak{M}[f] .
$$

(2.8) Theorem. If $f \log ^{+}|f|$ is integrable, then $f \in \mathrm{~L}$, and $\tilde{\mathrm{S}}[f]=\mathrm{S}[f]$. Moreover, there are two absolute constants $A, B$ such that

$$
\begin{equation*}
\int_{0}^{2 \pi}|f| d x \leqslant A \int_{0}^{2 \pi}|f| \log ^{+}|f| d x+B \tag{2.9}
\end{equation*}
$$

This result admits of a partial converse, namely,
(2-10) Theorem. If $f \in \mathrm{~L}$ and is bounded below, and if $\tilde{S}[f]$ is a Fourier series, then $f \log ^{+}|f| \epsilon \mathrm{L}$.

It follows from (2.4) that if $f$ is bounded, then $f$ belongs to every $L^{p}$. More generally, we have
(2-11) Theorem. (i) If $|f| \leqslant 1$, then

$$
\int_{0}^{2 \pi} \exp (\lambda|f|) d x \leqslant C_{\lambda}
$$

for $0<\lambda<\frac{1}{2} \pi$.
(ii) If $f$ is continuous, then $\exp \lambda|f|$ is integrable for all $\lambda>0$.

The proof of all these results can be based on Cauchy's formula

$$
\frac{1}{2 \pi i} \int_{1: 1-r} z^{-1} G(z) d z=\frac{1}{2 \pi} \int_{0}^{2 \pi} G\left(r e^{i x}\right) d x=G(0) \quad(0<r<1)
$$

valid for any $G(z)$ regular in $|z|<1$.
Let $f(r, x)$ be the Poisson integral of $f$, and $f(r, x)$ the conjugate harmonic function. The inequalities (2.5), (2.7), (2.9) and (2.12) imply the corresponding relations for $f(r, x)$ and $f(r, x)$, and conversely are implied by the latter, on making $r \rightarrow 1$ and applying the relation $\mathfrak{M}_{p}[f(r, x)] \rightarrow \mathbb{M}_{p}[f]$ (or Theorem (6.15) of Chapter IV) and Fatou's lemma. Thus it is enough to prove the inequalities for the functions $f(r, x)$ and $f(r, x)$, which we shall also denote by $u(z)$ and $v(z)$.

Begin with (2.7), and suppose at first that $f \geqslant 0$ and that $f \neq 0$, since otherwise the theorem is obvious. The regular function

$$
F(z)=u(z)+i v(z) \quad\left(z=r e^{i x}, 0 \leqslant r<1\right)
$$

has positive real part, and so $F(z) \neq 0$. We may also write

$$
F(z)=R e^{i \Phi}, \quad \text { where } \quad R>0,|\Phi| \leqslant \frac{1}{2} \pi
$$

The function

$$
G(z)=F^{\mu}(z)=R^{\mu} e^{i \mu \Phi}
$$

is regular for $|z|<1$ and real at $z=0$. On taking real parts, the second equation (2-13) gives

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} R^{\mu} \cos \mu \Phi d x=F^{\mu}(0)=\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} f d x\right)^{\mu}
$$

$F(0)$ being the constant term of $S[f]$. Since $R \geqslant|v|$ and $\cos \mu \Phi \geqslant \cos \frac{1}{2} \mu \pi$, we have

$$
\left(\int_{0}^{2 \pi}|v|^{\mu} d x\right)^{1 / \mu} \leqslant B_{\mu} \int_{0}^{2 \pi} f d x,
$$

where

$$
B_{\mu}^{\mu}=(2 \pi)^{1-\mu} / \cos \frac{1}{2} \mu \pi<2 \pi /(1-\mu) .
$$

On making $r \rightarrow 1$, we get (2.7).
If $f$ is of variable sign we write

$$
\begin{gather*}
f_{1}=f^{+}, \quad f_{2}=f^{-}, \quad f=f_{1}-f_{2}, \quad f=f_{1}-f_{2} \\
\mathscr{M}_{\mu}^{\mu}\left[f^{f}\right] \leqslant \mathfrak{M}_{\mu}^{\mu}\left[f_{1}\right]+\mathfrak{R}_{\mu}^{\mu}\left[f_{2}\right] \leqslant B_{\mu}^{\mu}\left\{\left(\int_{0}^{2 \pi} f_{1} d x\right)^{\mu}+\left(\int_{0}^{2 \pi} f_{\mathbf{2}} d x\right)^{\mu}\right\} \leqslant 2 B_{\mu}^{\mu}\left(\int_{0}^{2 \pi}|f| d x\right)^{\mu},
\end{gather*}
$$

since $f_{1}+f_{2}=|f|$. This proves (2.b) with $B_{\mu}^{\mu}$ increased by the factor 2.
For (2.5) we need the inequality

$$
|\sin \phi|^{p} \leqslant \alpha \cos p \phi+\beta \cos ^{p} \phi \quad\left(|\phi| \leqslant \frac{1}{2} \pi\right),
$$

where $p$ is positive and not an odd integer, and $\alpha, \beta$ are constants depending on $p$. We may suppose that $\phi \geqslant 0$. Since $\cos \frac{1}{2} p \pi \neq 0$, we have for a suitable $\alpha$ (possibly negative) $\alpha \cos p \phi \geqslant 1$ in a certain neighbourhood of $\phi=\frac{1}{2} \pi$. (2-18) is valid a fortiori in this neighbourhood, provided $\beta \geqslant 0$. Having fixed $\alpha$, we take $\beta$ so large that $\beta \cos ^{p} \phi \geqslant|\alpha|+1$, and so

$$
\alpha \cos p \phi+\beta \cos ^{p} \phi \geqslant 1 \geqslant \sin ^{p} \phi
$$

in the remainder of $\left(0, \frac{1}{2} \pi\right)$. This completes the proof of (2.18).
Suppose once more that $f \geqslant 0$, and let $F(z)$ be given by ( $2 \cdot 15$ ). If we substitute $\Phi$ for $\phi$ in (2.18), multiply both sides by $R^{p}$ and integrate over $0 \leqslant x \leqslant 2 \pi$, we have

$$
\int_{0}^{2 \pi}|v|^{p} d x \leqslant \beta \int_{0}^{2 \pi} u^{p} d x+\alpha \int_{0}^{2 \pi} R^{p} \cos p \Phi d x=\beta \int_{0}^{2 \pi} u^{p} d x+2 \pi \alpha\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} f d x\right)^{p}
$$

using (2.16) with $\mu$ replaced by $p$. Hence, making $r \rightarrow 1$,

$$
\int_{0}^{2 \pi}|f|^{p} d x \leqslant \beta \int_{0}^{2 \pi} f^{p} d x+2 \pi|\alpha|\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} f d x\right)^{p} \leqslant(\beta+|\alpha|) \int_{0}^{2 \pi}|f|^{p} d x
$$

and this is (2.5) with $A_{p}^{p}=\beta+|\alpha|$. (Incidentally, if $\alpha<0$, for example if $1<p \leqslant 2$, we may drop the last term in (2.19), and take $A_{p}^{p}=\beta$.)

For $f$ of variable sign we use (2-17). By Minkowski's inequality,

$$
\mathfrak{M}_{p}\left[f_{1}\right] \leqslant \mathfrak{R}_{p}\left[f_{1}\right]+\mathfrak{M}_{p}\left[f_{2}\right] \leqslant A_{p}\left\{\mathbb{M}_{p}\left[f_{1}\right]+\mathbb{M}_{p}\left[f_{2}\right]\right\} \leqslant 2 A_{p} \mathbb{P}_{p}[f] .
$$

We have now proved (2.5) for $p>1, p \neq 3,5,7, \ldots$, and in particular for $1<p \leqslant 2$. The proof of $(2.5)$ will be completed if we show that
(2.21) Theorem. If the inequality (2.5) is valid for a certain $p>1$ (that is, for all $f$ in $\mathrm{L}^{p}$ ) it is also valid for the conjugate exponent $p^{\prime}=p /(p-1)$. Moreover, we can take $A_{p^{\prime}}=A_{p}$.

Let $g$ be any trigonometric polynomial with $\mathbb{M}_{p}[g] \leqslant 1$. Parseval's relation (Chapter IV, (8.6)) gives

$$
\int_{0}^{2 \pi} f(r, x) g(x) d x=-\int_{0}^{2 \pi} f(r, x) \tilde{g}(x) d x .
$$

By Theorem (9.14) of Chapter I, and using the fact that polynomials are dense in $\mathrm{L}^{p}$, the upper bound of the left-hand side for all $g$ is $\mathbb{M R}_{p}[f(r, x)]$, and since

$$
\left|\int_{0}^{2 \pi} f(r, x) \tilde{g} d x\right| \leqslant \mathscr{R}_{p} \cdot[f(r, x)] \mathbb{M}_{p}[\tilde{g}] \leqslant \mathbb{M}_{p} \cdot[f(r, x)] A_{p} \mathscr{M}_{p}[g] \leqslant A_{p} \mathbb{M}_{p}[f(r, x)],
$$

by Hölder's inequality and the hypothesis that (2.5) holds for $p$, it follows that $\mathscr{R}_{p} \cdot[f(r, x)] \leqslant A_{p} \mathscr{P} R_{p} \cdot[f(r, x)]$ and, on making $r \rightarrow 1$,

$$
\mathfrak{M}_{p} \cdot[f] \leqslant A_{p} \mathbb{M}_{p}[f] .
$$

This completes the proof of (2-21).
To complete the proof of $(2 \cdot 4)$ we have to show that $\tilde{S}[f]=S[f]$. This follows from the fact that $\mathfrak{M}_{p}[f(r, x)]=O(1)$ implies $\mathfrak{M}_{p}[f(r, x)]=O(1)$ (see Chapter IV, (6.17)). Thus $\tilde{S}[f]$ is the Fourier series of ihe function $\lim _{r \rightarrow 1} f(r, x)=f^{\prime}(x)$ (see also Theorem (4.4) below).

We base the proof of $(2 \cdot 8)$ on the inequality

$$
\begin{equation*}
|\sin \phi| \leqslant \gamma(\cos \phi \log \cos \phi+\phi \sin \phi)+\delta \cos \phi \quad\left(|\phi| \leqslant \frac{1}{2} \pi\right), \tag{2.22}
\end{equation*}
$$

analogous to (2.18) and similarly proved ( $\gamma, \delta$ are positive absolute constants). First suppose that $f \geqslant 0, f \equiv 0$. We again set $F(z)=u(z)+i v(z)=R e^{i \Phi}$ and apply (2.13) to the function $G(z)=F^{\prime}(z) \log F^{\prime}(z)$, regular for $|z|<1$. Taking real parts we get

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi}\{R \cos \Phi \log R-R \Phi \sin \Phi\} d x=u(0) \log u(0) \tag{2.23}
\end{equation*}
$$

or $\int_{0}^{2 \pi} R(\cos \Phi \log \cos \Phi+\Phi \sin \Phi) d x=\int R \cos \Phi \log (R \cos \Phi) d x-2 \pi u(0) \log u(0)$.
Multiplying this by $\gamma$ and adding $\delta \int_{0}^{2 \pi} R \cos \Phi d x$ to both sides of the resulting equation we get, by (2.22),

$$
\begin{equation*}
\int_{0}^{2 \pi}\left|v\left(r e^{i x}\right)\right| d x \leqslant \gamma \int_{0}^{2 \pi} u\left(r e^{i x}\right) \log u\left(r e^{i x}\right) d x+\delta \int_{0}^{2 \pi} u\left(r e^{i x}\right) d x-2 \pi \gamma u(0) \log u(0) \tag{2.24}
\end{equation*}
$$

We now make a slightly stronger assumption about $f$, namely, that $f \geqslant e=2.718$. Then $u \geqslant e$ and (2.24) gives

$$
\int_{0}^{2 \pi}\left|v\left(r e^{i x}\right)\right| d x \leqslant(\gamma+\delta) \int_{0}^{2 \pi} u\left(r e^{i x}\right) \log u\left(r e^{i x}\right) d x
$$

Making here $r \rightarrow 1$ we get (2.9), with $A=\gamma+\delta, B=0$.
In the general case, let $E_{1}, E_{2}$, be respectively the sets of points at which $f \geqslant e$, $f \leqslant-e$. Let $f=f_{1}+f_{2}+f_{3}$, where $f_{1}=\max (f, e), f_{2}=\min (f,-e)$, so that $\left|f_{3}\right| \leqslant e$. Then

$$
\mathfrak{M}[f] \leqslant \mathfrak{P}\left[f_{1}\right]+\mathfrak{P}\left[f_{2}\right]+\mathfrak{M}\left[f_{3}\right] .
$$

Since

$$
\begin{aligned}
& \mathfrak{M}\left[f_{k}\right] \leqslant A \int_{0}^{2 \pi}\left|f_{k}\right| \log \left|f_{k}\right| d x \leqslant A \int_{E_{k}}|f| \log ^{+}|f| d x+2 \pi e(k=1,2), \\
& \mathfrak{M}\left[f_{3}\right] \leqslant(2 \pi)^{\frac{1}{2}} \mathfrak{M}_{2}\left[f_{3}\right] \leqslant(2 \pi)^{\frac{1}{2}} \mathfrak{M}_{2}\left[f_{3}\right] \leqslant 2 \pi e,
\end{aligned}
$$

we have (2.9) with $A=\gamma+\delta, B=6 \pi e$.
In proving ( $2 \cdot 10$ ), we may add a constant to $f$, which does not affect $f$, and thus suppose that $f \geqslant 1$. Then $u \geqslant 1$. Since $\Phi \sin \Phi \geqslant 0, \cos \Phi \log \cos \Phi \leqslant 0,(2 \cdot 23)$ gives

$$
\int_{0}^{2 \pi} u \log u d x \leqslant \int_{0}^{2 \pi} u \log R d x \leqslant \frac{1}{2} \pi \int_{0}^{2 \pi}|v| d x+2 \pi u(0) \log u(0)
$$

and the integral on the right is bounded since $\tilde{S}[f]$ is a Fourier series. Making $r \rightarrow 1$ and using Fatou's lemma (Chapter I, (11-2)), we see that $f \log f$ is integrable.

It remains to show that, under the hypotheses of $(2 \cdot 8), \tilde{S}[f]=S[f]$. Instead, however, of giving a direct proof, which is somewhat less simple than in the case of Theorem (2.4), we prefer to appeal to Theorem (4.4) below according to which $\tilde{S}[f]=S[f]$ whenever $f \in \mathrm{~L}$.

We pass to the proof of (2•11). Let $u, v, F$ have the usual meaning. Applying (2•13) to the functions $G(z)=\exp \{ \pm i \lambda F(z)\}$ and taking the real parts, we get

$$
\int_{0}^{2 \pi} \cos \lambda u \exp \{\mp \lambda v\} d x=2 \pi \cos \{\lambda u(0)\} \leqslant 2 \pi .
$$

Adding these inequalities and observing that

$$
\exp (\lambda|v|) \leqslant \exp (\lambda v)+\exp (-\lambda v), \quad \cos \lambda u \geqslant \cos \lambda \quad\left(|u| \leqslant 1,0 \leqslant \lambda<\frac{1}{2} \pi\right),
$$

we obtain

$$
\int_{0}^{2 \pi} \exp (\lambda|v|) d x \leqslant \frac{4 \pi}{\cos \lambda} \quad\left(0 \leqslant \lambda<\frac{1}{2} \pi\right),
$$

which reduces to (2.12) when $r \rightarrow 1$.
If $f$ is continuous, let $T$ be a polynomial such that $|f-T|<\epsilon$. By the foregoing, $\exp \lambda|f-T|$ is integrable provided $\lambda \epsilon<\frac{1}{2} \pi$. Since $\exp \lambda|T|$ is bounded, the integrability of $\exp \lambda|f|$ follows for $\lambda$ arbitrarily large ( $\lambda<\pi / 2 \varepsilon$, with $\epsilon$ arbitrarily small).

Remarks. (a) Let $\omega(t), t \geqslant 0$, be a function which is non-negative, increasing, and $o(t \log t)$ for $t \rightarrow \infty$. Let $f(x)$ be periodic, not less than 1 , and such that $\omega\{f(x)\}$ is integrable while $f \log f$ is not. By (2.10), $\mathcal{S}^{[ }[f]$ is not a Fourier series, and, by Theorem (4.4) below, $f$ is not integrable. This shows that the integrability of $f \log f$ in Theorem (2.8) cannot be replaced by any similar but weaker condition.
(b) There is an $f \in \mathrm{~L}$ such that $f$ is not integrable over any finite interval. Let $g(x)$ be the periodic function equal to

$$
1+\frac{1}{|x| \log ^{2}|x / 2 \pi|}
$$

for $-\pi \leqslant x<\pi$. Thus $g$ exceeds 1 and is integrable while $g \log g$ is not. Let $\left\{r_{k}\right\}$ be dense in ( $0,2 \pi$ ), $\Sigma a_{k}$ a convergent series of positive terms whose sum exceeds 1, and

$$
f(x)=\Sigma a_{k} g\left(x-r_{k}\right)
$$

The function $f$ is periodic, excecds 1 and is integrable over ( $0,2 \pi$ ) (Chapter I, (11.5)); but $f \log f$ is not integrable over any interval. We shall show that $f$ is not integrable over any interval.

For suppose that $f^{\prime}$ is integrable in some interval $(a, b)$. Let ( $a^{\prime}, b^{\prime}$ ) be interior to ( $a, b$ ) and let $\lambda(x)$ be periodic, continuous, equal to 1 in ( $a^{\prime}, b^{\prime}$ ), equal to 0 outside ( $a, b$ ) and linear in ( $a, a^{\prime}$ ) and ( $b^{\prime}, b$ ). By Theorem (6.7) of Chapter II, the difference $\lambda f^{\prime}-(\widetilde{\lambda f})$ is bounded, and since, by assumption, $\lambda f$ is in $L$, so is ( $\tilde{\lambda f}$ ). Hence, by Theorem (2.10) and Remark $(a), f(x) \lambda(x)$ is in the class $\mathrm{L} \log ^{+} \mathrm{L}$ and $a$ fortiori each $\lambda(x) g\left(x-r_{k}\right)$ is in $\mathrm{L} \log ^{+} \mathrm{L}$. which is false for some $k$.
(c) Theorem (2-4) has useful variants. Let

$$
F(z)=u(z)+i v(z) \quad(v(0)=0)
$$

be regular for $|z|<1$. Then (2.5) with $f(x)=u\left(r e^{i x}\right), f(x)=v\left(r e^{i x}\right)$, and Minkowski's inequality, immediately give

$$
\begin{equation*}
\mathfrak{M}_{p}\left[F\left(r e^{i x}\right)\right] \leqslant A_{p}^{\prime} \mathbb{D}_{p}\left[u\left(r e^{i x}\right)\right] \quad(0 \leqslant r<1) \tag{2•27}
\end{equation*}
$$

with $A_{p}^{\prime}$ not exceeding the $A_{p}$ in (2.5) by more than 1.
Another variant will be needed later. Let $u\left(r e^{i x}\right)=\sum_{-\infty}^{+\infty} c_{n} r^{|n|} e^{i n x}$ be harmonic (not necessarily real-valued) for $r<1$, and let $\Phi(z)=\sum_{0}^{\infty} c_{n} z^{n}$. Then

$$
\begin{equation*}
\mathfrak{P}_{p}\left[\Phi\left(r e^{i x}\right)\right] \leqslant A_{p}^{\prime \prime} \mathscr{M}_{p}\left[u\left(r e^{i x}\right)\right] \tag{2.28}
\end{equation*}
$$

Suppose first that $u$ is real-valued, and let $v(z)$ be the harmonic function conjugate to $u(z)$ with $v=0$ at the origin. Then $2 \Phi=u+i v+c_{0}=F+c_{0}$, and (2.28) follows from (2.27) and the inequality

$$
\left|c_{0}\right|=\left|\frac{1}{2 \pi} \int_{0}^{2 \pi} u\left(r e^{i x}\right) d x\right| \leqslant \mathscr{A}_{p}\left[u\left(r e^{i x}\right)\right] \leqslant \mathfrak{D}_{p}\left[u\left(r e^{i x}\right)\right] .
$$

Suppose now that $u$ is complex-valued, $u=u_{1}+i u_{2}$, and that, correspondingly, $\Phi=\Phi_{1}+i \Phi_{2}$. Then, writing $\mathbb{R}_{p}[\Phi]$ for $\mathscr{R}_{p}\left[\Phi\left(r e^{i x}\right)\right]$ with a similar notation for $u$,

$$
\mathfrak{M}_{p}[\Phi] \leqslant \mathbb{M}_{p}\left[\Phi_{1}\right]+\mathscr{P}_{p}\left[\Phi_{2}\right] \leqslant A_{p}^{\prime \prime}\left(\mathbb{M}_{p}\left[u_{1}\right]+\mathscr{R}_{p}\left[u_{2}\right]\right) \leqslant 2 A_{p}^{\prime \prime} \mathbb{R}_{p}[u] .
$$

Similar variants can be stated for Theorems (2.6), (2.8) and (2.11).
We shall now consider a few more substitutes for Theorem (2.4) in the cases $p=1, \infty$. One of them is Theorem (6.27) of Chapter IV, which may be stated as follows:
(2-29) Theorem. Let $f \in \mathrm{~L}$ and let $v(z)=f^{\prime}(r, x)$. Then

$$
\int_{D}|v(z)||d z| \leqslant \int_{D}\left|v(z) z^{-1}\right||d z| \leqslant \frac{1}{2} \int_{0}^{2 \pi}|f(x)| d x
$$

for any diameter $D$ of the circle $|z|<1$.
Still another substitute for (2-4) at $p=1, \infty$ is as follows:
(2.30) Theorem. Let $u(r, x), v(r, x)$ be conjugate harmonic functions for $0 \leqslant r<1$, and let $a>0, \delta=1-r$.
(i) If $u(r, x)=O\left(\delta^{-\alpha}\right)$ as $r \rightarrow 1$ (uniformly in $x$ ), then $v(r, x)=O\left(\delta^{-\alpha}\right)$.
(ii) If $\mathfrak{P}[u(r, x)]=O\left(\delta^{-\alpha}\right)$, then $\mathfrak{M}[v(r, x)]=O\left(\delta^{-\alpha}\right)$.

We first prove the following lemma:
(2.31) Lemma. If $\Phi(z)=U(r, x)+i V(r, x)$ is regular for $|z|<1$, and if $U(r, x)$ is the Poisson integral of a function $U(x)$. then

$$
\left|\Phi^{\prime}(z)\right| \leqslant \frac{2 \delta^{-1}}{1+r} U^{*}(r, x) \leqslant 2 \delta^{-1} U^{*}(r, x)
$$

where $U^{*}(r, x)$ is the Poisson integral of $|U(x)|$.
For if $P, Q$ are the Poisson kernel and its conjugate, and if
we verify that

$$
S(r, t)=P+i Q=\frac{1}{2}\left(1+r e^{i}\right) /\left(1-r e^{u}\right),
$$

$$
\begin{equation*}
|d S(r, t) / d t|=\left|r e^{u}\left(1-r e^{i t}\right)^{-2}\right|=2 r \delta^{-1}(1+r)^{-1} P(r, t), \tag{2.33}
\end{equation*}
$$

so that

$$
\left|\Phi^{\prime}(z)\right|=r^{-1}\left|\frac{d}{d x} \frac{1}{\pi} \int_{0}^{2 \pi} U(t) S(r, t-x) d t\right| \leqslant \frac{2}{\delta(1+r)} \frac{1}{\pi} \int_{0}^{2 \pi}|U(t)| P(r, t-x) d t
$$

which is (2.32).
By a change of variable, for any function $F(z)=u(r, x)+i v(r, x)$ regular for $|z| \leqslant R$ we obtain

$$
\left|F^{\prime}(z)\right| \leqslant \frac{2 R}{R+r} \frac{u_{R}^{*}(r, x)}{R} \frac{2}{-r} \leqslant \frac{2}{R-r} u_{R}^{*}(r, x),
$$

where $u_{R}^{*}(r, x)$ is the function harmonic for $r<R$ and coinciding with $|u(R, x)|$ for $r=R$.
Returning to (2.30), let $r=1-\delta, R=1-\frac{1}{2} \delta$, and

$$
\phi(\delta)=\max _{x}|u(r, x)|, \quad \psi(\delta)=\mathfrak{M}[u(r, x)], \quad J(r)=\mathfrak{M}\left[F\left(r e^{i x}\right)\right],
$$

where $F=u+i v . \operatorname{By}(2 \cdot 34)$,

$$
\begin{gathered}
\left|F^{\prime}\left(r e^{i x}\right)\right| \leqslant 4 \delta^{-1} u_{R}^{*}(r, x)=4 \delta^{-1} \phi\left(\frac{1}{2} \delta\right), \\
\mathfrak{R}\left[F^{\prime}\left(r e^{i x}\right)\right] \leqslant 4 \delta^{-1} \mathfrak{M}\left[u_{R}^{*}(r, x)\right] \leqslant 4 \delta^{-1} \mathfrak{M}\left[u_{R}^{*}(R, x)\right]=4 \delta^{-1} \psi\left(\frac{1}{2} \delta\right), \\
0 \leqslant J^{\prime}(r)=\int_{0}^{2 \pi} \frac{d}{d r}\left(u^{2}+v^{2}\right)^{\frac{1}{2}} d x=\int_{0}^{2 \pi}\left(u u_{r}+v v_{r}\right)\left(u^{2}+v^{2}\right)^{-\frac{1}{2}} d x \\
\leqslant \int_{0}^{2 \pi}\left(u_{r}^{2}+v_{r}^{2}\right) \frac{1}{d} d x=\mathfrak{M}\left[F^{\prime}\left(r e^{i x}\right)\right] \leqslant 4 \delta^{-1} \psi\left(\frac{1}{2} \delta\right) .
\end{gathered}
$$

Integrating the inequalities for $\left|F^{\prime}\right|, J^{\prime}$ with respect to $r$ we have

$$
\left|F\left(r e^{i x}\right)-F(0)\right| \leqslant 4 \int_{0}^{1} t^{-1} \phi\left(\frac{1}{2} t\right) d t, \quad J(r)-J(0) \leqslant 4 \int_{0}^{1} t^{-1} \psi\left(\frac{1}{2} t\right) d t .
$$

If $\phi(\delta)$ or $\psi(\delta)$ is $O\left(\delta^{-\alpha}\right)$, the corresponding integral is also $O\left(\delta^{-\alpha}\right)$, and (2.30) follows.
(2.35) Theorem. Let $u(r, x)$ be harmonic for $r<1$ and let $1 \leqslant p \leqslant \infty, \alpha>0$. Then each of the relations

$$
\left.\begin{array}{lll} 
& \text { (i) } \mathscr{R}_{p}[u(r, x)]=O\left(\delta^{-\alpha}\right), \\
\text { (ii) } \quad \mathfrak{P}_{p}\left[u_{x}(r, x)\right]=O\left(\delta^{-\alpha-1}\right), & \text { (iii) } \mathscr{R}_{p}\left[u_{r}(r, x)\right]=O\left(\delta^{-\alpha-1}\right)
\end{array}\right\}
$$

implies the other two.
That (ii) and (iii) are equivalent follows from the Cauchy-Riemann equation $r u_{r}=v_{x}$ together with (2.4) if $1<p<\infty$, or (2.30) if $p=1, \infty$. The equivalence of (i) and (ii) follows from (2.4), (2.30) and the following lemma:
(2-37) Lemma. If $F(z)$ is regular for $|z|<1$, the two relations
(i) $\quad \mathfrak{R}_{p}\left[F\left(r e^{i x}\right)\right]=O\left(\delta^{-\alpha}\right)$,
(ii) $\mathfrak{M}_{p}\left[F^{\prime}\left(r e^{i x}\right)\right]=O\left(\delta^{-a-1}\right)$
are equivalent.
Suppose that $\mathbb{M}_{p}\left[F\left(\rho e^{i x}\right)\right] \leqslant A(1-\rho)^{-\alpha}$. Let $z=r e^{i x}$. If $C$ denotes the circumference with centre $z$ and radius $\frac{1}{2} \delta$ we have

$$
F^{\prime}(z)=\frac{1}{2 \pi i} \int_{C} \frac{F(\zeta)}{(\zeta-z)^{2}} d \zeta, \quad\left|F^{\prime}(z)\right| \leqslant \frac{1}{\pi \delta} \int_{0}^{2 \pi}\left|F\left(z+\frac{1}{2} \delta e^{i \theta}\right)\right| d \theta .
$$

Raising both sides of the last inequality to the power $p$ (if $p<\infty$ ) and integrating with respect to $x$ we obtain, by Minkowski's inequality (Chapter I, (9•11)),

$$
\mathfrak{M}_{p}\left[F^{\prime}\left(r e^{i x}\right)\right] \leqslant \frac{1}{\pi \delta} \int_{0}^{2 \pi} \mathfrak{M} R_{p}\left[F\left(r e^{i x}+\frac{1}{8} \delta e^{i \theta}\right)\right] d \theta \leqslant \frac{1}{\pi \delta} \int_{0}^{2 \pi} A\left(\frac{1}{2} \delta\right)^{-\alpha} d \theta=\frac{2^{\alpha+1} A}{\delta^{\alpha+1}} .
$$

The first inequality still holds for $p=\infty$. Hence (i) implies (ii).
Conversely, suppose that $\mathscr{R}_{p}\left[F^{\prime}\left(\rho e^{i x}\right)\right] \leqslant B(1-\rho)^{-\alpha-1}$. Since

$$
\left|F\left(r e^{i x}\right)-F(0)\right| \leqslant \int_{0}^{r}\left|F^{\prime}\left(\rho e^{i x}\right)\right| d \rho,
$$

Minkowski's inequality gives

$$
M_{p}\left[F\left(r e^{i x}\right)-F(0)\right] \leqslant \int_{0}^{r} \mathfrak{M}_{p}\left[F^{\prime}\left(\rho e^{i x}\right)\right] d \rho \leqslant \int_{0}^{r} B(1-\rho)^{-\alpha-1} d \rho<B \alpha^{-1} \delta^{-\alpha},
$$

and so

$$
\mathbb{M}_{p}\left[F\left(r e^{i x}\right)\right] \leqslant B \alpha^{-1} \delta-\alpha+|F(0)|(2 \pi)^{1 / p}=O(\delta-\alpha) .
$$

The following result is an analogue of $(2 \cdot 6)$ for Fourier-Stieltjes series.
(2.39) Throrkm. Let $F^{\prime}(x)$ be of boanded variation over $0 \leqslant x \leqslant 2 \pi$, and let $F^{*}(x)$ be defined by (1-7). Then for each $0<\mu<1$ we have

$$
\mathfrak{N}_{\mu}\left[F^{*}\right] \leqslant B_{\mu} \int_{0}^{2 \pi}|d F(x)| .
$$

Let $u(r, x)$ be the Poisson-Stieltjes integral of $F$ and $v(r, x)$ the conjugate harmonic function. By (2.7),

$$
\left\{\int_{0}^{9 \pi}|v(r, x)| \mu d x\right\}^{1 / \mu} \leqslant B_{\mu} \int_{0}^{2 \pi}|u(r, x)| d x \leqslant B_{\mu} \int_{0}^{8 \pi}|d F(x)| .
$$

Since $v(r, x) \rightarrow F^{*}(x)$ for almost all $x$ as $r \rightarrow 1$, (2-41) implies (2-40).

## 3. Applications of Green's formula

The main tool in the preceding section was Cauchy's formula (2.13). Some of the results can also be obtained by means of Green's formula. This latter method gives good estimates for the constants occurring in the inequalities.

Let $w=w(\xi, \eta)$ be a function which, with its derivatives of the first two orders, is continuous in $\xi^{2}+\eta^{2}<a^{2}$. Let $I(r)$ denote the integral of $w$ round the circle with centre 0 and radius $r<a$. In investigating the behaviour of $I(r)$ as $r \rightarrow a$, it is natural to consider the derivative $d I(r) / d r$, and this in turn suggests an application of Green's formula

$$
\int_{C r} \frac{\partial w}{\partial r} d s=\iint_{S_{r}} \Delta w d \sigma
$$

Here $S_{r}$ is the circle $\xi^{2}+\eta^{2} \leqslant r^{2}, C_{r}$ its circumference,

$$
\Delta w=w_{\xi \xi}+w_{\eta \eta}
$$

is the Laplacian, and $\partial / \partial r$ means differentiation in the direction of the radius vector. Incidentally, (3.1) is immediate if we introduce polar co-ordinates $\rho, x$ and use the formula

$$
\Delta w=\rho^{-1}\left(\rho w_{\rho}\right)_{\rho}+\rho^{-2} w_{x x} .
$$

For owing to the periodicity of $w$ in $x$, the integral over $0 \leqslant x \leqslant 2 \pi$ of the last terin of $(3 \cdot 2)$ is 0 , so that the right-hand side of (3.1) is

$$
\int_{0}^{r} \int_{0}^{2 \pi} \rho^{-1}\left(\rho w_{\rho}\right)_{\rho} \rho d \rho d x=\int_{0}^{2 \pi} w_{r} r d x=\int_{C_{r}} w_{r} d s
$$

Let $\zeta=\xi+i \eta$ and let

$$
F(\zeta)=u(\xi, \eta)+i v(\xi, \eta)
$$

be regular in the neighbourhood of a point $\zeta_{0}=\xi_{0}+i \eta_{0}$. Let

$$
w=w(u, v),
$$

with its first and second derivatives, be real-valued and continuous in the neighbourhood of the point $u_{0}=u\left(\xi_{0}, \eta_{0}\right), v_{0}=v\left(\xi_{0}, \eta_{0}\right)$. Then
at the point $\zeta=\zeta_{0}$.

$$
\begin{equation*}
w_{\xi \xi}+w_{\eta \eta}=\left(w_{v u}+w_{v v}\right)\left|F^{\prime \prime}(\zeta)\right|^{2} \tag{3•3}
\end{equation*}
$$

For $w_{\xi}=w_{u} u_{\xi}+w_{v} v_{\xi}$,

$$
w_{\xi \xi}=\left(w_{v u} u_{\xi}+w_{u v} v_{\xi}\right) u_{\xi}+\left(w_{v u} u_{\xi}+w_{v v} v_{\xi}\right) v_{\xi}+w_{u} u_{\xi \xi}+w_{v} v_{\xi \xi} .
$$

If to this equation we add the corresponding one for $w_{\eta,}$, and observe that $u, v$ satisfy the Laplace and Cauchy-Riemann equations, we get (3-3).

Two cases of (3.3) are of interest. First, if $R=|F(\zeta)|$ and if $w=w(R)$, then by (3.2),

$$
\begin{equation*}
\Delta w=R^{-1}\left(R w_{R}\right)_{R}\left|F^{\prime}\right|^{2} . \tag{3•4}
\end{equation*}
$$

If $w=w(u)$ is independent of $v$ then, by (3.3),

$$
\Delta w=w_{u u}\left|F^{\prime}\right|^{2}
$$

Let $F(\zeta)=u+i v$ be regular for $|\zeta|<1$, and let $p$ be any real number. Then, by (3•4) and (3.5),

$$
\begin{equation*}
\Delta|F|^{p}=p^{2}|F|^{p-2}\left|F^{\prime}\right|^{2}, \quad \Delta u^{p}=p(p-1) u^{p-2}\left|F^{\prime}\right|^{2} . \tag{3.6}
\end{equation*}
$$

The first formula is valid at every point where $F \neq 0$ (otherwise we have to suppose that $p \geqslant 2$ ), the second where $u \neq 0$. We apply them to the proof of Theorem (2.4). We know that it is enough to prove (2.4) in the case when $1<p \leqslant 2$ and when $u$, the Poisson integral of $f$, is positive. Since $|F| \geqslant u,(3 \cdot 6)$ then gives

$$
\begin{equation*}
\Delta|F|^{p} \leqslant p^{\prime} \Delta u^{p}, \quad p^{\prime}=p /(p-1) . \tag{3•7}
\end{equation*}
$$

We now set $\quad I(r)=\int_{0}^{2 \pi} u^{p}(r, x) d x, \quad J(r)=\int_{0}^{2 \pi}\left|F\left(r e^{i x}\right)\right|^{p} d x$,
and apply (3.1) to $w=u^{p}$ and $w=|F|^{p}$. The left-hand sides of (3•1) will then be $r I^{\prime}(r)$ and $r J^{\prime}(r)$ respectively. Thus (3•7) implies,

$$
J^{\prime}(r) \leqslant p^{\prime} I^{\prime}(r)
$$

Integrating this inequality with respect to $r$ and observing that $I(0)=J(0) \geqslant 0, p^{\prime}>1$, we get $J(r) \leqslant p^{\prime} I(r)$. Since $|F| \geqslant|v|$, this gives

$$
\mathscr{M}_{p}\left[v\left(r e^{i x}\right)\right] \leqslant A_{p} \mathbb{M}_{p}\left[u\left(r e^{i x}\right)\right],
$$

where $A_{p}=p^{\prime 1 / p}$ for $1<p \leqslant 2$. If $u$ is of variable sign, the value of $A_{p}$ must be multiplied by 2. An application of (2.21) shows that

$$
\begin{equation*}
A_{p} \leqslant 2 p^{1 / p^{\prime}}<2 p \quad \text { for } \quad p \geqslant 2 \tag{3.9}
\end{equation*}
$$

A similar argument gives (2.6) and (2.8).
In (2.8) we may begin (as in the preceding section) by supposing that $f \geqslant e$; then $u \geqslant e$. Let $J(r)$ and $I(r)$ denote the integrals of $\left|F\left(r e^{i x}\right)\right|$ and $u \log u$ over $0 \leqslant x \leqslant 2 \pi$. By (3.4) and (3.5),

$$
\begin{aligned}
& \Delta|F|=\left|F^{\prime}\right|^{2}|F|^{-1}, \quad \Delta(u \log u)=\left|F^{\prime}\right|^{2} u^{-1}, \\
& \Delta|F| \leqslant \Delta(u \log u), \quad J^{\prime}(r) \leqslant I^{\prime}(r), \quad J(r) \leqslant I(r)
\end{aligned}
$$

so that
(since $J(0) \leqslant I(0)$ ). This gives (2.9) with $A=1, B=0$. In the general case, arguing as on p. 256, we have $A=1, B=6 \pi e$.

To prove(2.6) for $f \geqslant 0$, we replace $p$ by $\mu$ in (3.6), obtaining $\Delta|F|^{\mu} \leqslant-\mu(1-\mu)^{-1} \Delta u^{\mu}$. Hence, if $J(r)$ and $I(r)$ are given by (3.8) with $\mu$ for $p$, we have successively

$$
\begin{aligned}
J^{\prime}(r) & \leqslant-\mu(1-\mu)^{-1} I^{\prime}(r), \\
J(r)-J(0) & \leqslant \mu(1-\mu)^{-1}\{I(0)-I(r)\} \leqslant \mu(1-\mu)^{-1} I(0), \\
J(r) & \leqslant(1-\mu)^{-1} I(0),
\end{aligned}
$$

which leads to (2.7) with $B_{\mu}^{\mu}=(2 \pi)^{1-\mu}(1-\mu)^{-1}$. The argument on p. 255 shows that $B_{\mu}$ must be multiplied by $2^{1 / \mu}$ for $f$ of variable sign.

## 4. Integrability B

There exist functions $f \in \mathrm{~L}$ such that $f$ is not integrable. It is interesting to observe that, with a suitable definition, more general than that of Lebesgue, of an integral, the function $f$ is integrable and $\tilde{S}[f]$ is the Fourier series of $f$.

Given any function $f(x), a \leqslant x<b$, we define the function $f$ for all $x$ by periodicity: $f(x+h)=f(x)$, where $h=b-a$. Let $a=x_{0}<x_{1}<x_{2}<\ldots<x_{n}=b$ be any subdivision of $(a, b)$, and let $\rho=\max \left(x_{j}-x_{j-1}\right)$. Let $\xi_{j}$ be an arbitrary point in $\left(x_{j-1}, x_{j}\right)$. Consider the expressions

$$
I(t)=\sum_{j=1}^{n} f\left(\xi_{j}+t\right)\left(x_{j}-x_{j-1}\right)
$$

which are Riemann sums for the family of functions $f_{t}(x)=f(x+t)$. If $f(x)$ is R-integrable, so is $f(t+x)$, and $I(t)$ tends to a limit as $\rho \rightarrow 0$, no matter what the choice of $x_{j}$ and $\xi_{j}$. Owing to the periodicity of $f$, this limit is independent of $t$. But even if $f$ is not integrable R the sum $I(t)$ may tend to a limit $J$ in measure as $\rho \rightarrow 0$. By this we mean that given any $\varepsilon>0$ we can find a $\delta=\delta(\epsilon)$ such that if $\rho<\delta$, then $|I(t)-J|<\epsilon$, except for a set $T$ of $t$ 's of measure < $\epsilon$. ( $T$ may depend on the $x_{j}$ and $\xi_{j}$.) If this is so, we say that $f$ is integrable $\mathbf{B}$ over ( $a, b$ ), and that $J$ is the integral of $f$ over ( $a, b$ ). We may also say that $f$ is integrable R 'in measure'.
(4.2) Theorem. If $f$ is integrable $L$ over $(a, b)$, then it is also integrable $B$, and both integrals have the same value.

For let $f=f_{1}+f_{2}$, and correspondingly $I(t)=I_{1}(t)+I_{2}(t)$, where $f_{1}$ is continuous and $\mathfrak{P}\left[f_{2} ; a, b\right]<\epsilon^{2} / 3(b-a)$. Then

$$
\int_{a}^{b}\left|I_{8}(t)\right| d t \leqslant \Sigma\left(x_{j}-x_{j-1}\right) \int_{a}^{b}\left|f_{2}\left(\xi_{j}+t\right)\right| d t<\Sigma\left(x_{j}-x_{j-1}\right) \epsilon^{8} / 3(b-a)=\frac{1}{3} \epsilon^{2}
$$

so that the set $T$ of $t$ 's for which $\left|I_{2}(t)\right|>\frac{1}{8} \epsilon$ is of measure less than $\epsilon$. If $J, J_{1}, J_{2}$ are the integrals of $f, f_{1}, f_{2}$ over ( $a, b$ ), then

$$
|I(t)-J|=\left|I_{1}(t)+I_{2}(t)-J_{1}-J_{2}\right| \leqslant\left|I_{1}(t)-J_{1}\right|+\left|I_{2}(t)\right|+\left|J_{2}\right| .
$$

Here $\left|I_{1}(t)-J_{1}\right|<\frac{1}{3} \epsilon$, provided $\rho<\delta=\delta(\epsilon)$. Again, $\left|I_{2}(t)\right| \leqslant \frac{1}{3} \epsilon$ for $t \notin T$. By hypothesis $\left|J_{2}\right|<\frac{1}{3} \varepsilon^{2} /(b-a)<\frac{1}{3} \varepsilon$, assuming as we may that $\varepsilon<b-a$. Hence

$$
|I(t)-J|<\epsilon \quad \text { for } \quad t \notin T, \quad|T|<\epsilon,
$$

provided $\rho \leqslant \delta$; and (4.2) follows.
(4.3) Theorem. For every periodic $f \in \mathrm{~L}, f$ is integrable B over $(0,2 \pi)$. Moreover $f(x) e^{-i k x}$ is integrable $\mathbf{B}$ over $(0,2 \pi)$ for $k=0, \pm 1, \ldots$ and $\widetilde{S}[f]=S[f]$.

Fix $k=0, \pm 1, \pm 2, \ldots$, and let $I^{k}(t)$ be the sum (4•1) with $f$ replaced by $f(x) e^{-i k x}$. Then

$$
\left|I^{k}(t)\right|=\left|\sum_{j} f^{f}\left(t+\xi_{j}\right) e^{-i k\left(t+\xi_{j}\right)} \delta_{j}\right|=\left|\sum_{j} f^{f}\left(t+\xi_{j}\right) e^{-i k \xi_{j}} \delta_{j}\right|,
$$

where $\delta_{j}=x_{j}-x_{j-1}$. The last sum is conjugate to $\Sigma f\left(t+\xi_{j}\right) e^{-i k \xi_{j} \delta_{j}}$. Thus, by (2•7),

$$
\mathfrak{M}_{i}\left[I^{k}(t)\right] \leqslant B_{i} \int_{0}^{2 \pi}\left|\Sigma f\left(t+\xi_{j}\right) e^{-i k \xi_{j}} \delta_{j}\right| d t \leqslant 2 \pi B_{i} \int_{0}^{2 \pi}|f(t)| d t .
$$

This shows that $\left|I^{k}(t)\right|<\epsilon$ outside a set of measure less than $\epsilon$, provided that $\mathfrak{P}[f]$ is small enough, say less than $\eta=\eta(\epsilon)$.

We now set $f=f_{1}+f_{2}$, where $f_{1}$ is a polynomial and $\mathbb{M}\left[f_{2}\right]<\eta$. Correspondingly, $I(t)=I_{1}(t)+I_{2}(t)$ and (for the coefficients) $c_{k}=c_{k}^{\prime}+c_{k}^{\prime \prime}$. Obviously $I_{1}^{k}(t)$ tends (as $\rho \rightarrow 0$, and uniformly in $t$ ) to the $k$ th coefficient of $2 \pi f_{1}^{\prime}$, that is to say, to $-2 \pi i(\operatorname{sign} k) c_{k}^{\prime}$. On the other hand, $\left|I_{8}^{k}(t)\right|<\epsilon$ for $t \in T,|T|<\epsilon$; and $\left|c_{k}^{\prime \prime}\right|<\eta / 2 \pi$.

Thus for $\rho$ small enough and $t \notin T$, the sum $I^{k}(t)$ differs from $-2 \pi i($ sign $k) c_{k}^{\prime}$ by less than $2 \varepsilon$, or from $-2 \pi i(\operatorname{sign} k) c_{k}$ by less than $2 \varepsilon+\eta$. Since $\epsilon, \eta$ are arbitrarily small, $I^{k}(t)$ tends in measure to $-2 \pi i(\operatorname{sign} k) c_{k}$ as $\rho \rightarrow 0$. This shows that $f e^{-i k x}$ is integrable B over ( $0,2 \pi$ ) and that $\mathrm{S}[f]=\tilde{S}[f]$. In particular (for $k=0$ ), the function $f$ is integrable $B$ over $(0,2 \pi)$ and the value of the integral is zero. This completes the proof of (4-3).
(4,4) Theorem. If fand fare both integrable L , then $\mathrm{S}_{[f}[f=\mathrm{S}[f]$.
This is a corollary of (4-3). A different proof will be found on p. 285.

## 5. Lipschitz conditions

(5-1) Theorem. (i) A necessary and sufficient condition for a function $u(r, x)$ harmonic for $r<1$ to be the Poisson integral of an $f(x) \in \Lambda_{\alpha}, 0<\alpha \leqslant 1$, is that

$$
u_{x}(r, x)=O\left(\delta^{\alpha-1}\right),
$$

where $\delta=1-r$, uniformly in $x$ as $r \rightarrow 1$.
(ii) A necessary and sufficient condition for $u$ to be the Poisson integral of an $f$ in $\Lambda_{*}$,or in $\lambda_{*}$, is that $u_{x x}=O\left(\delta^{-1}\right)$, or $o\left(\delta^{-1}\right)$, respectively.

Since $\Lambda_{1}$ is the class of the integrals of bounded functions, the case $\alpha=1$ of (i) follows from Theorem (6.3) of Chapter IV. We may suppose then that $0<\alpha<1$. We need the following estimates for the derivatives of the Poisson kernel:

$$
\left|P_{t}(r, t)\right| \leqslant \delta^{-2}, \quad\left|P_{t}(r, t)\right| \leqslant A t^{-2} \quad(|t| \leqslant \pi ; \delta=1-r) .
$$

These follow from (2.33) and the inequalities (6.9) of Chapter III. Since the integral of $P_{t}(r, t)$ over $0 \leqslant t \leqslant 2 \pi$ is zero,

$$
\begin{aligned}
& u_{x}(r, x)=-\frac{1}{\pi} \int_{\cdots \pi}^{\pi} f(x+t) P_{t}(r, t) d t=\frac{1}{\pi} \int_{-\pi}^{\pi}[f(x)-f(x+t)] P_{l}(r, t) d t \\
&=\frac{1}{\pi} \int_{|t| \leqslant \delta}+\frac{1}{\pi} \int_{\delta \leqslant|t| \leqslant \pi}=A+B, \\
&|A| \leqslant \int_{|t| \leqslant \delta} O\left(|t|^{\alpha}\right) \delta^{-2} d t=O\left(\delta^{\alpha-1}\right), \quad B=\int_{\delta}^{\pi} O\left(|t|^{\alpha}\right) O\left(t^{-2}\right) d t=O\left(\delta^{\alpha-1}\right),
\end{aligned}
$$

by ( $5 \cdot 3$ ), and the necessity of ( $5 \cdot 2$ ) is established.
Conversely, suppose (5•2) is satisfied. Let $v(r, x)$ be the function conjugate to $u$ and let $F(z)=u+i v$. By (5-2) and (2•30) (i), $F^{\prime}(z)=O\left(\delta^{\alpha-1}\right)$ as $r \rightarrow 1$. From

$$
F\left(r e^{i x}\right)-F(0)=\int_{0}^{r} F^{\prime}\left(\rho e^{i x}\right) e^{i x} d \rho=\int_{0}^{r} O\left\{(1-\rho)^{x-1}\right\} d \rho,
$$

we deduce that $F\left(e^{i x}\right)=\lim _{r \rightarrow 1} F\left(r e^{i x}\right)$ exists, uniformly in $x$. Hence $F\left(r e^{i x}\right)$ is the Poisson integral of $F\left(e^{i x}\right)$ and it is enough to show that $F\left(e^{i x}\right) \in \Lambda_{\alpha}$.

For $0<h<1$ we have

$$
F\left(e^{i(x+h)}\right)-F\left(e^{i x}\right)=\left(\int_{I_{1}}+\int_{I_{1}}+\int_{I_{1}}\right) F^{\prime}(z) d z=J_{1}+J_{2}+J_{3}
$$

where $I_{1}$ is the segment $1 \geqslant r \geqslant 1-h$ of the radius $\arg z=x ; I_{2}$ is the $\operatorname{arc} z=(1-h) e^{i t}$, $x \leqslant t \leqslant x+h$; and $I_{3}$ is the segment $1-h \leqslant r \leqslant l$ of the radius $\arg z=x+h$. Since $F^{\prime}\left((1-h) e^{i t}\right)=O\left(h^{\alpha-1}\right)$, it follows that $J_{2}=h . O\left(h^{\alpha-1}\right)=O\left(h^{\alpha}\right)$. Also

$$
J_{1}=\int_{0}^{h} O\left(\delta^{\alpha-1}\right) d \delta=O\left(h^{\alpha}\right)
$$

and similarly $J_{3}=O\left(h^{\alpha}\right)$. Thus $J_{1}+J_{2}+J_{3}=O\left(h^{\alpha}\right)$ and $F\left(e^{i x}\right) \in \Lambda_{\alpha}$.
That the condition in (ii) is necessary follows from Theorem (9•16) of Chapter III. In the proof of sufficiency we may restrict ourselves to the case $u_{x x}=O\left(\delta^{-1}\right)$, the argument in the ' $o$ ' case being similar.

The hypothesis implies that $v_{x x}=O\left(\delta^{-1}\right)$ (by (2-30)), so that $F_{x x}\left(r e^{i x}\right)=O\left(\delta^{-1}\right)$. Since $d / d x=i z d / d z$, we have $\left(z F^{\prime}(z)\right)^{\prime}=O\left(\delta^{-1}\right)$. Integrating this along radii we see that $F^{\prime}(z)=O(\log 1 / \delta)$ as $r \rightarrow 1$, and one more radial integration shows that $F(z)$ is continuous in the closed circle $|z| \leqslant 1$.

Let now $0<h<1, \zeta=e^{i x}, \zeta_{h}=(1-h) e^{i x}$ We need the formula

$$
F(\zeta)=F\left(\zeta_{h}\right)+\left(\zeta-\zeta_{h}\right) F^{\prime}\left(\zeta_{h}\right)+\int_{\zeta_{\star}}^{\zeta}(\zeta-z) F^{\prime \prime}(z) d z
$$

where the integration is along the radius. For the proof we consider the formula

$$
F\left(\zeta_{\epsilon}\right)=H^{\prime}\left(\zeta_{h}\right)+\left[(z-\zeta) F^{\prime}(z)\right]_{s=1}^{z-\zeta_{6}}+\int_{\zeta_{\infty}}^{\zeta_{A}}(\zeta-z) F^{\prime \prime}(z) d z,
$$

easily obtained by integration by parts. If we let $\epsilon \rightarrow 0$ and observe that

$$
F\left(\zeta_{c}\right) \rightarrow F(\zeta), \quad \epsilon F^{\prime}\left(\zeta_{c}\right)=O(\epsilon \log \epsilon)=o(1)
$$

we obtain (5.5).

The relations $\left(z F^{\prime}\right)^{\prime}=O\left(\delta^{-1}\right), F^{\prime \prime}(z)=O(\log 1 / \delta)$ imply that $F^{\prime \prime}(z)=O\left(\delta^{-2}\right)$. Thus the integrand in the last term of (5.5) is $O(1)$, the term itself is $O(h)$, and we have

$$
F\left(e^{i x}\right)=F\left(r_{h} e^{i x}\right)+h r_{h}^{-1} g\left(r_{h} e^{i x}\right)+O(h),
$$

where $r_{h}=1-h, g(z)=z F^{\prime}$ (so that $g^{\prime}=O\left(\delta^{-1}\right)$ ). Subtracting this from the similar equation with $x$ replaced by $x+h$, we obtain

$$
F\left(e^{i(x+h)}\right)-F\left(e^{i x}\right)=\int_{r_{n} e^{i x}}^{r e^{(i(x+A)}} F^{\prime}(z) d z+O(h),
$$

since the difference of the values of $g$ at the points $(1-h) e^{i x}$ and $(1-h) e^{i(x+h)}$ is equal to the integral of $g^{\prime}$ along the are joining the points and so is $h . O\left(h^{-1}\right)=O(1)$. From the similar equation with $x+h$ replaced by $x-h$, observing that the sum of the integrals on the right is

$$
i \int_{0}^{h}\left\{g\left(r_{h} e^{i(x+t)}\right)-g\left(r_{h} e^{i(x-h)}\right)\right\} d t=i \int_{0}^{h} d t \int_{r_{r} e^{(x-t)}}^{r_{r}(x++1)} g^{\prime}(z) d z=\int_{0}^{h} d t . O\left(t h^{-1}\right)=O(h),
$$

we have $F\left(e^{i(x+h)}\right)+F\left(e^{i(x-h)}\right)-2 F\left(e^{i x}\right)=O(h)$, that is, $F \in \Lambda_{*}$.
Remark. Combining (5.1) and (2.30) we obtain a new proof of the result that if $f$ is in one of the classes $\Lambda_{\alpha}$, with $0<\alpha<1, \Lambda_{*}, \lambda_{*}$, then $f$ is in the same class (see Chapter III, (13.29)).

Though the function conjugate to a continuous function need not be continuous (see $(2 \cdot 3)$ ), it still retains some traces of continuity, as is shown by the following theorem (for the definition of property D see Chapter II, §3):
(5.6) Theorem. Let $f(x)$ be periodic and continuous. The conjugate function

$$
\begin{equation*}
f(x)=\lim _{\theta \rightarrow+0}\left\{-\frac{1}{\pi} \int_{\epsilon}^{\pi} \frac{f(x+t)-f(x-t)}{2 \tan \frac{1}{2} t} d t\right\} \tag{5•7}
\end{equation*}
$$

has property D on the set $E$ of points where $\tilde{f}(x)$ exists.
We may suppose that the constant term of $S[f]$ is zero. The integral $F$ of $f$ is then periodic and has a continuous derivative, and so is in the class $\lambda_{*}$. Thus the conjugate function $\tilde{F}^{*}$ is also in $\lambda_{*}$. It is the integral of an $f \in \mathrm{~L}$. If $f(r, x)$ is the Poisson integral of $f$ and $f(x ; \epsilon)$ is the expression under the limit sign in ( $5 \cdot 7$ ), then

$$
f^{\prime}(r, x)-f^{\prime}(x ; 1-r) \rightarrow 0 \quad \text { as } \quad r \rightarrow 1
$$

by Theorem (7.20) of Chapter III. Suppose that $a<b, f(a)=A, f(b)=B$, and that $C$ is any number between $A$ and $B$. We have to show that there is a $c$ between $a$ and $b$ such that $f(c)=C$. Suppose, for example, that $A<C<B$. By (5.8),

$$
\lim _{r \rightarrow 1} f\left(r_{2} a\right)=A, \quad \lim _{r \rightarrow 1} f(r, b)=B .
$$

By Theorem (7-2) of Chapter III, using the smoothness of $\boldsymbol{F}$,

$$
\underset{h \rightarrow 0}{\liminf }\{(a+h)-\mathcal{F}(a)\} / h \leqslant A, \quad \limsup _{h \rightarrow C}\{\tilde{F}(b+h)-\mathcal{F}(b)\} / h \geqslant B .
$$

By the remark on p. 44, there is then a point $c$ between $a$ and $b$ such that $\boldsymbol{F}^{\prime \prime}(c)=C$ Hence $f(r, c) \rightarrow C, f(c ; 1-r) \rightarrow C$ (by (5•8)), and (5•6) follows.

## 6. Mean convergence of $S[f]$ and $\tilde{S}[f]$

Theorems on conjugate functions lead to results about the partial sums of $\mathrm{S}[f]$ and $S[f]$.

Let $s_{n}(x)=S_{n}(x ; f), \tilde{s}_{n}(x)=\tilde{S}_{n}(x ; f)$, and let $s_{n}^{*}(x)$ and $\tilde{s}_{n}^{*}(x)$ be the modified partial sums of $S[f]$ and $S[f]$ (Chapter II, §5). We have

$$
\left.\begin{array}{rl}
s_{n}^{*}(x) & =\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) \frac{\sin n t}{2 \tan \frac{1}{2} t} d t, \\
\vec{s}_{n}^{*}(x)-f(x) & =\frac{1}{\pi} \int_{-\pi}^{\pi} f(x+t) \frac{\cos n t}{2 \tan \frac{1}{2} t} d t .
\end{array}\right\}
$$

Replacing here $\sin n t$ by $\sin n(t+x) \cos n x-\cos n(t+x) \sin n x$, and similarly for $\cos n t$, we obtain formulae expressing $s_{n}^{*}$ and $\tilde{s}_{n}^{*}$ in terms of conjugate functions:

$$
\left.\begin{array}{rl}
s_{n}^{*}(x) & =\tilde{g}_{n}(x) \sin n x-\tilde{h}_{n}(x) \cos n x, \\
\tilde{s}_{n}^{*}(x)-f^{\prime}(x) & =-\tilde{g}_{n}(x) \cos n x-h_{n}(x) \sin n x,
\end{array}\right\}
$$

where $g_{n}$ and $h_{n}$ are respectively $f(x) \cos n x$ and $f(x) \sin n x$. The right-hand sides here are defined almost everywhere.

It follows that

$$
\left.\begin{array}{l}
\left|s_{n}^{*}\right| \leqslant\left|\tilde{g}_{n}\right|+\left|\hbar_{n}\right|, \\
\left|\bar{s}_{n}^{*}\right| \leqslant\left|\tilde{g}_{n}\right|+\left|\hbar_{n}\right|+|f| .
\end{array}\right\}
$$

(6.4) Theorem. If $f \in L^{p}, 1<p<\infty$, then

$$
\begin{gather*}
\mathbb{R}_{p}\left[s_{n}\right] \leqslant C_{p} \mathbb{R}_{p}[f], \quad \mathbb{R}_{p}\left[\overline{8}_{n}\right] \leqslant C_{p} \mathbb{P}_{p}[f], \\
\mathbb{R}_{p}\left[f-s_{n}\right] \rightarrow 0, \quad \mathbb{R}_{p}\left[f-\bar{\delta}_{n}\right] \rightarrow 0 \quad(n \rightarrow \infty),
\end{gather*}
$$

where $C_{p}$ depends only on $p$.
Since $s_{n}-s_{n}^{*} \rightarrow 0, z_{n}-\tilde{z}_{n}^{*} \rightarrow 0$ uniformly in $x$, it is sufficient to prove (6.6) with $s_{n}$, $\overline{\boldsymbol{s}}_{\boldsymbol{n}}$ replaced by $\boldsymbol{s}_{n}^{*}, \boldsymbol{z}_{n}^{*}$. The inequalities

$$
\left|s_{n}-s_{n}^{*}\right| \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}|f| d x=\mathscr{A}[f] \leqslant \mathscr{U}_{p}[f] \leqslant \mathbb{R}_{p}[f],
$$

and the corresponding inequalities for $\bar{\delta}_{n}-\tilde{\boldsymbol{z}}_{n}^{*}$, show that it is enough to prove (6.5) for $\boldsymbol{s}_{n}^{*}, \boldsymbol{z}_{\boldsymbol{n}}^{*}$.

Using Minkowski's inequality, (6.3) and (2.5), we have

$$
\left.\begin{array}{c}
\mathfrak{R}_{p}\left[8_{n}^{*}\right] \leqslant \mathbb{R}_{p}\left[\tilde{g}_{n}\right]+\mathfrak{M}_{p}\left[\hbar_{n}\right] \leqslant A_{p}\left\{\mathbb{R}_{p}\left[g_{n}\right]+\mathbb{R}_{p}\left[h_{n}\right]\right\} \leqslant 2 A_{p} \mathbb{R}_{p}[f] \\
\mathfrak{M R}_{p}\left[\tilde{g}_{n}^{*}\right] \leqslant 3 A_{p} \mathbb{M}_{p}[f]
\end{array}\right\}
$$

which proves (6.5). Now let $f=f^{\prime}+f^{\prime \prime}$, where $f^{\prime}$ is a polynomial and $\mathbb{R}_{p}\left[f^{\prime \prime}\right]<\varepsilon$. Then, with an obvious notation,

$$
\begin{gathered}
s_{n}^{*}=s_{n}^{* \prime}+s_{n}^{* \prime \prime}, \quad f-s_{n}^{*}=\left(f^{\prime}-s_{n}^{* \prime}\right)+\left(f^{\prime \prime}-s_{n}^{* \prime \prime}\right), \\
\mathbb{M}_{p}\left[f-s_{n}^{*}\right] \leqslant \mathbb{R}_{p}\left[f^{\prime}-s_{n}^{* \prime}\right]+\mathbb{R}_{p}\left[f^{\prime \prime}\right]+\mathbb{R}_{p}\left[s_{n}^{* \prime}\right]=\mathbb{R}_{p}\left[f^{\prime \prime}\right]+\mathbb{R}_{p}\left[s_{n}^{* \prime \prime}\right],
\end{gathered}
$$

the last equation being valid for $n$ large enough. By (6.7) the last sum does not exceed $\left(2 A_{p}+1\right) \mathbb{R}_{p}\left[f^{\prime \prime}\right]<\left(2 A_{p}+1\right) \epsilon$, so that $M R_{p}\left[f-s_{n}^{*}\right] \rightarrow 0$ and, by (2.4),

$$
9 M_{p}\left[f-z_{n}^{*}\right] \leqslant A_{p} M_{p}\left[f-s_{n}^{*}\right] \rightarrow 0 .
$$

(6.8) Theorem. If $f \in \operatorname{L}, 0<\mu<1$, then

$$
\begin{array}{cl}
\mathfrak{R}_{\mu}\left[g_{n}\right] \leqslant C_{\mu} \mathscr{R}[f], \quad \mathfrak{R}_{\mu}\left[\tilde{z}_{n}\right] \leqslant C_{\mu} \mathscr{R}[f], \\
\mathfrak{R}_{\mu}\left[f-s_{n}\right] \rightarrow 0, & \mathfrak{R}_{\mu}\left[f-\tilde{z}_{n}\right] \rightarrow 0 .
\end{array}
$$

(6.9) Theorem. If $|f| \log ^{+}|f|$ is integrable, then

$$
\begin{gathered}
\mathfrak{M}\left[s_{n}\right] \leqslant C \int_{0}^{2 \pi}|f| \log ^{+}|f| d x+C, \quad \mathfrak{M}\left[\hat{s}_{n}\right] \leqslant C \int_{0}^{2 \pi}|f| \log ^{+}|f| d x+C, \\
\mathfrak{M R}\left[f-s_{n}\right] \rightarrow 0, \quad \mathfrak{M}\left[f-\tilde{s}_{n}\right] \rightarrow 0 .
\end{gathered}
$$

We confine the proofs to the case of the $s_{n}$, the argument for the $z_{n}$ being similar. It is again enough to consider $s_{n}^{*}$ instead of $s_{n}$. The proof of $(6 \cdot 8)$ is analogous to that of (6.4) provided we use Theorem (2.6) instead of (2.4) and the inequality
instead of Minkowski's.
If $f \log ^{+}|f| \in L$, then

$$
\mathfrak{P}_{\mu}^{\mu}[\phi+\psi] \leqslant \mathbb{P}_{\mu}^{\mu}[\phi]+\mathbb{D}_{\mu}^{\mu}[\psi]
$$

$$
\mathfrak{M}\left[s_{n}^{*}\right] \leqslant 2 A \int_{0}^{2 \pi}|f| \log ^{+}|f| d x+2 B
$$

by (6.3), (2.9) and an argument analogous to (6.7). We apply this to $k f$, where $k$ is a positive constant (clearly if $f \log ^{+}|f|$ is integrable so is $k f \log ^{+}|k f|$ ). We have

$$
\mathscr{P R}\left[s_{n}^{*}\right] \leqslant 2 A \int_{0}^{2 x}|f| \log +|k f| d x+2 B / k .
$$

We fix $k$ so that $2 B / k<\epsilon$ and again put $f=f^{\prime}+f^{\prime \prime}$, where $f^{\prime}$ is a polynomial and the integrals of both $2 A\left|f^{\prime \prime}\right| \log ^{+}\left|k f^{\prime \prime}\right|$ and $\left|f^{\prime \prime}\right|$ over $(0,2 \pi)$ are less than $\epsilon$. (By Theorem (5.14) of Chapter IV, we may take $f^{\prime}=\sigma_{m}(x ; f)$, with $m$ large enough.) Using the same argument as before, we have, for $n$ large enough,

$$
\mathfrak{M}\left[f-s_{n}^{*}\right] \leqslant \mathscr{M}\left[f^{\prime \prime}\right]+\mathfrak{M}\left[s_{n}^{* \prime \prime}\right] \leqslant \mathfrak{M}\left[f^{\prime \prime}\right]+2 A \int_{0}^{2 \pi}\left|f^{\prime \prime}\right| \log ^{+}\left|k f^{\prime \prime}\right| d x+2 B \mid k<3 \varepsilon,
$$

so that $\mathfrak{M R}\left[f-s_{n}^{*}\right] \rightarrow 0$.
As corollaries of (6.4) and (6.9) we have
(6-11) Theorem. (i) If $f \sim \Sigma c_{n} e^{i n x} \in L^{p}$ and $g \sim \Sigma c_{n}^{\prime} e^{i n x} \in L^{p^{\prime}}$, where $1<p<\infty$, the series in Parseval's formula

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} f g d x=\sum_{-\infty}^{+\infty} c_{n} c_{-n}^{\prime}
$$

is convergent.
(ii) The conclusion holds if $f \log +|f|$ is integrable, and $g$ is bounded.

This is a generalization of Theorem (8.7) of Chapter IV. That (i) follows from (6.4) was already indicated on p. 159. Part (ii) follows similarly from the relation $\mathfrak{P}\left[f-s_{n}\right] \rightarrow 0$ (see (6.9)). We also see that if $f \log ^{+}|f|$ is integrable then in Theorem (8.8) of Chapter IV we can replace summability ( $\mathrm{C}, 1$ ) by convergence.
(6-13) Theorem. For any $f \in \mathrm{~L}$ there is a sequence $\left\{n_{k}\right\}$ such that $s_{n_{k}}(x) \rightarrow f(x)$, $\tilde{s}_{n_{k}}(x) \rightarrow J^{\prime}(x)$ almost everywhere.

This follows from ( $6 \cdot 8$ ) and Theorem (11.6) of Chapter I. First we select a sequence $\left\{m_{k}\right\}$ such that $s_{m_{\alpha}} \rightarrow f$ almost everywhere, and then from $\left\{m_{k}\right\}$ a subsequence $\left\{n_{k}\right\}$ such that $\tilde{s}_{n_{k}} \rightarrow f$ almost everywhere.

The sequence $\left\{n_{k}\right\}$ in (6.13) depends essentially on $f$. It will be shown in Chapter XVand this is deeper-that for $f \in \mathrm{~L}^{p}, p>1$, we can take a fixed sequence independent of $f$.

Theorem ( $6 \cdot 4$ ) ceases to be true for $p=1$ and $p=\infty$ since $9 \mathbb{R}\left[f-s_{n}\right]$ need not tend to zero for $f$ integrable (Chapter V, (1-12)), nor need $s_{n}$ converge (let alone converge uniformly) to $f$ for $f$ continuous (see Chapter VIII, §1). However, if $f$ and $f$ are both integrable or both continuous, then $S[f]$ and $\bar{S}[f]$ behave in much the same way. We have in fact:
(6.14) Theorem. (i) If $f$ and $f$ are both continuous and $S[f]$ converges uniformly, so does $\tilde{S}[f]$. If $f$ and $f$ are both bounded and $S[f]$ has bounded partial sums, so has $\tilde{S}[f]$.
(ii) Suppose that $\tilde{S}[f]$ is a Fourier series. Then, if $\mathfrak{M}\left[s_{n}\right]$ is bounded so is $\mathfrak{M}\left[\bar{s}_{n}\right]$; and if $\mathfrak{M}\left[f-s_{n}\right]$ tends to 0 , so does $\mathbb{M}\left[f-\dot{s}_{n}\right]$.

We first prove the following lemma, only part of which is needed now:
(6-15) Lemma. Let $T(x)$ be a trigonometric polynomial of order $n$ and let $p \geqslant 1$. Then

$$
\mathfrak{M}_{p}\left[T^{\prime}\right] \leqslant 2 n \mathbb{M}_{p}[T], \quad \mathfrak{M}_{p}\left[\tilde{T}^{\prime}\right] \leqslant 2 n \mathbb{M}_{p}[T]
$$

For $p=\infty$, this reduces to Theorem (13.16) of Chapter III, and the general case can be proved in the same way. For the first formula (13-18) of Chapter III gives

$$
\left|T^{\prime}(x)\right| \leqslant 2 n \frac{1}{\pi} \int_{0}^{2 \pi}|T(x-t)| K_{n-1}(t) d t
$$

from which, applying Jensen's inequality, we immediately obtain the first inequality (6.16). The second is obtained similarly, starting with the first formula (13.19) of Chapter III.

Return to ( $6 \cdot 14$ ) and let $\sigma_{n}$ and $\tilde{\sigma}_{n}$ be the (C, 1) means of $S[f]$ and $\tilde{S}[f]$. Suppose that $\mathrm{S}[f]$ converges uniformly. By Chapter III, (1-25),

$$
\tilde{\sigma}_{n}-\tilde{s}_{n}=\frac{s_{n}^{\prime}}{n+1}=\frac{s_{n}^{\prime}-s_{n_{0}}^{\prime}}{n+1}+\frac{s_{n_{0}}^{\prime}}{n+1}=P_{n}+Q_{n}
$$

where $n_{0}$ is fixed and so large that $\left|s_{n}-s_{n_{0}}\right|<\epsilon$ for $n>n_{0}$. The first inequality (6.16) for $p=\infty$ shows that $\left|P_{n}\right|<2 \epsilon$. Clearly $\left|Q_{n}\right|<\epsilon$ for $n$ large enough, so that $\left|\tilde{\sigma}_{n}-\tilde{s}_{n}\right|<3 \epsilon$ and $\tilde{\sigma}_{n}-\tilde{s}_{n} \rightarrow 0$ uniformly in $x$. If $f$ is continuous, then $\tilde{\sigma}_{n} \rightarrow f$ uniformly in $x$. Thus $\tilde{s}_{n} \rightarrow f$ uniformly in $x$ and the first part of (6-14)(i) follows. The part about bounded $f$ is still simpler and needs no further explanation.

Part (ii) is proved in the same way by using the first inequality (6.16) for $p=1$. Suppose, for example, that $\mathscr{P}\left[f-s_{n}\right] \rightarrow 0$. Then $9 \mathbb{R}\left[s_{n}-s_{n_{0}}\right]<\epsilon$ for $n_{0}$ large enough and $n>n_{0}$. By ( $6 \cdot 17$ ), $\mathfrak{R}\left[\tilde{\sigma}_{n}-\tilde{\delta}_{n}\right]<3 \epsilon$ for $n$ large enough, which means that $\mathscr{P}\left[\tilde{\sigma}_{n}-\tilde{\delta}_{n}\right] \rightarrow 0$. This and the relation $\mathscr{P}\left[f-\tilde{\sigma}_{n}\right] \rightarrow 0$ (valid if $\mathcal{S}[f]$ is a Fourier series) lead to $\mathfrak{M}\left[f-\tilde{\delta}_{n}\right] \rightarrow \mathbf{0}$.

Remark. The relation $\tilde{\sigma}_{n}-\bar{s}_{n} \rightarrow 0$ in the proof of the first part of ( $6 \cdot 14$ ) (i) was established under the sole condition that $S[f]$ converges uniformly. Then $\widetilde{S}[f]=S[f]$, so that $\left\{\tilde{\sigma}_{n}\right\}$ converges almost everywhere. We have, therefore:
(6-18) Theorem. If $\mathrm{S}[f]$ converges uniformly, $\tilde{S}[f]$ converges at every point at which it is summable (C,1), in particular almost everywhere.
(6-19) Theorem. There is an absolute constant $\lambda_{0}>0$ such that if $|f(x)| \leqslant 1$, then

$$
\begin{gather*}
\int_{0}^{2 \pi} \exp \left(\lambda\left|s_{n}\right|\right) d x \leqslant A_{\lambda}, \quad \int_{0}^{2 \pi} \exp \left(\lambda\left|\tilde{s}_{n}\right|\right) d x \leqslant A_{\lambda} \\
\frac{1}{2 \pi} \int_{0}^{2 \pi} \exp \left(\lambda\left|s_{n}-f\right|\right) d x \rightarrow 1, \frac{1}{2 \pi} \int_{0}^{2 \pi} \exp \left(\lambda\left|\tilde{s}_{n}-f\right|\right) d x \rightarrow 1 \quad(n \rightarrow \infty),
\end{gather*}
$$

for $0<\lambda<\lambda_{0}$. If is also continuous, the relations hold for any $\lambda>0$.
If $|f| \leqslant 1$, the functions $g_{n}$ and $h_{n}$ in the first formula (6.3) are numerically $\leqslant 1$. Hence, using Schwarz's inequality and Theorem (2.11), we have

$$
\int_{0}^{2 \pi} \exp \left(\lambda\left|s_{n}^{*}\right|\right) d x \leqslant\left(\int_{0}^{2 \pi} \exp \left(2 \lambda\left|\tilde{g}_{n}\right|\right) d x\right)^{\frac{1}{2}}\left(\int_{0}^{2 \pi} \exp \left(2 \lambda\left|\hbar_{n}\right|\right) d x\right)^{\frac{1}{2}} \leqslant C_{2 \lambda}
$$

for $\lambda<\frac{1}{4} \pi$. Since $\left|s_{n}-s_{n}^{*}\right| \leqslant 1$, the first inequality (6.20) follows (for $\lambda<\frac{1}{4} \pi$ ).
We now prove the first formula (6.21). From $0 \leqslant e^{u}-1 \leqslant u e^{u}, u \geqslant 0$, and Hölder's inequality, it follows that the difference between the two sides of the formula does not exceed
$\frac{\lambda}{2 \pi} \int_{0}^{2 \pi}\left|f-s_{n}\right| \exp \left(\lambda\left|f-s_{n}\right|\right) d x \leqslant \frac{\lambda}{2 \pi}\left(\int_{0}^{2 \pi}\left|f-s_{n}\right|^{p} d x\right)^{1 / p}\left(\int_{0}^{2 \pi} \exp \left(\lambda p^{\prime}\left|f-s_{n}\right|\right) d x\right)^{1 / p^{\prime}}$.
If $\lambda<\frac{1}{4} \pi$ and $p$ is so large that $p^{\prime} \lambda<\frac{\downarrow}{4} \pi$, the last factor is bounded; and since the preceding factor is $o(1)$ (by (6.4)), the first formula (6.21) follows.

If $f$ is continuous, then $f=f^{\prime}+f^{\prime \prime}$, where $f^{\prime}$ is a polynomial and $\left|f^{\prime \prime}\right|<\epsilon$. Correspondingly, $s_{n}=s_{n}^{\prime}+s_{n}^{\prime \prime}$ and

$$
f-s_{n}=\left(f^{\prime}-s_{n}^{\prime}\right)+\left(f^{\prime \prime}-s_{n}^{\prime \prime}\right)=f^{\prime \prime}-s_{n}^{\prime \prime}
$$

for $n$ large enough. Thus the first relations (6.20) and (6.21) are valid for $\lambda \epsilon<\lambda_{0}$, that is, for any $\lambda>0$.

The results for $\bar{s}_{n}$ are proved similarly.
(6.22) Theorem. Let $\alpha>0, \beta>-1$ and let $\sigma_{n}^{\beta}(x), \tilde{\sigma}_{n}^{\beta}(x)$ be respectively the ( $\mathrm{C}, \beta$ ) means of a trigo. nometric series $\Sigma A_{k}(x)$ and of its conjugate series $\Sigma B_{k}(x)$.

If $\sigma_{n}^{\beta}(x)=O\left(n^{\alpha}\right)$ uniformly in $x$, then $\tilde{\sigma}_{n}^{\beta}(x)=O\left(n^{\alpha}\right)$ uniformly in $x$. If $\operatorname{Mr}\left[\sigma_{n}^{\beta}\right]=O\left(n^{\alpha}\right)$, then $M\left[\tilde{\sigma}_{n}^{\beta}\right]=O\left(n^{\alpha}\right)$.
This is an analogue of Theorem (2-30). It is easy to verify that the (C, $\beta$ ) means $\sigma_{n}^{\beta}=\sum_{\nu=0}^{n} A_{n-\nu}^{\beta} u_{\nu} / A_{n}^{\beta}$ (see Chapter III, §1) of any series $\grave{\searrow} u_{\nu}$ satisfy the relations

$$
\begin{aligned}
& \sigma_{n}^{\beta}-\sigma_{n}^{\beta+1}=\frac{1}{n+\beta+1} \frac{1}{A_{n}^{\beta}} \sum_{\nu=0}^{n} A_{n-\nu}^{\beta} \nu u_{\nu} . \\
& \sigma_{n}^{\beta}-\sigma_{n-1}^{\beta}=\frac{\beta}{n(n+\beta)} \frac{1}{A_{n}^{\beta-1}} \sum_{\nu=0}^{n} A_{n-\nu}^{\beta-1 \nu u_{\nu} .}
\end{aligned}
$$

In particular,

$$
\begin{align*}
& \tilde{\sigma}_{n}^{\beta}(x)-\tilde{\sigma}_{n}^{\beta+1}(x)=-(n+\beta+1)^{-1} \frac{d}{d x} \sigma_{n}^{\beta}(x), \\
& \tilde{\sigma}_{n}^{\beta}(x)-\tilde{\sigma}_{n-1}^{\beta}(x)=-\beta n^{-1}(n+\beta)^{-1} \frac{d}{d x} \sigma_{n}^{\beta-1}(x) .
\end{align*}
$$

Suppose that $\left|\sigma_{n}^{\beta}(x)\right| \leqslant \Phi(n)$ for all $x$ and $n$. Then $\left|\left(\sigma_{n}^{\beta}(x)\right\}^{\prime}\right| \leqslant 2 n \Phi(n)$ by (6-15), and

$$
\left|\tilde{\sigma}_{n}^{\beta+1}(x)-\tilde{\sigma}_{n}^{\theta}(x)\right| \leqslant 2 n \Phi(n) /(n+\beta+1) \leqslant 2 \Phi(n),
$$

by ( 6.23 ). By ( 6.24 ), with $\beta$ replaced by $\beta+1$,

$$
\begin{gathered}
\left|\tilde{\sigma}_{n}^{\beta+1}-\tilde{\sigma}_{n}^{\beta+1}\right| \leqslant(\beta+1) n^{-2} \cdot 2 n \Phi(n), \\
\left|\tilde{\sigma}_{n}^{\beta+1}\right| \leqslant\left|\tilde{\sigma}_{1}^{\beta+1}\right|+\left|\tilde{\sigma}_{2}^{\beta+1}-\tilde{\sigma}_{1}^{\beta+1}\right|+\ldots+\left|\tilde{\sigma}_{n}^{\beta+1}-\tilde{\sigma}_{n-1}^{\beta+1}\right| \leqslant 2(\beta+1) \sum_{1}^{n} \frac{\Phi(\nu)}{\nu}=O\left(n^{\alpha}\right),
\end{gathered}
$$

provided $\Phi(\nu)=O\left(\nu^{\alpha}\right)$. This and (6.25) give $\tilde{\sigma}_{n}^{\beta}(x)=O\left(n^{\alpha}\right)$.
The proof for $\mathfrak{M}\left[\tilde{\sigma}_{n}^{\theta}\right]$ runs parallel.
The following theorem is an analogue of (6.8) for Fourier-Stieltjes series. The function $F^{*}$ here is defined by ( $1 \cdot 7$ ).
(6.26) Theorix. (i) Let $s_{n}$ and $\delta_{n}$ be the partial oums of $S[d F]$ and $\tilde{S}[d F]$. Then, for each $0<\mu<1$ we have

$$
\begin{equation*}
\Re_{\mu}\left[\delta_{n}\right] \leqslant B_{\mu} \int_{0}^{2 \pi}\left|d F^{\prime}\right|, \quad \Re_{\mu}\left[\delta_{n}\right] \leqslant B_{\mu} \int_{0}^{8 \pi}|d F| . \tag{6.27}
\end{equation*}
$$

(ii) If, in addition, the coefficierts of $d F$ tend to 0 , then

$$
\begin{equation*}
\mathfrak{M}_{\mu}\left[\delta_{n}-F^{\prime}\right] \rightarrow 0, \quad \mathfrak{M}_{\mu}\left[\delta_{n}-F^{*}\right] \rightarrow 0 . \tag{6.28}
\end{equation*}
$$

(i) Let $d F \sim \Sigma c_{\nu} e^{i v x}$ and let $u(r, x)$ be the Abel mean of $S[d F]$. By (6.8),

$$
\left(\int_{0}^{2 \pi}\left|\sum_{-n}^{n} c_{r} e^{i \nu x} r^{\mid \nu \nu}\right|^{\mu} d x\right)^{1 / \mu} \leqslant B_{\mu} \int_{0}^{2 \pi}|u(r, x)| d x \leqslant B_{\mu} \int_{0}^{2 \pi}|d F(x)| .
$$

and making $r \rightarrow 1$ we obtain the first inequality (6.27). The result for $\boldsymbol{\delta}_{\boldsymbol{n}}$ is proved similarly.
(ii) This lies deeper and the proof is besed on results that will be proved later. The additional hypothesis $c_{n} \rightarrow 0$ is indispensable since, for example, the first relation (6-28) implies

$$
\mathscr{P}_{\mu}\left[s_{n}-s_{n-1}\right] \rightarrow 0,
$$

and so also $c_{n} \rightarrow 0$; in particular, $F$ is continuous (Chapter ILI, (9.6)). In view of (6.8) it is enough to prove the result for $F$ singular. The first relation ( $6 \cdot 28$ ) then is $\mathscr{P}_{\mu}\left[\theta_{n}\right] \rightarrow 0$.
We need the fact that if the coefficients $c_{n}$ of $d F$ tend to 0 , and if $G(x)=\int_{0}^{x} \chi(t) d F(t)$, where $\chi$ is the characteristic function of an interval, then the coefficients of $d G$ also tend to 0 . This is a special case of the more general Theorem ( $10 \cdot 9$ ) of Chapter XII, but we give a proof here.
First of all, since $F$ is continuous so is its total variation. It follows that given an $\eta>0$ we can find a polynomial $T$ such that

$$
\int_{0}^{8 \pi}|x-T||d F|<\eta .
$$

(We first approximate to $\chi$ by a trapezoidal function and then to the latter by a polynomial.) Since the hypothesis $c_{n} \rightarrow 0$ implies that $\int_{0}^{2 \pi} T(x) e^{-i n x} d F(x) \rightarrow 0$, we immediately obtain that $\int_{0}^{2 \pi} X(x) e^{-i n x} d F(x) \rightarrow 0$, as asserted.

If $F$ is singular, then given any $\epsilon>0$ we can find a finite system $\sigma^{\prime}$ of non-overlapping intervals such that if $\sigma^{\prime \prime}$ is the complement of $\sigma^{\prime}$, then

$$
\begin{equation*}
\left|\sigma^{\prime}\right|<\epsilon, \quad \int_{\sigma^{\prime \prime}}|d F|<\epsilon \tag{6.29}
\end{equation*}
$$

Let $\chi^{\prime}$ and $\chi^{\prime \prime}$ be the characteristic functions of $\sigma^{\prime}$ and $\sigma^{\prime}$, let

$$
F_{1}(x)=\int_{0}^{x} \chi^{\prime} d F, \quad F_{2}(x)=\int_{0}^{x} \chi^{\prime \prime} d F
$$

and let $s_{n}^{\prime}$ and $s_{n}^{*}$ be the partial sums of $S\left[d F_{1}\right]$ and $S\left[d F_{2}\right]$. Since $s_{n}=s_{n}^{\prime}+s_{n}^{\prime \prime}$, it is enough to show that $\mathbb{P}_{\mu}\left[8_{n}^{\prime}\right]$ and $\mathscr{M}_{\mu}\left[8_{n}^{\prime \prime}\right]$ are small with $\epsilon$, provided $n$ is large enough.

By ( 6.27 ) and ( $6 \cdot 29$ ).

$$
\mathfrak{R}_{\mu}\left[8_{n}^{\mu}\right] \leqslant B_{\mu} \int_{0}^{2 \pi}\left|d F_{2}\right|=B_{\mu} \int_{\sigma^{\prime \prime}}|d F|<B_{\mu} \epsilon .
$$

Passing to $s_{n}^{\prime}$, let $\sigma_{*}^{\prime}$ be the set obtained by expanding each of the intervals constituting $\sigma^{\prime}$ concentrically twice, and let $\sigma_{*}^{*}$ be the complement of $\sigma_{*}^{\prime}$. Since the coefficients of $d F_{1}$ tend to 0 and $F_{1}$ is constant on each interval of $\sigma_{*}^{*}, s_{n}^{\prime}$ converges uniformly to 0 on $\sigma_{*}^{*}$ and the integral of $\left|s_{n}^{\prime}\right|^{\mu}$ over $\sigma_{*}^{*}$ tends to $0 \dagger$. If now $\mu<\mu_{1}<1$, Hölder's inequality gives

$$
\int_{\sigma_{*}^{\prime}}\left|s_{n}^{\prime}\right|^{\mu} d x \leqslant\left(\int_{\sigma_{*}^{\prime}}\left|s_{n}^{\prime}\right|^{\mu_{1}} d x\right) \mu^{\prime / \mu_{1}}\left|\sigma_{*}^{\prime}\right|^{1-\mu^{\prime} \mu_{1}} \leqslant B_{\mu_{1}}^{\mu}\left|\int_{0}^{2 \pi} d F\right|^{\mu}(2 \varepsilon)^{1-\mu_{1} / \mu_{1}}
$$

It follows that $\mathbb{M}_{\mu}\left[8_{n}^{\prime}\right]$ is small with $\epsilon$ if $n$ is large enough. This completes the proof of the first relation (6.28), and the second is proved similarly.

## 7. Classes $\mathrm{H}^{p}$ and N

Let $p>0$. A function $F(z)$, regular for $|z|<1$, is said to belong to the class $\mathrm{H}^{p}$, if

$$
\mu_{p}(r)=\mu_{p}(r ; F)=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F\left(r e^{i x}\right)\right|^{p} d x
$$

is bounded for $0 \leqslant r<1$. We shall write H instead of $\mathrm{H}^{1}$. If $p>1, \mathrm{H}^{p}$ coincides with the class of power series whose real parts are Poisson integrals of functions $f(x) \in \mathrm{L}^{p}$ (cf. (2-27) and Chapter IV, (6-17)). Thus a necessary and sufficient condition for $F(z)$ to belong to $\mathrm{H}^{p}, p>1$, is that

$$
\begin{equation*}
F(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{i t}+z}{e^{i t}-z} f(t) d t+i \gamma, \tag{7•2}
\end{equation*}
$$

where $f(t)$ is real-valued and of the class $L^{p}$, and $\gamma=\mathscr{I} F(0)$. If $\gamma=0$, then, by (2.27) and $\mathfrak{M}_{p}[u] \leqslant \mathfrak{M}_{p}[f]$,

$$
\mu_{p}(r ; F) \leqslant A_{p}^{p} \int_{0}^{2 \pi}|f|^{p} d t,
$$

where $A_{p}$ depends on $p$ only.
The case $p=2$ is particularly simple, since if

$$
\begin{equation*}
F(z)=\sum_{0}^{\infty} c_{n} z^{n} . \tag{7•3}
\end{equation*}
$$

the Parseval formula

$$
\mu_{2}(r ; F)=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F\left(r e^{i x}\right)\right|^{2} d x=\Sigma\left|c_{n}\right|^{2} r^{2 n}
$$

shows that $F \in \mathrm{H}^{2}$ if and only if $\Sigma\left|c_{n}\right|^{2}<\infty$.
Clearly, if $F \in \mathrm{H}^{\alpha}$, then $F \in \mathrm{H}^{\beta}$ for $0<\beta<\alpha$. For $\mu_{\beta}^{1 / \beta} \leqslant \mu_{\alpha}^{1 / \alpha}$, by Chapter I, (10.12).
A function $F(z)$. regular for $|z|<1$, will be said to belong to the class N if the integral

$$
\mu_{0}(r)=\mu_{0}\left(r: k^{\prime}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log +\left|F\left(r e^{i x}\right)\right| d x
$$

is bounded for $r<l \ddagger$.

[^12]If $F(z) \in \mathrm{H}^{p}$, then $F(z) \in \mathbf{N}$. This follows from the inequality

$$
u^{p} \geqslant p \log ^{+} u \quad(u \geqslant 0) .
$$

The inequality is obvious for $0 \leqslant u \leqslant 1$. For $u \geqslant 1$ it is enough to observe that the derivative of the left-hand side exceeds that of the right, and that for $u=1$ the left-hand side exceeds the right.

We show later (see Theorem (7-25) below) that each $F(z) \epsilon \mathrm{N}$ has a non-tangential limit at almost all points of $|z|=1$. Applying Fatou's lemma we therefore see that. if $\boldsymbol{F} \in \mathbf{H}^{\mu}$, then the radial limit $\boldsymbol{F}\left(e^{i x}\right)=\lim \boldsymbol{F}\left(r e^{i x}\right)$ is in $\mathrm{L}^{p}$; if $\boldsymbol{F}(z) \in \mathbf{N}$, then $\log ^{+}\left|\boldsymbol{F}\left(e^{i x}\right)\right|$ is in I .

Let $\zeta \neq 0$ be a fixed point in $|z|<1$, and let

$$
\zeta^{*}=1 / \ddot{\zeta}
$$

be the point conjugate to $\zeta$ with respect to the circumference $\mid z_{i}=1$. The function

$$
w=b(z)=b(z ; \zeta)=\frac{z-\zeta}{z-\zeta^{*}} \frac{1}{|\zeta|}
$$

is regular in the circle $|z| \leqslant 1$ and maps it in a one-one manner onto itself. In particular

$$
|b(z)|=1 \quad \text { for } \quad|z|=1 ; \quad|b(z)|<1 \quad \text { for } \quad|z|<1
$$

The point $z=\zeta$ corresponds to $w=0$. If $0<|\zeta|<R$, the function

$$
w=b(z / R ; \zeta / R)
$$

has a zero at $z-\zeta$ and maps $|z| \leqslant R$ onto $|w| \leqslant 1$.
Let $F(z)$ be regular for $|z| \leqslant R$ and have no zero there. Then $\log |F(z)|=\mathscr{R} \log F(z)$ is harmonic for $|z| \leqslant R$, and so

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|F\left(r e^{i x}\right)\right| d x=\log |F(0)| \quad(0 \leqslant r \leqslant R)
$$

If $F(z)$ has no zeros on $|z|=R$, but does have some inside, say a zero of order $k \geqslant 0$ at $z=0$ and zeros $\zeta_{1}, \zeta_{2}, \ldots, \zeta_{m}$ distinct from the origin, then the function

$$
F_{1}(z)=\frac{F(z)}{z^{k} \prod_{\nu=1}^{m} b\left(z / R, \zeta_{\nu} / R\right)}
$$

is regular for $|z| \leqslant R$ and distinct from zero there. If we apply (7.6) to $F_{1}$ and note that $\mid$ II $\mid=1$ on $|z|=R$, we get the Jensen formula

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|F\left(R e^{i x}\right)\right| d x=\log \left\{\left|F(z) z^{-k}\right|_{z=0} \prod_{\nu=1}^{m} R /\left|\zeta_{\nu}\right|\right\}+k \log R
$$

This formula holds also if $F(z)$ does have zeros on $|z|=R$. It is enough to show that both sides of $(7.8)$ are continuous functions of $R$. For the right-hand side this is obvious. The same will follo $\because$ for the left-hand side if we show that the integral

$$
I(r)=\int_{0}^{2 \pi} \log \left|r e^{i x}-\zeta\right| d x, \quad|\zeta|=R
$$

is a continuous function of $r$ at $r=R$; for in the neighbourhood of $|z|=R$, the function $F$ is a product of a non-vanishing regular function and of a finite number of linear
factors $z-\zeta$, with $|\zeta|=R$. The value of $I(r)$ being independent of arg $\zeta$, we may suppose that $\zeta=R$. Now, for $z=r e^{i x}$ with $r$ near $R$,

$$
\log (R+r) \geqslant \log |z-R|=\frac{1}{2} \log \left(r^{2}+R^{2}-2 r R \cos x\right) \geqslant \frac{1}{2} \log [2 r R(1-\cos x)],
$$

and so the absolute value of the integrand in (7.9) is majorized by an integrable function. We can therefore proceed to the limit $r \rightarrow R$ under the integral sign; in other words $I(r)$ is continuous at $r=R$. Thus (7-8) holds for all functions regular in $|z| \leqslant R$.

Suppose now for simplicity, that $R=1$.
(7-10) Theorem. If $F(z)$ is regular for $|z| \leqslant 1$, then $\log |F(z)|$ is majorized in $|z|<1$ by the Poisson integral of the function $\log \left|F\left(e^{i x}\right)\right|$, that $\mathfrak{\&}$,

$$
\log |F(\zeta)| \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|F\left(e^{i x}\right)\right| \frac{1-\rho^{2}}{1-2 \rho \cos (x-\xi)+\rho^{2}} d x \quad\left(\zeta=\rho e^{i \xi}\right) .
$$

The proof is similar to that of (7•8). If $F$ has no zeros in $|z| \leqslant 1$, then $\log \left|F\left(r e^{i x}\right)\right|$ is the Poisson integral of $\log \left|F\left(e^{i x}\right)\right|$. If $F$ does have zeros in $|z|<1$ but none on $|z|=1$, we apply the result to the function $F_{1}$ of (7.7); since $\left|F_{1}\right|=|F|$ on $|z|=1$, and $\left|F_{1}\right|>|F|$ in $|z|<1,(7 \cdot 11)$ follows. Finally, if $F$ has zeros on $|z|=1$, we apply (7.11) to the function $F(R z)$, where $R$ is less than 1 and $F \neq 0$ on $|z|=R$, and then make $R \rightarrow 1$. This completes the proof of (7-10).

Let $\phi(u)$ be a function non-decreasing and convex for $-\infty<u<+\infty$. Jensen's inequality (Chapter I, (10.8)) applied to (7.11) gives

$$
\phi\left(\log \left|F\left(\rho e^{i \xi}\right)\right|\right) \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} \phi\left(\log \left|F\left(e^{i x}\right)\right|\right) P(\rho, x-\xi) d x .
$$

If we integrate both sides over $0 \leqslant \xi \leqslant 2 \pi$ and interchange the order of integration on the right, we get

$$
\int_{0}^{9 \pi} \phi\left(\log \left|F\left(\rho e^{i \xi}\right)\right|\right) d \xi \leqslant \int_{0}^{9 \pi} \phi\left(\log \left|F\left(e^{i x}\right)\right|\right) d x .
$$

Suppose now that $F(z)$ is regular for $|z|<1$, and let $R<1$. Applying the result to the function $F(z R)$, regular for $|z| \leqslant 1$, we obtain the following theorem.
(7-12) Theorem. If $\phi(u)$ is non-decreasing and convex in $(-\infty, \infty)$, and $F(z)$ is regular in $|z|<1$, then the integral

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \phi\left(\log \left|F\left(r e^{i x}\right)\right|\right) d x
$$

is a non-decreasing function of $r$.
In particular (taking $\phi(u)=\exp p u$, or $\left.\phi(u)=u^{+}\right), \mu_{p}(r)$ and $\mu_{0}(r)$ are non-decreasing functions of $r$.

That $\mu_{2}(r)$ is a non-decreasing function of $r$ follows already from (7-4).
(7-13) Theorem. Let $F(z)$ be regular for $|z|<1$, and let $\zeta_{1}, \zeta_{8}, \ldots$ be all the zeros of $F$ distinct from the origin (counted according to multiplicity). If the integral

$$
\int_{0}^{2 \pi} \log \left|F\left(r e^{i x}\right)\right| d x
$$

is bounded above as $r \rightarrow 1$, and in particular if $F \in \mathrm{~N}$, then the product $\Pi\left|\zeta_{\nu}\right|$ converges.

Consider (7.8) with $R<1$. We have

$$
\log \left|F(z) z^{-k}\right|_{z=0}+k \log R+\sum_{n=1}^{m} \log \left(R \| \zeta_{n} \mid\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|F\left(R e^{i x}\right)\right| d x \leqslant M,
$$

say, where $m=m(R)$ is the number of the zeros in $|z| \leqslant R$, and $\left|\zeta_{1}\right| \leqslant\left|\zeta_{2}\right| \leqslant \ldots$. Since, however, the terms $\log \left(R /\left|\zeta_{n}\right|\right)$ are non-negative, the inequality holds also for $m<m(R)$. Thus, making $R \rightarrow 1$, we see that for fixed $m$,
which proves (7-13).

$$
\log \left|F(z) z^{-k}\right|_{z=0}+\sum_{n=1}^{m} \log \left(1 /\left|\zeta_{n}\right|\right) \leqslant M
$$

The convergence of $\Pi\left|\zeta_{n}\right|$ is equivalent to that of

$$
\begin{equation*}
\Sigma\left(1-\left|\zeta_{n}\right|\right) \tag{7•14}
\end{equation*}
$$

(7-15) Theorem. Let $\zeta_{1}, \zeta_{2}, \ldots$ be a sequence of points such that $0<\left|\zeta_{n}\right|<1$, and that $\Pi\left|\zeta_{n}\right|$ converges. Then the product

$$
\Pi b\left(z ; \zeta_{n}\right)=\Pi \frac{z-\zeta_{n}}{z-\zeta_{n}^{*}} \frac{1}{\left|\zeta_{n}\right|}
$$

converges absolutely and uniformly in every circle $|z| \leqslant r<1$ to a function $\beta(z)$, regular and absolutely less than 1 in $|z|<1$, which has $\zeta_{1}, \zeta_{2}, \ldots$ as its only zeros there.

We first prove the convergence of $\Pi\left(\left(z-\zeta_{n}\right) /\left(z-\zeta_{n}^{*}\right)\right)$. Since, for $|z| \leqslant r$,

$$
\begin{equation*}
\left|1-\frac{z-\zeta_{n}}{z-\zeta_{n}^{*}}\right|=\left|\frac{\zeta_{n}-\zeta_{n}^{*}}{z-\zeta_{n}^{*}}\right| \leqslant \frac{1-\left|\zeta_{n}\right|^{2}}{1-r} \leqslant 2 \frac{1-\left|\zeta_{n}\right|}{1-r}, \tag{7•17}
\end{equation*}
$$

and since $\Sigma\left(1-\left|\zeta_{n}\right|\right)$ converges, the product (7-16) converges absolutely and uniformly for $|z| \leqslant r$. That the function $\beta(z)$ is regular for $|z|<1$ and that $\zeta_{1}, \zeta_{2}, \ldots$ are its only zeros there is clear. Each factor in (7-16) is absolutely less than 1 for $|z|<1$, so that $|\beta(z)|<1$ for $|z|<1$.

Given an $F(z) \in \mathbf{N}$, let $\zeta_{1}, \zeta_{2}, \ldots$ be all of its zeros situated in $|z|<1$ and distinct from the origin. If $\boldsymbol{F}(z)$ has a zero of order $k \geqslant 0$ at $z=0$ the expression

$$
B(z)=e^{i \gamma} z^{k} \prod_{n} \frac{z-\zeta_{n}}{z-\zeta_{n}^{*}} \frac{1}{\left|\zeta_{n}\right|}
$$

where $\gamma$ is any real number, is called the Blaschke product of $F$. If $\boldsymbol{F}(z)$ has no zero for $0<|z|<1$, the product $\Pi$ is to be replaced by 1 , and thus $B(z)=e^{i \gamma} z^{k}$ for such $F$. We have $|B(z)| \leqslant 1$ for $|z|<1$ and the ratio

$$
G(z)=F(z) / B(z)
$$

is regular and without zeros in $|z|<1$.
(7-20) Theorkm. (i) Suppose that $\mu_{0}(r ; F) \leqslant \mu<\infty$ for $0 \leqslant r<1$, and let $B(z)$ be the Blaschke product of $F$. Then, for $G(z)$ defined by $(7 \cdot 19)$, we have $\mu_{0}(r ; G) \leqslant \mu$.
(ii) If $\mu_{p}(r ; F) \leqslant \mu<\infty$ for $0 \leqslant r<1$, then $\mu_{p}(r ; G) \leqslant \mu$.

Take case (ii) first, and let $B_{n}(z)$ be the $n$th partial product of (7•18). Since $\left|B_{n}(z)\right|$ tends uniformly to $l$ as $r \rightarrow l$, we have

$$
\lim _{r \rightarrow 1} \mu_{p}\left(r ; F / B_{n}\right)=\lim _{r \rightarrow 1} \mu_{p}(r ; F) \leqslant \mu
$$

Hence $\mu_{p}\left(r ; F / B_{n}\right) \leqslant \mu$ for every $r<1$, and this gives $\mu_{p}(r ; G) \leqslant \mu$, since $B_{n}(z)$ tends uniformly to $B(z)$ on $|z|=r$. The same argument gives (i).

To sum up, if $\boldsymbol{F}$ belongs to $\mathrm{H}^{p}$ or to N , we have the decomposition formula

$$
F(z)=B(z) G(z)
$$

where $G$ has no zeros and belongs to the same class as $F$, and $|B(z)| \leqslant 1$.
We shall always suppose the $\gamma$ in (7-18) selected so that $G(0)$ is real and positive.
The importance of $(7.21)$ is due to the fact that every branch of $\log G$, and of $G^{\alpha}=\exp (\alpha \log G)$, is regular for $|z|<1$. Thus $G$ is more 'flexible' than $F$ under certain operations. For example, if $G \in \mathrm{H}^{\alpha}$, then $G^{\alpha / \beta} \in \mathrm{H}^{\beta}$, and this makes it possible to extend the properties of certain especially simple classes $H^{\alpha}$ (for example, when $\alpha=2$ ) to other classes $\mathrm{H}^{\beta}$. A very special but typical application of (7.21) deserves a separate statement.
(7-22) Theorey. A necessary and sufficient condition that $F^{\prime} \in \mathrm{H}$ is that $F_{1}=F_{1} F_{9}$, where $F_{1} \in \mathrm{H}^{\mathbf{2}}, F_{\mathbf{2}} \in \mathrm{H}^{\mathbf{2}}$.
The sufficiency of the condition follows from the inequality $2\left|F_{1} F_{2}\right| \leqslant\left|F_{1}\right|^{2}+\left|F_{2}\right|^{2}$, which we integrate over $0 \leqslant x \leqslant 2 \pi$. To prove the necessity, suppose that $\mu_{1}(r ; F) \leqslant \mu$. Let $F_{1}(z)$ be any branch of $G^{\frac{1}{2}}(z)$ (see (7-21)) and let $F_{2}=B F_{1}$. Then

$$
F=F_{1} F_{2}, \quad \mu_{2}\left(r ; F_{k}\right) \leqslant \mu_{1}(r ; G) \leqslant \mu
$$

for $k=1,2$.
A variant of (7.21) is also useful. Let

$$
B(z)-1=B^{*}(z)
$$

so that $B^{*}(z)$ has no zeros in $|z|<1$ (unless $B(z) \cong 1$, a case which we exclude from consideration) and $\left|B^{*}(z)\right|<2$. Then (7-21) may be written

$$
\begin{equation*}
F(z)=G(z)+G^{\#}(z), \tag{7•23}
\end{equation*}
$$

where $G(z)$ and $G^{*}(z)=B^{*}(z) G(z)$ have no zeros for $|z|<1$, and $\left|G^{*}(z)\right| \leqslant 2|G(z)|$.
Since $|B(z)| \leqslant 1$ for $|z|<1$, the non-tangential limit

$$
B\left(e^{\left(x_{0}\right)}\right)=\lim _{z \rightarrow d^{d x t}} B(z)
$$

exists for almost all $x_{0}$. Moreover, where it exists, $\left|B\left(e^{x_{0}}\right)\right| \leqslant 1$.
(7-24) Theorem. For almast all $x$ we have $\left|B\left(e^{i x}\right)\right|=1$.
We may suppose that $B(z)$ has infinitely many factors, for otherwise the result is immediate. Since $\left|B\left(e^{i z}\right)\right| \leqslant 1$ almost everywhere, we have

$$
\lim _{r \rightarrow 1} \mu_{2}(r ; B)=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|B\left(e^{i x}\right)\right|^{2} d x \leqslant 1
$$

and ( $7 \cdot 24$ ) will follow if we show $\mu_{2}(r ; B) \rightarrow 1$ as $r \rightarrow 1$.
Let $B_{n}(z)$ be the $n$th partial product of (7.18), and let $R_{n}(z)=B(z) / B_{n}(z)$. The func tion $R_{n}$ is regular and numerically not greater than 1 for $|z|<1$. Moreover,

$$
R_{n}(0)=\left|\zeta_{n+1} \zeta_{n+2} \ldots\right| .
$$

The expression $\mu_{2}\left(r ; R_{n}\right)$ is an increasing function of $r$, taking the value $\left|R_{n}(0)\right|^{2}$ at $r=0$. Making $r \rightarrow 1$ and observing that $\left|B_{n}\left(e^{i x}\right)\right|=1$, we get

$$
1 \geqslant \lim _{r \rightarrow 1} \mu_{2}(r ; B)=\lim _{r \rightarrow 1} \mu_{2}\left(r ; R_{n}\right) \geqslant\left|R_{n}(0)\right|^{2}=\left|\zeta_{n+1} \zeta_{n+2} \cdots\right|^{2} .
$$

Since the last number may be arbitrarily close to 1 , we have $\mu_{\mathrm{g}}(r ; B) \rightarrow 1$.
(7-25) Theorem. If $F(z) \in N$ (in particular, if $F \in H^{p}$ ), the non-tangential limit $F\left(e^{i x}\right)=\lim _{x \rightarrow e^{i x}} F(z)$ exists for almost all $x$. Moreover, $\log \left|F\left(e^{i x}\right)\right|$ is integrable. In particular, $F\left(e^{i x}\right) \neq 0$ almost everywhere.

The function $G(z)$ in (7.21) belongs to N , and $\log |G(z)|$ is harmonic for $|z|<1$. Thus

$$
\begin{equation*}
\int_{0}^{2 \pi}|\log | G\left(r e^{i x}\right)| | d x \tag{7•26}
\end{equation*}
$$

is also bounded as $r \rightarrow 1$. Hence, if we assume the existence of $F\left(e^{i x}\right)$, and so by (7.24) the existence of $G\left(e^{i x}\right)$, Fatou's lemma applied to (7.26) shows that $\log \left|G\left(e^{i x}\right)\right| \epsilon \mathrm{L}$, and hence that $\log \left|F\left(e^{i x}\right)\right| \in \mathrm{L}$.

By Chapter IV, (6.5), $\log |G(z)|$ is a Poisson-Stieltjes integral. Hence, observing that $\mathscr{F} \log G(0)=0$, we can represent $G(z)$ by formula (6.24) of Chapter IV. Thus

$$
\begin{equation*}
G(z)=\exp \left\{\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{i t}+z}{e^{i t}-z} d \lambda(t)\right\} \tag{7•27}
\end{equation*}
$$

where $\lambda(t)$ is real-valued and of bounded variation. Conversely, any $G(z)$ of the form (7.27) is of class N , without zeros in $|z|<1$ and with $G(0)>0$.

Let $\lambda(t)=\lambda_{1}(t)-\lambda_{2}(t)$, where $\lambda_{1}(t)$ and $\lambda_{2}(t)$ are bounded and non-increasing. Then
where

$$
\begin{gather*}
G(z)=G_{1}(z) / G_{2}(z)  \tag{7•28}\\
G_{k}(z)=\exp \left\{\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{i l}+z}{e^{i t}-z} d \lambda_{k}(t)\right\} \quad(k=1,2) \tag{7•29}
\end{gather*}
$$

The functions $G_{k}$ have no zeros, and $\left|G_{k}\right| \leqslant 1$ for $|z|<1$ since the real part of the exponent is non-positive. It follows that $G_{k}\left(e^{i x}\right)$ exists almost everywhere. It is also almost everywhere different from zero, the real part of the exponent having a finite non-tangential limit almost everywhere. Hence $G\left(e^{i x}\right)=G_{1}\left(e^{i x}\right)^{\prime} G_{2}\left(e^{i x}\right)$, and so also $F\left(e^{i x}\right)=B\left(e^{i x}\right) G\left(e^{i x}\right)$, exists (and is not 0 ) almost everywhere. This completes the proof of (7.25).

It follows from (7-25) that, if $F_{1} \in \mathbf{N}, F_{2} \in \mathbf{N}$, and if $F_{1}\left(e^{i x}\right)=F_{2}\left(e^{i x}\right)$ in a set of $x$ of positive measure, then $F_{1}(z) \equiv F_{8}(z)$.

It is of interest to observe that, for any set E situated on $|z|=1$ and of measure zero there is an $F(z) \neq 0$, regular for $|z|<1$, bounded (in particular, $F \in \mathrm{~N}$ ) and such that $F(z)$ tends to 0 as $z$ approaches, in an arbitrary manner, any point of $E$. It is enough to set

$$
F(z)=\exp \{-f(r, x)-i f(r, x)\}
$$

where $f(r, x)$ is the Poisson integral of the function $f$ from Theorem (7-26) of Chapter III.
If $E$ is, in addition, closed, then there exists an $F(z)$ regulur for $|z|<1$, continuous for $|z| \leqslant 1$, vanishing on $E$ and only there. Let $f(x)$ be integrable over $(0,2 \pi)$, differentiable
outside $E$, and tending to $+\infty$ as $x$ tends to any point of $E$. Then $f(r, x) \rightarrow \infty$ as $(r, x)$ approaches any point of $E$, and it is easy to see that the $F(z)$ just defined has the required properties. The function $f$ may be constructed as follows.

Let $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots$, be the intervals contiguous to $E, d_{i}=b_{i}-a_{i}$, so that $\Sigma d_{i}=2 \pi$. Let $\left\{\epsilon_{i}\right\}$ be a positive sequence such that

$$
\text { (i) } \epsilon_{i} / d_{i} \rightarrow \infty, \quad \text { (ii) } \Sigma \epsilon_{i}<\infty .
$$

Let $f(x)=\epsilon_{i}\left(x-a_{i}\right)^{-\frac{1}{2}}\left(b_{i}-x\right)^{-\frac{1}{2}}$ in $\left(a_{i}, b_{i}\right)(i=1,2, \ldots), f=+\infty$ in $E$. The integral of $f$ over $\left(a_{i}, b_{i}\right)$ being a fixed multiple of $\epsilon_{i}, f$ is integrable. The minimum of $f$ in $\left(a_{i}, b_{i}\right)$ is $2 \varepsilon_{i} / d_{i}$, and tends to $+\infty$ with $i$. Hence $f$ has the needed properties.

From (7.21) and (7.27) we see that
(7-30) Theorem. The general function of class N is

$$
F(z)=B(z) \exp \left\{\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{u}+z}{e^{i t}-z} d \lambda(t)\right\},
$$

where $\lambda(t)$ is any real-valued function of bounded variation, and $B(z)$ is any product (7.18) with $0<\left|\zeta_{n}\right|<1, \Sigma\left(1-\left|\zeta_{n}\right|\right)<+\infty$.

Closely related to $(7 \cdot 30)$ is the following result:
(7.32) Theorem. A necessary and sufficient condition for a function $F(z)$ regular in $|z|<1$ to be of the class N is that $F(z)=F_{1}(z) / F_{2}(z)$, where $F_{1}$ and $F_{2}$ are both regular and bounded for $|z|<1$, and $F_{2}$ has no zeros there.

The necessity follows from (7.31), if we observe that, with the notation of (7.29), we have $G=G_{1} / G_{8}$, where $G_{1}$ and $G_{2}$ are numerically not greater than 1 and without zeros. Thus $F=F_{1} / F_{2}$, where $F_{1}=B G_{1}, F_{2}=G_{2}$.

Conversely, if $F_{1}$ and $F_{2}$ are both bounded, say less than 1 in absolute value, and $F_{2} \neq 0$, then

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log ^{+}\left|\frac{F_{1}\left(r e^{i x}\right)}{\bar{F}_{2}^{\prime}\left(r e^{i x}\right)}\right| d x \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi} \log \frac{1}{\left|F_{2}^{\prime}\left(r e^{i x}\right)\right|} d x=\log \frac{1}{\left|F_{2}(0)\right|}
$$

We now show that the moduli of the boundary values of functions from N and $\mathrm{H}^{p}$ can be prescribed, roughly speaking, arbitrarily.
(7.33) Theorem. Let $f(x), 0 \leqslant x \leqslant 2 \pi$, be non-negative and such that $\log f(x) \in \mathrm{L}$ (in particular $f>0$ almost everywhere). Then
(i) There is an $F \in \mathbf{N}$ such that $\left|F\left(e^{i x}\right)\right|=f(x)$ alnost everywhere;
(ii) if, in addition, $f \in \mathrm{~L}^{p}, p>0$, then there is an $F \in \mathrm{H}^{p}$ such that $\left|F\left(e^{i x}\right)\right|=f(x)$ almost everywhere.
(i) Consider the $F$ in (7.31) with $\lambda(x)$ the indefinite integral of $\log f(x)$ and $B \equiv 1$. Then $F \in \mathrm{~N}$ and

$$
\left|F\left(e^{i x}\right)\right|=e^{108 f(x)}=f(x)
$$

(ii) Let $F$ be the same as in (i). Since $\phi(u)=e^{p u}$ is convex, we have, by Jensen's inequality,

$$
\begin{aligned}
\left|F\left(r e^{i x}\right)\right|^{p} & =\exp \left\{p \frac{1}{\pi} \int_{0}^{2 \pi} P(r, x-t) \log f(t) d t\right\} \\
& \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} P(r, x-t) e^{p \log f(t)} d t=\frac{1}{\pi} \int_{0}^{2 \pi} P(r, x-t)|f(t)|^{p} d t
\end{aligned}
$$

Hence $\left|F\left(r e^{i x}\right)\right|^{p}$ is majorized by the Poisson integral of $|f|^{p}$,

$$
\int_{0}^{2 \pi}\left|F\left(r e^{i x}\right)\right|^{p} d x \leqslant \int_{0}^{9 \pi}|f(x)|^{p} d x, \quad F \in H^{p}
$$

(7.34) Theorem. If $F(z) \in \mathrm{H}^{\boldsymbol{p}}$, and $r$ and $\rho$ tend to 1 , then

$$
\mathscr{P}_{p}\left[F\left(r e^{i x}\right)-F\left(\rho e^{i x}\right)\right] \rightarrow 0, \quad \mathbb{P}_{p}\left[F\left(r e^{i x}\right)-F\left(e^{i x}\right)\right] \rightarrow 0 .
$$

It is enough to prove the first relation, since the two are equivalent. Both relations have been proved in Chapter IV, (6-17) for $p>1$. On account of the decomposition formula (7.23), it is enough to consider the case when $F(z)$ is without zeros. Let $F_{1}(z)=F^{\frac{1}{2}}(z)$, so that $F_{1} \in \mathrm{H}^{2 p}$. Then

$$
\begin{aligned}
& \int_{0}^{2 \pi}\left|F\left(r e^{i x}\right)-F\left(\rho e^{i x}\right)\right| p d x \\
& \leqslant\left\{\int_{0}^{2 \pi}\left|F_{1}\left(r e^{i x}\right)-F_{1}\left(\rho e^{i x}\right)\right|^{2 p} d x\right\}^{\frac{1}{t}}\left\{\int_{0}^{2 \pi}\left|F_{1}\left(r e^{i x}\right)+F_{1}\left(\rho e^{i x}\right)\right|^{2 p} d x\right\}^{\frac{1}{2}},
\end{aligned}
$$

by the inequality of Schwarz. If $2 p>1$, the first factor on the right tends to 0 , and the second is bounded, so that the result follows for $p>\frac{1}{2}$. From this we similarly get the result for $p>\frac{1}{1}$, and so on.
(7.35) Theorem. If $F(z) \in \mathrm{H}^{x}$, and if $F\left(e^{i x}\right) \in \mathrm{L}^{\beta}$ for some $\beta>\alpha$, then $F(z) \in \mathrm{H}^{\beta}$.

This is immediate if $\alpha=2$; for if $F(z)=\Sigma c_{n} z^{n}$ is in $H^{2}$, it follows that $\Sigma\left|c_{n}\right|^{2}<\infty$, $\Sigma c_{n} e^{i n x}$ is the Fourier series of $F\left(e^{i x}\right), F\left(r e^{i x}\right)$ is the Poisson integral of $F\left(e^{i x}\right)$, and since $F\left(e^{i x}\right)$ is $\mathrm{L}^{\beta}, F\left(r e^{i x}\right)$ is in $\mathrm{H}^{\beta}$. It is also immediate for any $\alpha>0$, if $F(z) \neq 0$ in $|z|<1$. For if we set $\left.F_{1}(z)=F\right\}(z)$, then

$$
F_{1}(z) \in \mathrm{H}^{2}, \quad F_{1}\left(e^{i x}\right) \in \mathrm{L}^{2 \beta / \alpha},
$$

so that

$$
F_{1}(z) \in \mathrm{H}^{2 \beta / \alpha}, \quad F(z) \in \mathrm{H}^{\beta}
$$

In the general case, $F=B G$ with $G(z) \neq 0, G(z) \in H^{\alpha}$. Since $\left|F\left(e^{i x}\right)\right|=\left|G\left(e^{i x}\right)\right|$ almost everywhere, it follows that

$$
G\left(e^{i x}\right) \in L^{\beta}, \quad G(z) \in \mathbf{H}^{\beta}, \quad F=B G \in \mathbf{H}^{\beta} .
$$

For any $0 \leqslant \sigma<1,0 \leqslant x \leqslant 2 \pi$, let $\Omega_{\sigma}(x)$ denote the domain bounded by the two tangents from the point $e^{i x}$ to the circle $|z|=\sigma$ and by the larger of the two arca of that circle between the points of contact. For $\sigma=0$, the domain reduces to the radius through $e^{i x}$.
(7.36) Theorrm. For any $F \in \mathrm{H}^{p}, p>0$, let

$$
N(x)=N_{\sigma . F}(x)=\sup _{s \in \Omega_{\sigma}(x)}|F(z)| .
$$

Then $N(x) \in L^{p}$ and

$$
\begin{equation*}
\left\{\int_{0}^{8 \pi} N^{p} d x\right\}^{1 / p} \leqslant A_{p}\left\{\int_{0}^{2 \pi}\left|F\left(e^{i x}\right)\right|^{p} d x\right\}^{1 / p} . \tag{7•37}
\end{equation*}
$$

This is contained in Chapter IV, (7.6), if, say, $p=2$. In the general case we make the usual decomposition $F=G B$ and have, since $G_{1}=G \neq p$ is in $H^{2}$,

$$
\begin{aligned}
\int_{0}^{2 \pi} N_{\sigma, F}^{p} d x \leqslant \int_{0}^{2 \pi} N_{\sigma, a}^{p} d x=\int_{0}^{2 \pi} N_{\sigma, a_{4}}^{2} d x & \leqslant A_{2}^{2} \int_{0}^{2 \pi}\left|G_{1}\left(e^{4 x}\right)\right|^{2} d x \\
& =A_{2}^{2} \int_{0}^{2 \pi}\left|G\left(e^{i x}\right)\right|^{p} d x=A_{2}^{2} \int_{0}^{2 \pi}\left|F\left(e^{i x}\right)\right|^{p} d x
\end{aligned}
$$

This gives (7.37) with $A_{p}=A_{8}^{2 / p}$.
The following result strengthens Theorems (2.4), (2.6), (2.8):
(7-38) Theorkm. The function

$$
\begin{equation*}
f(x)=\sup _{0<h<1}\left|-\frac{1}{\pi} \int_{\lambda}^{\pi}[f(x+t)-f(x-t)] \frac{1}{2} \cot \frac{1}{2} t d t\right| \tag{7•39}
\end{equation*}
$$

satisfies the inequalities

$$
\left.\begin{array}{ll}
\text { (i) } & \mathscr{R}_{p}[f] \leqslant A_{p} \mathscr{R}_{p}[f] \\
\text { (ii) } & (p>1), \\
\mathscr{R}_{\mu}[f] \leqslant A_{\mu} \mathscr{P}[f] \quad(0<\mu<1), \\
\text { (iii) } & \mathscr{R}[f] \leqslant B \int_{0}^{2 \pi}|f| \log ^{+}|f| d x+C,
\end{array}\right\}
$$

where the coefficients on the right depend only on the parameters indicated. $\dagger$
The expression inside the modulus signs in (7.39) is $f(x ; h)$. Let

$$
\begin{gathered}
\psi_{x}(t)=\frac{1}{2}[f(x+t)-f(x-t)], \\
M(x)=M_{f}(x)=\sup _{0<|\varkappa|<x} \frac{1}{u} \int_{0}^{u}|f(x+t)| d t .
\end{gathered}
$$

The difference $f(x ; 1-\rho)-f(\rho, x)$ may be written

$$
\frac{2}{\pi} \int_{0}^{1-\rho} \psi_{x}(t) Q(\rho, t) d t-\frac{2}{\pi} \int_{1-\rho}^{*} \psi_{x}(t) \frac{(1-\rho)^{2} \frac{1}{2} \cot \frac{1}{2} t}{1-2 \rho \cos t+\rho^{2}} d t=G_{\rho}(x)+H_{\rho}(x) .
$$

Since $|Q(\rho, t)|$ does not exceed $1 /(1-\rho)$, we see that $\left|G_{\rho}(x)\right| \leqslant M(x)$. Let $R_{\rho}(t)$ be the co-factor of $\psi_{x}(t)$ in $H_{\rho}(x)$. We easily verify that

$$
t R_{\rho}(t)=O(1), \int_{1-\rho}^{\pi}\left|t \frac{d}{d t} R_{\rho}(t)\right| d t=O(1)
$$

whence, integrating by parts, we deduce that $\left|H_{\rho}(x)\right|$ does not exceed a multiple of $M(x)$. Therefore

$$
\begin{equation*}
|f(x ; 1-\rho)-f(\rho, x)| \leqslant C M(x) \tag{7•41}
\end{equation*}
$$

where $C$ is an absolute constant.
Let $F\left(\rho e^{i x}\right)=f(\rho, x)+i f(\rho, x)$, and let $N(x)$ be the upper bound of $\left|F\left(\rho e^{i x}\right)\right|$ for $0 \leqslant \rho<1$. Then

$$
|f(x ; 1-\rho)| \leqslant|f(x ; 1-\rho)-f(\rho, x)|+|f(\rho, x)| \leqslant C M(x)+N(x)
$$

and the right-hand side majorizes $f^{\prime}(x)$. If $f \in L^{p}$, Minkowski's inequality gives

$$
\mathscr{P}_{p}[f] \leqslant C \mathscr{R}_{p}[M]+\mathscr{M}_{p}[N] \leqslant A_{p} \mathscr{P R}_{p}[f],
$$

in virtue of (7.36), (2.4) and Chapter I, (13.17). This gives (i), and the proofs of (ii) and (iii) are similar.

[^13](7-42) Theorem. Let $\tilde{\sigma}_{n}(x)$ be the $(\mathrm{C}, 1)$ means of $\bar{S}[f]$, and let
$$
\tilde{\sigma}_{*}(x)=\sup _{n \geqslant 1}\left|\tilde{\sigma}_{n}(x)\right| .
$$

We have the following inequalities analogous to (7-40):
(i) $\quad \mathfrak{R}_{p}\left[\tilde{\sigma}_{*}\right] \leqslant A_{p} \mathbb{M}_{p}[f] \quad(p>1)$,
(ii) $\mathscr{M}_{\mu}\left[\tilde{\sigma}_{*}\right] \leqslant A_{\mu} \mathfrak{M}[f] \quad(0<\mu<1)$,
(iii) $\mathfrak{M}\left[\tilde{\sigma}_{*}\right] \leqslant B \int_{0}^{8_{\pi}}|f| \log ^{+}|f| d x+C$.

The inequalities hold if we replace $\tilde{\sigma}_{*}$ by

$$
\tilde{\sigma}_{*}^{\alpha}(x)=\sup _{n \geqslant 1}\left|\tilde{\sigma}_{n}^{\alpha}(x)\right| \quad(0<\alpha \leqslant 1),
$$

where $\tilde{\sigma}_{n}^{\alpha}$ denote the $(\mathrm{C}, \alpha)$ means of $\tilde{S}[f]$; but the constants on the right then depend also on $\alpha$.
We shall only consider the case $\alpha=1$, the proof for $0<\alpha \leqslant 1$ being essentially the same.

Part (i) of (7-43) follows immediately from the inequalities

$$
\mathfrak{R}_{p}\left[\tilde{\sigma}_{*}\right] \leqslant A_{p} \mathbb{R}_{p}[f], \quad \mathfrak{R}_{p}[f] \leqslant A_{p} \mathbb{R}_{p}[f],
$$

the first of which is an application of Theorem (7.8) of Chapter IV to $S[f]=\tilde{S}[f]$. The argument, however, does not work in cases (ii) and (iii) (in which the integrability of $f$ is not as good as that of $f$ ) and a different proof is needed.

We have (see the proof of Theorem (3.20) of Chapter III)

$$
\begin{gathered}
\tilde{\sigma}_{n}(x)-f(x ; 1 / n)=-\frac{2}{\pi} \int_{0}^{1 / n} \psi_{x}(t) \tilde{K}_{n}(t) d t+\frac{2}{\pi} \int_{1 / n}^{\pi} \psi_{x}(t) H_{n}(t) d t \\
\left|\tilde{\sigma}_{n}(x)-f^{f}(x ; 1 / n)\right| \leqslant n \int_{0}^{1 / n}\left|\psi_{x}(t)\right| d t+\frac{A}{n} \int_{1 / x}^{\pi} t^{-2}\left|\psi_{x}(t)\right| d t
\end{gathered}
$$

It is easily seen that the right-hand side of the last inequality is majorized by a constant multiple of $M(x)$, and that Theorem (7.42) follows from (7.38) and the inequalities (13.17) of Chapter I for $M(x)$.

We shall now prove some results about Blaschke products.
By Chapter III, (7.9), the Poisson integral of any integrable function tends to a limit as the variable point approaches almost any point $e^{i x_{0}}$ of the unit circumference, provided it remains within a fixed angle formed by two chords through $e^{i x_{0} \text {. The result }}$ holds, in particular, for any harmonic function bounded inside the unit circle. Even for bounded functions the result fails if the angle is replaced by any fixed domain tangent to the unit circle; we now show this by means of Blaschke products.
(7-44) Throrem. Let $C_{0}$ be any simple closed curve passing through $z=1$, situated, except for that point, totally inside the circle $|z|=1$, and tangent to the circle at that point. Let $C_{\theta}$ be the curve $C_{0}$ rotated around $z=0$ by an angle $\theta$. There is a Blaschke product $B(z)$ which, for almost all $\theta_{0}$, does not tend to any limit as $z \rightarrow e^{i \theta_{0}}$ inside $C_{\theta_{0}}$.

We may suppose that for $r$ close to 1 the circle $|z|=r<1$ meets $C_{0}$ at exactly two points. (Otherwise we replace the region bounded by $C_{0}$ by a smaller region having the
required property.) Let $l_{n}$ denote the length of the arc of $|z|=1-1 / n$ situated inside $C_{0}$, and let $m_{n}=\left[2 \pi / l_{n}\right]+1$. Let $S_{n}$ be any system of $m_{n}$ equally spaced points situated on $|z|=1-1 / n$. The circular distance between any two consecutive points is less than $l_{n}, 80$ that every $C_{\theta}$ contains in its interior a point of $S_{n}$. The sum $\sigma_{n}$ of the distances of the points of $S_{n}$ from the circumference $|z|=1$ is

$$
m_{n} / n \leqslant\left(1+2 \pi / l_{n}\right) / n=o(1),
$$

since the tangency of $C_{0}$ to $|z|=1$ implies that $n l_{n} \rightarrow \infty$. Let us take $n_{k}$ increasing so rapidly that $\Sigma \sigma_{n_{k}}<\infty$, and let $B(z)$ be the Blaschke product with zeros at the points of $S_{n_{1}}+S_{n_{1}}+\ldots$. Since $B(z)$ has infinitely many zeros inside every $C_{\theta_{0}}$, the limit of $B(z)$ as $z \rightarrow e^{i 0_{0}}$ in the interior of $C_{\theta_{0}}$ must be zero if it exists at all. By (7.24) such a limit exists for almost no $\theta_{0}$.
(7-45) Theorem. A necessary and sufficient condition for a function $F(z)$ regular for $|z|<1$ to be a Blaschke product (that is, to be of the form (7.18)) is

$$
\int_{0}^{2 \pi}|\log | F\left(r e^{i x}\right)| | d x \rightarrow 0 \quad \text { as } \quad r \rightarrow 1
$$

Necessity. We may suppose that $F(0) \neq 0$ so that $F$ is, except for a factor $e^{i \gamma}$, of the form (7.16). We may also suppose that $F$ has infinitely many factors; otherwise (7.46) is obvious. Consider Jensen's formula (7-8) with $k=0$ and $F(0)=\Pi\left|\zeta_{\nu}\right|$. The righthand side increases with $R$ and so, if $m=m_{0}$ corresponds to a fixed $R_{0}<1$,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|F\left(R e^{i x}\right)\right| d x \geqslant \log \left\{|F(0)| \prod_{1}^{m_{0}} \frac{R}{\left|\zeta_{\nu}\right|}\right\}=\log \left\{R^{m_{0}} \prod_{m_{0}+1}^{\infty}\left|\zeta_{\nu}\right|\right\}
$$

for $R>R_{0}$. Hence

$$
\lim _{R \rightarrow 1} \frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|F\left(R e^{4 x}\right)\right| d x \geqslant \log \left(\left|\zeta_{m_{0}+1}\right|\left|\zeta_{m_{0}+2}\right| \ldots\right)
$$

a negative number whose modulus is arbitrarily small if $m_{0}$ is large enough. Since $|F| \leqslant 1$, this leads to (7-46).

Sufficiency. The hypothesis (7.46) implies that $F \in \mathrm{~N}$. Let $B(z)$ be the Blaschke product of $F$, and let $G(z)=F(z) / B(z)$. Since (7-46) holds for $B(z)$, it holds for $G(z)$. Thus $G(z)$ is of the form (7.27), and so $\log |G(z)|$ is the Poisson-Stieltjes integral of $\lambda$. By Chapter IV, (6.9), the total variation of $\lambda(t) \operatorname{over}(0,2 \pi)$ is $\lim \int_{0}^{2 \pi}|\log | G\left(r e^{i x}\right) \| d x$, and so is zero. Hence $G(z)=1, F(z)=B(z)$.

The following result completes (7-24):
(7-47) Theorem. If a Blaschke product $B(z)$ contains infinitely many factors, the set of the radial limits $w=B\left(e^{i x}\right)=\lim _{r \rightarrow 1} B\left(r e^{i x}\right)$ covers the whole circumference $|w|=1$ infinitely many times.

It is clear that if $B(z)$ contains $n$ linear factors, the numbers $w=B\left(e^{i x}\right)$ cover $|w|=1$ exactly $n$ times.

We shall deduce (7-47) from the following slightly more general result:
(7-48) Theorem. Suppose that $F(z)$ is regular and absolutely less than 1 for $|z|<1$. Suppose also that $\left|F\left(e^{i x}\right)\right|=\lim _{r \rightarrow 1}\left|F\left(r e^{i x}\right)\right|=1$ at almost all points of an arc $a<x<b$.

Then either $F(z)$ is analytically continuable across this arc or the values of $F\left(e^{i x}\right), a<x<b$, cover the circumference $|w|=1$ infinitely many times.

Since $B(z)$ in (7-47) has at least one singular point on $|z|=1$ (because any limit point of the zeros of $B(z)$ is singular), (7-47) is a consequence of (7-48).

To prove (7.48), fix any $\alpha,|\alpha|=1$, and let $\zeta=L(w)$ be a linear function mapping $|w| \leqslant 1$ onto $\mathscr{X} \zeta \leqslant 0$ and making $w=\alpha$ and $\zeta=\infty$ correspond. The function $L\{F(z)\}$ is regular for $|z|<1$ and has a negative real part there whose boundary values are 0 almost everywhere on the arc $a<x<b$. By Chapter IV, (6-26),

$$
L\{F(z)\}=-\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{i t}+z}{e^{i t}-z} d \lambda(t)+i \gamma, \quad \gamma=\boldsymbol{\rho} L\{F(0)\}
$$

where $\lambda(t)$ is bounded and non-decreasing. The real part of $L\{F(z)\}$ tends radially to $\lambda^{\prime}(t)$ at every point of differentiability of $\lambda$, so that $\lambda^{\prime}(t)=0$ almost everywhere in $(a, b)$.

Let $E$ be the set of points of increase of $\lambda$ (that is, of the points in the neighbourhood of which $\lambda$ is not constant) situated in ( $a, b$ ). There are two possibilities: (i) $E$ is infinite, (ii) $E$ is finite.

In case (i), there are infinitely many points in ( $a, b$ ) at which the symmetric derivative of $\lambda(t)$ is infinite.This is obvious if $\lambda(t)$ is discontinuous at infinitely many points of ( $a, b$ ). If the discontinuities are finite in number, $(a, b)$ contains an interval ( $t^{\prime}, t^{\prime \prime}$ ) where $\lambda$ is continuous and in which there are infinitely many points of $E$. The derivative $\lambda^{\prime}(t)$ must be infinite at infinitely many points of $\left(t^{\prime}, t^{\prime \prime}\right)$, for otherwise $\lambda(t)$ would be absolutely continuous inside ( $t^{\prime}, t^{\prime \prime}$ ), and so constant there (since $\lambda^{\prime}(t)=0$ almost everywhere in $\left(t^{\prime}, t^{\prime \prime}\right)$ ), contrary to hypothesis. At every point at which $\lambda^{\prime}(t)=\infty$, the symmetric derivative of $\lambda$ is also $\infty$.

Thus, in case (i), $\mathscr{R} L\{F(z)\}$ tends to $-\infty$, and so $L\{F(z)\}$ tends to $\infty$, along infinitely many radii terminating on $(a, b)$. From the definition of $L(w)$ it follows that $F(z)$ tends to $\alpha$ along these radii.

In case (ii), $\lambda(t)$ is a step function in ( $a, b$ ). Hence, by (7-49), $\Phi(z)=L\{F(z)\}$ is regular on the arc $a<x<b$ of $|z|=1$, except for a finite number of points at which it has poles. It is easily seen, taking into account the boundedness of $F$, that $F(z)=L^{-1}\{\Phi(z)\}$ is regular at all points of the arc $(a, b)$.

Return to Theorem (7.35). Its conclusion, that $F \in \mathrm{H}^{\beta}$, is no longer valid if the hypothesis $F(z) \in \mathrm{H}^{\alpha}$ is replaced by $\boldsymbol{F}(z) \in \mathrm{N}$. For example, the function

$$
F(z)=\exp \left(\frac{1}{2} \frac{1+z}{1-z}\right)=\exp \{P(r, x)+i Q(r, x)\}
$$

is of the class N and its boundary values belong to $\mathcal{L}^{\beta}\left(\left|F\left(e^{i x}\right)\right|=1\right.$ for $\left.x \neq 0\right)$, but $F(z)$ is not in $\mathrm{H}^{\beta}$ for any $\beta>0$. (Observe that $P(r, x)$ exceeds a constant multiple of $1 /(1-r)$ for $|x| \leqslant 1-r, 80$ that $\mu_{\beta}(r ; F) \rightarrow \infty$.)

To generalize (7-35), we introduce a subclass of the class N . An $\boldsymbol{F}(z) \in \mathrm{N}$ will be said to belong to the class $\mathrm{N}^{\prime}$, if the function $\lambda(t)$ in (7-31) has its positive variation absolutely continuous.
(7.50) Theorem. Suppose that $F(z) \in \mathrm{N}^{\prime}$ and that $\phi(u), u \geqslant 0$, is non-negative, nondecreasing and convex. Then

$$
\int_{0}^{2 \pi} \phi\left\{\log ^{+}\left|F\left(r e^{i x}\right)\right|\right\} d x \leqslant \int_{0}^{9 x} \phi\left\{\log ^{+}\left|F\left(e^{i x}\right)\right|\right\} d x
$$

We may suppose that the right-hand side is finite. Consider (7.31), and let $\lambda_{1}(t)$ and $\lambda_{2}(t)$ be the positive and negative variations of $\lambda(t)$. Let $u_{1}(r, x)$ and $u_{2}(r, x)$ be the Abel means of $S\left[d \lambda_{1}\right]=S\left[\lambda_{1}^{\prime}\right]$ and of $S\left[d \lambda_{2}\right]$; then

$$
\log ^{+}|F(r, x)| \leqslant \log ^{+}|G(r, x)|=\left\{u_{1}(r, x)-u_{2}(r, x)\right\}^{+} \leqslant u_{1}(r, x),
$$

and so

$$
\int_{0}^{2 \pi} \phi\left\{\log ^{+}|F(r, x)|\right\} d x \leqslant \int_{0}^{2 \pi} \phi\left\{u_{1}(r, x)\right\} d x \leqslant \int_{0}^{2 \pi} \phi\left\{\lambda_{1}^{\prime}(x)\right\} d x
$$

by Chapter IV, (6.20). It is enough to show that $\lambda_{1}^{\prime}(x)=\log ^{+}\left|F\left(e^{i x}\right)\right|$ almost everywhere. This follows from the equations

$$
\log \left|F\left(e^{i x}\right)\right|=\lambda^{\prime}(x), \quad \lambda_{1}^{\prime}(x)=\left\{\lambda^{\prime}(x)\right\}^{+},
$$

valid almost everywhere. Thus the proof of (7.50) is completed.
Let us again consider (7.31). By Chapter IV, (6.19), $\boldsymbol{F}^{\prime}(z)$ is in $\mathrm{N}^{\prime}$ if and only if the integrals

$$
\int_{0}^{x} \log ^{+}\left|G\left(r e^{i t}\right)\right| d t \quad(0 \leqslant r<1)
$$

are uniformly absolutely continuous. This is equivalent to the uniform absolute continuity of the integrals

$$
\int_{0}^{x} \log ^{+}\left|F\left(r e^{i d}\right)\right| d t \quad(0 \leqslant r<1)
$$

in view of the inequalities

$$
\begin{equation*}
\log ^{+}|G|+\log |B| \leqslant \log ^{+}|F| \leqslant \log ^{+}|G| \tag{7•52}
\end{equation*}
$$

(see (7.21)) and the uniform absolute continuity of the integrals $\int_{0}^{x} \log \left|B\left(r e^{i t}\right)\right| d t$ (see (7-45)).

The integrals (7.51) are uniformly absolutely continuous, if there exists a nonnegative function $\psi(u), u \geqslant 0$, such that $\psi(u) / u \rightarrow \infty$ with $u$ and that

$$
\int_{0}^{2 \pi} \psi\left\{\log ^{+}\left|F\left(r e^{i x}\right)\right|\right\} d x \leqslant C
$$

with $C$ independent of $r$ (Chapter IV, § 6). In particular, taking $\psi(u)=\exp \alpha u$, we see that $\mathrm{H}^{\alpha} \subset \mathrm{N}^{\prime}$ and that (7.35) is a corollary of $(7 \cdot 50)$.
(7.53) Theorem. An $F \in \mathrm{~N}$ is in $\mathrm{N}^{\prime}$ if and only if

$$
\begin{equation*}
\lim _{r \rightarrow 1} \int_{0}^{2 \pi} \log ^{+}\left|F\left(r e^{i x}\right)\right| d x=\int_{0}^{2 \pi} \log ^{+}\left|F\left(e^{i x}\right)\right| d x \tag{7.54}
\end{equation*}
$$

To see this we observe that, by Chapter IV, (6•19), $F(z)$ is in $\mathrm{N}^{\prime}$ if and only if

$$
\begin{equation*}
\lim _{r \rightarrow 1} \int_{0}^{2 \pi} \log ^{+}\left|G\left(r e^{i x}\right)\right| d x=\int_{0}^{9 \pi} \log ^{+}\left|G\left(e^{i x}\right)\right| d x \tag{7•55}
\end{equation*}
$$

The right-hand sides in these two equations are the same. Thus (7.54) is equivalent to (7.55), in view of (7.52) and the fact that the integral of $\log |B|$ over $(0,2 \pi)$ tends to 0 (see (7.45)).

Replacing, in (7.54), $\log ^{+}$by $\log ^{-}$we obtain a necessary and sufficient condition for
the negative variation of $\lambda$ to be absolutely continuous. Adding this to (7.54) we conclude that the relation

$$
\begin{equation*}
\lim _{r \rightarrow 1} \int_{0}^{2 \pi}|\log | F\left(r e^{i x}\right)| | d x=\int_{0}^{2 x}|\log | F\left(e^{i x}\right) \| d x \tag{7.56}
\end{equation*}
$$

is valid if and only if $\lambda$ is absolutely continuous.
We conclude this section by a few remarks about the classes $\mathrm{H}^{p}$ as abstract spaces. For $\boldsymbol{F}(z) \epsilon \mathrm{H}^{p}$ we set

$$
\begin{equation*}
\|F\|_{p}=\lim _{r \rightarrow 1} \mu_{p}^{1 / p}(r ; F)=\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F\left(e^{i x}\right)\right|^{p} d x\right\}^{1 / p} \tag{7.57}
\end{equation*}
$$

Then, except for the irrelevant factor ( $2 \pi)^{-1 / p},\|F\|_{p}$ is the usual norm, in $L^{p}$, of the boundary function $F\left(e^{i x}\right)$. Obviously $\|F\|_{p} \geqslant 0$, and $\|F\|_{p}=0$ if and only if $F \equiv 0$ (see (7.25)). Also $\|k F\|_{p}=|k|\|F\|_{p}$. The triangle inequality

$$
\|F+G\|_{p} \leqslant\|F\|_{p}+\|G\|_{p}
$$

is satisfied for $p \geqslant 1$ but not necessarily for $0<p<1$. In the latter case, if we define the distance $d(F, G)$ of two points $F$ and $G$ in $\mathrm{H}^{p}$ by the formula

$$
d(F, G)=\|F-G\|_{p}^{p}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F\left(e^{i x}\right)-G\left(e^{i x}\right)\right|^{p} d x
$$

this distance does satisfy the triangle inequality, and $\mathbf{H}^{p}$ is a metric space. It is convenient, however, to keep the definition (7.57) of norm even in the case $0<p<1$, though the triangle property is then lacking.

We know (see (7.34)), that if $\boldsymbol{F} \in \mathrm{H}^{p}$, then

$$
\begin{equation*}
\int_{0}^{2 \pi}\left|F\left(e^{i x}\right)-F\left(R e^{i x}\right)\right|^{p} d x \rightarrow 0 \quad \text { as } \quad R \rightarrow 1 \tag{7•58}
\end{equation*}
$$

Let

$$
\begin{equation*}
F(z)=c_{0}+c_{1} z+\ldots+c_{n} z^{n}+\ldots \tag{7.59}
\end{equation*}
$$

and let $\epsilon>0$ be given. If in (7.58) we fix $R$ sufficiently close to 1 , and then fix $N$ sufficiently large, the polynomial $P(z)=\sum_{0}^{N} c_{n} R^{n} z^{n}$ will satisfy the inequality $\|F-P\|_{p}<\varepsilon$. Thus, with the metric (7.57), the set of all polynomials $d_{0}+d_{1} z+\ldots+d_{n} z^{n}$ is dense in $H^{p}$. Since these polynomials belong to $H^{p}$, this class can be defined as the closure under the metric ( 7.57 ) of the set of all polynomials. Since we could have required that the coefficients $d_{k}$ be rational, the space $\mathrm{H}^{p}$ is separable.
(7.60) Theorem. The space $\mathrm{H}^{p}$ is complete.

We have to show that if $F_{n} \in \mathrm{H}^{p}$ for $n=1,2, \ldots$ and if $\left\|F_{m}-F_{n}\right\|_{p} \rightarrow 0$ as $m, n \rightarrow \infty$, then there is a $\Phi \in \mathrm{H}^{p}$ such that $\left\|F_{n}-\Phi\right\|_{p} \rightarrow 0$.

We show first that, if $F \in \mathrm{H}^{p}$ and if $\|F\|_{p} \leqslant M$, then

If $p=1,(7 \cdot 59)$ gives

$$
\begin{equation*}
|F(z)| \leqslant M(1-R)^{-1 / p} \quad \text { for } \quad|z| \leqslant R<1 . \tag{7.61}
\end{equation*}
$$

$$
\left|c_{n}\right| r^{n} \leqslant \frac{1}{2 \pi} \int_{0}^{9 \pi}\left|F\left(r e^{i x}\right)\right| d x \leqslant M \quad(n=0,1, \ldots)
$$

and making $r \rightarrow 1$ we have $\left|c_{n}\right| \leqslant M$. Hence

$$
|F(z)| \leqslant M(1+R+\ldots)=M /(1-R) \text { for }|z| \leqslant R .
$$

If $p \neq 1$, we set $F=G B$, where $B$ is the Blaschke product of $F$ and $\|G\|_{p} \leqslant M$. The latter inequality can be written $\left\|G^{p}\right\|_{1} \leqslant M^{p}$, and so, by (7.61) with $p=1$, we have $\left|G^{p}(z)\right| \leqslant M^{p} /(1-R)$ for $|z| \leqslant R$. Since $|B| \leqslant 1$, the function $F=G B$ satisfies (7.61).

The hypotheses $F_{n} \in H^{p}$ and $\left\|F_{m}-F_{n}\right\|_{p} \rightarrow 0$ give $\left\|F_{m}\right\|_{p} \leqslant M$ for all $m$ and some $M$. By (7.61), the functions $F_{m}$ are uniformly bounded in each circle $|z| \leqslant R<1$. Hence $\dagger$ we can select from $\left\{F_{m}\right\}$ a subsequence converging uniformly in $|z| \leqslant R^{\prime}<R$. Applying the diagonal procedure, we may suppose that this subsequence $\left\{F_{m_{k}}\right\}$ converges uni formly in each circle $|z| \leqslant R, R<1$, to a function $\Phi(z)$ regular in $|z|<1$. Let

$$
\epsilon_{N}=\sup \left\|F_{m}-F_{n}\right\|_{p} \text { for } m, n \geqslant N ;
$$

hence $\epsilon_{N} \rightarrow 0$. If $R<1$,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\Phi\left(R e^{i x}\right)-F_{n}\left(R e^{i x}\right)\right|^{p} d x=\lim _{k \rightarrow \infty} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F_{m_{k}}\left(R e^{i x}\right)-F_{n}\left(R e^{i x}\right)\right|^{p} d x \leqslant \epsilon_{n}^{p}
$$

which shows that $\left\|\Phi-F_{n}\right\|_{p} \leqslant \epsilon_{n}$ and completes the proof of (7.60).

## 8. Power series of bounded variation

We shall now show that if $f(x)$ and $f(x)$ are both of bounded variation then $S[f]$ has a number of interesting properties. It will be convenient to state the results in a form bearing on the power series

$$
\begin{equation*}
F(z)=a_{0}+a_{1} z+a_{2} z^{2}+\ldots \quad(|z|<1) . \tag{8.1}
\end{equation*}
$$

We shall say that (8.1) is of bounded variation if its real and imaginary parts, for $z=e^{i x}$, are Fourier series of functions of bounded variation. We know (see p. 88) that $F\left(e^{i x}\right)=\lim _{r \rightarrow 1} F\left(r e^{i x}\right)$ is then continuous. Consequently, (8.1) converges uniformly for $|z|=1$, and so also for $|z| \leqslant 1$.
(8-2) Theorem. If $F(z)$ is of bounded variation, then $F\left(e^{i x}\right)$ is absolutely continuous.
An equivalent form of this is as follows:
(8.3) Theorem. If a trigonometric series $S$ and its conjugate $S$ are both FourierStieltjes series, then $S$ and $S$ are ordinary Fourier series.

To prove (8.3), let (8.1) be the power series which for $z=e^{i x}$ reduces to $S+i S$. By Chapter IV, (6.5), $\boldsymbol{F}(z)$ is in H and so satisfies the first equation (7.34) with $p=1$. Hence $S+i S$ is a Fourier series (Chapter IV, (6-12)) and (8.3) follows.

Part of this argument deserves a special statement: a power series is of class H if and only if its real and imayinary parts for $z=e^{4 x}$ are Fourier series.

This remark, coupled with (7.35), gives a new proof of Theorem (4.4). Let $F(z)$ be the analytic function whose real part is the Poisson integral of an $f \in \mathrm{~L}$. Then $F \in \mathrm{H}^{\mu}$, $0<\mu<1$, by (2.6). If we suppose that $f \in \mathrm{~L}$, then $F\left(e^{i x}\right)=\lim F\left(r e^{i x}\right) \in \mathrm{L}, F(z) \in \mathrm{H}$, and $\tilde{S}[f]=S[f]$.

[^14]From (8.2) we deduce the following:
(8.4) Throrim. If the partial sums $s_{n}$ of $\sum_{-\infty}^{+\infty} c_{k} e^{\text {ekx }}$ satisfy

$$
\int_{0}^{2 \pi}\left|s_{n}\right| d x=O(1),
$$

in particular if $8_{n} \geqslant 0$ for all $n$, then $c_{k} \rightarrow 0$.
The hypothesis implies that the series is an $S[d F]$. Suppose that $\left|c_{n_{\nu}}\right| \geqslant \epsilon>0$ for $n_{1}<n_{2}<\ldots \rightarrow \infty$. The series

$$
\begin{aligned}
\ldots+c_{n_{\nu}}+c_{n_{\nu}-1} e^{-i x}+\ldots+c_{-n_{\nu}} e^{-2 i n_{\nu} x}+\ldots & =e^{-i n_{\nu} x} S[d F], \\
c_{n_{\nu}}+c_{n_{\nu}-1} e^{-i x}+\ldots+c_{-n_{\nu}} e^{-\delta n_{\nu} x} & =e^{-i n_{\nu} x} s_{n_{\nu}}(x),
\end{aligned}
$$

are respectively $S\left[d G_{\nu}\right]$ and $S\left[d H_{\nu}\right]$, with

$$
G_{\nu}(x)=\int_{0}^{x} e^{-i n \_} d F(t), \quad H_{\nu}(x)=\int_{0}^{x} e^{-i n \_} 8_{n_{\nu}}(t) d t .
$$

The total variations of $G_{\nu}$ and $H_{\nu}$ are uniformly bounded (see (8.5)). Taking subeequences, we may suppose that $\left\{G_{\nu}\right\}$ and $\left\{H_{\nu}\right\}$ converge to functions of bounded variation $G$ and $H$. The coefficients of $d G$ and $d H$ are the limits of the corresponding coefficients of $d G_{\nu}$ and $d H_{\nu}$. It follows that
(a) the constant term of $\mathrm{S}[d G]$ is numerically not less than $\epsilon$;
(b) $S[d H]$ has no terms with positive indices;
(c) the coefficients of $S[d G]$ and $S[d H]$ with non-positive indices are the same.

By (b) and (c), $H$ and $G-H$ are absolutely continuous. Thus $G$ is absolutely continuous. If we show that $G^{\prime}(x)=0$ almost everywhere, it will follow that $G(x) \equiv 0$, contradicting ( $a$ ) and completing the proof.

Let $F=F_{0}+F_{1}$, where $F_{0}$ and $F_{1}$ are the absolutely continuous and singular parts of $F$. By the Riemann-Lebesgue theorem,

$$
\begin{gathered}
G(x)=\lim _{V} \int_{0}^{x} e^{-i n_{2}^{\prime}} d\left(F_{0}+F_{1}\right)=\lim _{V} \int_{0}^{x} e^{-i n_{2}^{\prime} d} d F_{1}, \\
|G(x+h)-G(x)|=\left|\lim _{\nu} \int_{x}^{x+\hbar} e^{-i n_{r} \delta} d F_{1}\right| \leqslant \int_{x}^{x+\hbar}\left|d F_{1}\right| \quad(h>0) .
\end{gathered}
$$

Since the last term is $o(h)$ for almost all $x, G^{\prime}(x)=0$ almost everywhere.
(8.6) Theorem. A power series of bounded variation converges absolutely on $|z|=1$. We begin by proving
(8.7) Theorem. If $\Phi(z)=b_{0}+b_{1} z+\ldots \epsilon \mathrm{H}$, then

$$
\begin{equation*}
\Sigma \frac{\left|b_{n}\right|}{n+1} \leqslant \frac{1}{2} \int_{0}^{2 \pi}\left|\Phi\left(e^{i x}\right)\right| d x . \tag{8.8}
\end{equation*}
$$

It is enough to prove this for functions regular in $|z| \leqslant 1$ and without zeros on $|z|=1$. For then, applying the reault to $\Phi(R z)$, with $0<R<1$. and making $R \rightarrow 1$ we get (8.8) for general $\Phi \in H$.

The inequality ( 8.8 ) is immediate if the $b_{n}$ are all real and non-negative. For then, multiplying both sides of the equation

$$
\begin{equation*}
b_{0} \sin x+b_{1} \sin 2 x+\ldots=\mathscr{I}\left\{e^{i x} \Phi\left(e^{i x}\right)\right\} \tag{8.9}
\end{equation*}
$$

by $\frac{1}{2}(\pi-x)$, integrating the result over $(0,2 \pi)$ (the left-hand side of ( $8 \cdot 9$ ) converges uniformly), and noting that the $n$th sine coefficient of $\frac{1}{2}(\pi-x)$ is $1 / n$, we get

$$
\Sigma \frac{b_{n}}{n+1}=\frac{1}{\pi} \int_{0}^{9 \pi} S\left\{e^{i x} \Phi\left(e^{i x}\right)\right\} \frac{1}{2}(\pi-x) d x \leqslant \frac{1}{2} \int_{0}^{2 \pi}\left|\Phi\left(e^{i x}\right)\right| d x .
$$

When the $b_{n}$ are not all non-negative it is enough to construct a function $\Phi^{*}(z)=\Sigma b_{n}^{*} z^{n}$ such that $\left|b_{n}\right| \leqslant b_{n}^{*}$ and $\mu\left(1 ; \Phi^{*}\right) \leqslant \mu(1 ; \Phi)$ (see (7•1)).

Let $B(z)$ be the Blaschke product for $\Phi(z)$. In our case $B(z)$ has only a finite number of factors, the function $\Psi=\Phi / B$ is regular and non-zerofor $|z| \leqslant 1$, and $\left|\Psi\left(e^{i x}\right)\right|=\left|\Phi\left(e^{i x}\right)\right|$. Set

$$
\begin{gathered}
\Phi_{1}=B \Psi^{t}=\Sigma c_{n}^{\prime} z^{n}, \quad \Phi_{2}=\Psi^{i}=\Sigma c_{n}^{\prime} z^{n} \quad \text { (so that } \Phi=\Phi_{1} \Phi_{2} \text { ) } \\
\Phi_{1}^{*}=\Sigma\left|c_{n}^{\prime}\right| z^{n}, \quad \Phi_{2}^{*}=\Sigma\left|c_{n}^{\prime \prime}\right| z^{n}, \\
\Phi^{*}=\Phi_{1}^{*} \Phi_{2}^{*}=\Sigma b_{n}^{*} z^{n} .
\end{gathered}
$$

The functions $\Phi_{k}$, and so also the $\Phi_{k}^{*}$, are regular for $|z| \leqslant 1, k=1,2$. Obviously

$$
b_{n}^{*}=\Sigma\left|c_{\nu}^{\prime}\right|\left|c_{n-\nu}^{\prime \prime}\right| \geqslant\left|\Sigma c_{\nu}^{\prime} c_{n-\nu}^{\prime \prime}\right|=\left|b_{n}\right| .
$$

Moreover, using Schwarz's inequality and the equation $\mu_{2}\left(1 ; \Phi_{k}\right)=\mu_{2}\left(1 ; \Phi_{k}^{*}\right)$ (a consequence of Parseval's formula),

$$
\mu\left(1 ; \Phi^{*}\right) \leqslant \mu \frac{1}{1}\left(1 ; \Phi_{1}^{*}\right) \mu_{2}^{\frac{1}{2}}\left(1 ; \Phi_{2}^{*}\right)=\mu!\left(1 ; \Phi_{1}\right) \mu_{2}^{\prime}\left(1 ; \Phi_{2}\right)=\mu(1 ; \Psi)=\mu(1 ; \Phi) .
$$

This proves (8.7).
Returning to (8.6), let us suppose that $F(z)$ is of bounded variation. We apply (8.8) to $\Phi(z)=F^{\prime}(R z)=a_{1}+2 a_{2} R z+\ldots$, where $0<R<1$. (Thus we use (8.8) only in the case when $\Phi$ is regular for $|z| \leqslant 1$.) We get

$$
\left|a_{1}\right| R+\left|a_{3}\right| R^{2}+\ldots \leqslant \frac{1}{2} \int_{0}^{2 \pi} R\left|F^{\prime}\left(R e^{i x}\right)\right| d x
$$

The integral on the right is the total variation of $F(z)$ over $|z|=R$ and tends to the total variaticn $V$ of $F(z)$ over $|z|=1$ as $R \rightarrow 1$ (Chapter IV, (6•11)). Hence

$$
\left|a_{1}\right|+\left|a_{2}\right|+\ldots \leqslant \frac{1}{2} V
$$

which is a more precise formulation of Theorem (8.6).
A corollary of (8.6) and of (2.8) is Theorem (3.9) of Chapter VI, stated there without proof: If $F$ is absolutely continuous and $F^{\prime} \in \mathrm{L} \log ^{+} \mathrm{L}$, then $\mathrm{S}\left[F^{\prime}\right]$ converges absolutely.
(8.11) Theorem. If $s_{n}$ are the partial sums of $\sum_{-\infty}^{+\infty} c_{k} e^{i k x}$, and if

$$
\begin{align*}
& \int_{0}^{2 \pi}\left|s_{n}(x)\right| d x=O(1) \\
& \frac{1}{n} \sum_{k=1}^{n}\left|c_{k}\right|=O\left(\frac{1}{\log n}\right) . \tag{8•13}
\end{align*}
$$

then
In particular, if $\left|c_{1}\right| \geqslant\left|c_{2}\right| \geqslant \ldots$, then $c_{n}=O(1 / \log n)$.

Let $M$ be the upper bound of the integrals (8.12). Applying (8.8) to

$$
e^{-i \nu x} s_{\nu}(x)=c_{\nu}+c_{\nu-1} e^{-i x}+\ldots+c_{-\nu} e^{-2 i v x} \quad(\nu>0),
$$

we obtain

$$
\frac{\left|c_{\nu}\right|}{1}+\frac{\left|c_{\nu-1}\right|}{2}+\ldots+\frac{\left|c_{1}\right|}{\nu} \leqslant \frac{1}{2} M .
$$

Replace here $\nu$ by $2 n, 2 n-1,2 n-2, \ldots, 1$ and add the inequalities. Observing that $\sum_{1}^{\mu} k^{-1} \geqslant A \log (\mu+1)(\mu=1,2, \ldots)$, we have

$$
A \sum_{k=1}^{2 n}\left|c_{k}\right| \log (2 n-k+2) \leqslant \frac{1}{8} M .2 n,
$$

whence
and (8.13) follows.
If (8.12) is replaced by the stronger condition $\mathfrak{P R}\left[s_{m}-s_{n}\right] \rightarrow 0$, we have (8.13) with ' $O$ ' instead of ' $O$ '.

## 9. Cauchy's integral

Let $g(z)$ be any integrable function defined on the circumference $|z|=1$. The integral

$$
\frac{1}{2 \pi i} \int_{|\zeta|-1} \frac{g(\zeta)}{\zeta-z} d \zeta
$$

exists for $|z| \neq 1$; it defines one function, $F(z)$, regular for $|z|<1$, and another, $F_{1}(z)$, regular for $|z|>1$. Clearly,

$$
\begin{align*}
& F(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{2 \pi i} \int_{|\zeta|-1} \zeta^{-n-1} g(\zeta) d \zeta \quad(|z|<1)  \tag{9•2}\\
& F_{1}(z)=-\sum_{n=1}^{\infty} \frac{z^{-n}}{2 \pi i} \int_{|\zeta|-1} \zeta^{n-1} g(\zeta) d \zeta \quad(|z|>1) \tag{9.3}
\end{align*}
$$

In general, $F$ and $F_{1}$ are not analytic continuations of each other.
Let
We verify that

$$
\begin{equation*}
F(z)-F_{1}\left(z^{*}\right)=\frac{1}{2 \pi i} \int_{|\zeta|=1} g(\zeta)\left\{\frac{1}{\zeta-z}-\frac{1}{\zeta-z^{*}}\right\} d \zeta=\frac{1}{\pi} \int_{0}^{2 \pi} g\left(e^{i t}\right) P(r, t-x) d t . \tag{9.4}
\end{equation*}
$$

Hence

$$
\begin{equation*}
F(z)-F_{1}\left(z^{*}\right) \rightarrow g\left(e^{i x_{0}}\right) \tag{9.5}
\end{equation*}
$$

for almost all $x_{0}$, as $z \rightarrow e^{i x_{0}}$ along any non-tangential path.
Formula ( $9 \cdot 1$ ) may be written

$$
F\left(r e^{i x}\right)=\frac{1}{2}\left[\frac{1}{\pi} \int_{0}^{2 \pi} g\left(e^{i t}\right)\left\{P(r, t-x)+\frac{1}{2}\right\} d t+\frac{i}{\pi} \int_{0}^{2 \pi} g\left(e^{i t}\right) Q(r, t-x) d t\right] .
$$

Thus

$$
F\left(e^{i x_{0}}\right)=\lim _{s \rightarrow e^{2 x_{0}}} F(z),
$$

where $z \rightarrow e^{i x_{0}}$ along a non-tangential path, exists for almost all $x_{0}$. By (9.5), a similar result holds for $F_{1}$ and non-tangential paths in $|z|>1$.

From (9.6) and (2.6) we see that the function $F(z)$ belongs to $\mathrm{H} \mu$ for every $0<\mu<1$.
(9.7) Theorem. Let $F(z)$ be defined for $|z|<1$ as the expression (9•1). A necessary and sufficient condition for $F\left(e^{i x_{0}}\right)=\lim _{z \rightarrow e^{c t h}} F(z)$ to coincide with $g\left(e^{i x_{0}}\right)$ almost everywhere is that $S\left[g\left(e^{i x}\right)\right]$ is of power series type; that is,

$$
\begin{equation*}
\int_{|\zeta|-1} \zeta^{n-1} g(\zeta) d \zeta=0 \quad \text { for } \quad n=1,2, \ldots \tag{9•8}
\end{equation*}
$$

By (9.3), condition (9.8) is equivalent to $F_{1}(z) \equiv 0$. But if $F_{1}(z) \equiv 0,(9 \cdot 4)$ shows that $F(z)$ is the Poisson integral of $g\left(e^{i x}\right)$, and so $F\left(e^{i x}\right)=g\left(e^{i x}\right)$ almost everywhere.

Conversely, suppose that $\lim _{r \rightarrow 1} F\left(r e^{i x}\right)=g\left(e^{i x}\right)$ almost everywhere. Since $g \in \mathrm{~L}$ and $F \in \mathrm{H}^{\mu}, 0<\mu<1$, it follows from (7.35) that $F \in \mathrm{H}$ and so $\mathfrak{M}\left[F\left(r e^{i x}\right)-g\left(e^{i x}\right)\right] \rightarrow 0$ as $r \rightarrow 1$. Hence the Fourier coefficients of $F\left(r e^{i x}\right)$ tend to the corresponding coefficients of $g\left(e^{i x}\right)$ as $r \rightarrow 1$. Since the coefficients of $F\left(r e^{i x}\right)$ with negative indices are zero, the same holds for $g\left(e^{i x}\right)$. This completes the proof of (9.7).

We shall say that a function $\Phi(z)$, regular for $|z|<1$, is representable by the Cauchy integral, if
(i) $\Phi\left(e^{i x}\right)=\lim _{r \rightarrow 1} \Phi\left(r e^{i x}\right)$ exists for almost all $x$ and is integrable;
(ii) $\Phi(z)$ is given by the integral $(9 \cdot 1)$ with $g(\zeta)$ replaced by $\Phi(\zeta)$.
(9.9) Theorem. A function $F(z)$, regular for $|z|<1$, is representable by the Cauchy integral if and only if $F(z) \in \mathbf{H}$.

If $F(z)$ is given by $(9 \cdot 1)$, then $F^{\prime} \in \mathrm{H}^{\mu}, 0<\mu<1$, and the hypothesis that $\lim F\left(r e^{i x}\right) \in \mathrm{L}$ implies that $F \in H$ (see (7.35)).

Conversely, suppose that $F(z)=\Sigma c_{n} z^{n} \in \mathrm{H}$. Since $\mathfrak{M}\left[F\left(r e^{i x}\right)-F\left(e^{i x}\right)\right] \rightarrow 0$, we have

$$
\int_{0}^{2 \pi} F\left(e^{i x}\right) e^{-i n x} d x=\lim _{r \rightarrow 1} \int_{0}^{2 \pi} F\left(r e^{i x}\right) e^{-i n x} d x=\lim _{r \rightarrow 1} 2 \pi c_{n} r^{n}=2 \pi c_{n}
$$

so that $F(z)$ is given by $(9 \cdot 2)$-and so also by $(9 \cdot 1)$-with $g(\zeta)$ replaced by $F(\zeta)$.
(9-10) Theorem. Let $F(z)$ be regular for $|z|<1$. Then the following two conditions are equivalent:
(i) $F(z)$ is representable by the Cauchy integral;
(ii) $\boldsymbol{F}(z)$ is the Poisson integral of $F\left(e^{i x}\right)$.

Both conditions imply that $F\left(e^{i x}\right)=\lim _{r \rightarrow 1} F\left(r e^{i x}\right)$ exists almost everywhere and is integrable. If $F(z)$ is the Poisson integral of $F\left(e^{i x}\right)$ then $\mathscr{P}\left[F\left(r e^{i x}\right)\right]=O(1)$. Hence $F \in \mathrm{H}$ and, by $(9 \cdot 9), F(z)$ is representable by the Cauchy integral. Conversely, if $\boldsymbol{F}(z)$ is given by $(9 \cdot 1)$ with $g\left(e^{i u}\right)=F\left(e^{i d}\right)$ then, by $(9 \cdot 8)$, the function $F_{1}$ formed with $g\left(e^{i d}\right)=F\left(e^{i d}\right)$ vanishes for $|z|>1$. Substituting $F\left(e^{i t}\right)$ for $g\left(e^{i t}\right)$ in (9.4), we see that $F(z)$ is then the Poisson integral of $F\left(e^{i x}\right)$.

## 10. Conformal mapping

The method of conformal mapping is useful for some problems of trigonometric series. We give here some basic facts which we shall need later.

Let

$$
w=F(z)=c_{0}+c_{1} z+c_{2} z^{2}+\ldots+c_{n} z^{n}+\ldots
$$

be a function regular and univalent for $|z| \leqslant R$. (Univalent means that to distinct $z$ 's there correspond distinct values of $F(z)$.) Then $F(z)$ maps the circle $|z|<R$ in a one-one way onto an open domain $D$ bounded by a simple closed curve. If $w=u+i v$, the Jacobian $\partial(u, v) / \partial(x, y)$ is

$$
\left|\begin{array}{ll}
u_{x} & u_{y}  \tag{10•2}\\
v_{x} & v_{y}
\end{array}\right|=u_{x}^{\mathbf{2}}+u_{y}^{\mathbf{2}}=\left|F^{\prime}(z)\right|^{2}
$$

by the Cauchy-Riemann equations, and the area $|D|$ of $D$ is

$$
\begin{align*}
\int_{0}^{R} \int_{0}^{2 \pi}\left|F^{\prime}\left(r e^{4 x}\right)\right|^{2} r d r d x & =\int_{0}^{R} r d r \int_{0}^{2 \pi}\left|\Sigma n c_{n} r^{n-1} e^{4(n-1) x}\right|^{2} d x \\
& =2 \pi \int_{0}^{R}\left(\Sigma n^{2}\left|c_{n}\right|^{2} r^{2 n-1}\right) d r=\pi \Sigma n\left|c_{n}\right|^{2} R^{2 n} \tag{10•3}
\end{align*}
$$

If $F$ is regular and univalent for $|z|<R$ only, then the area of $D$ is the limit as $R^{\prime} \rightarrow R$ of the area of $D_{R^{\prime}}$, the image of $|z|<R^{\prime}$ for $R^{\prime}<R$. Replacing $R$ by $R^{\prime}$ in (10.3), and making $R^{\prime} \rightarrow R$, we have

$$
|D|=\iint_{|\Sigma|<R}\left|F^{\prime}\left(r e^{i x}\right)\right|^{2} r d r d x=\pi \Sigma n\left|c_{n}\right|^{2} R^{2 n}
$$

the right-hand side being finite or infinite. If $F(z)$ is regular but not necessarily univalent for $|z|<R$, the integral in (10.4) is, by definition, the area of the image of $|z|<R$ by the mapping $w=F(z)$. For $R=1$, we get

$$
|D|=\pi \sum_{1}^{\infty} n\left|c_{n}\right|^{2}
$$

(10.6) Theorem. If the function (10.1) is regular for $|z|<1$, and if $\Sigma n\left|c_{n}\right|^{2}$ is finite, then the series

$$
\begin{equation*}
c_{0}+c_{1} e^{i x}+\ldots+c_{n} e^{i n x}+\ldots \tag{10.7}
\end{equation*}
$$

converges for almost all $x$. If in addition $\boldsymbol{F}(\boldsymbol{z})$ can be extended 80 as to be continuous for $|z| \leqslant 1$, then ( 10.7 ) converges uniformly in $0 \leqslant x \leqslant 2 \pi$.

For the finiteness of ( 10.5 ) implies that of $\Sigma\left|c_{n}\right|^{2}$, and so ( 10.7 ) is a Fourier series. Thus the latter series is summable ( $C, 1$ ) almost everywhere and, by the remark on p. 79, converges at every point of summability. If $\boldsymbol{F}(\boldsymbol{z})$ is continuous for $|z| \leqslant 1$, then (10.7) is uniformly summable A to $F\left(e^{i x}\right)$, and so is $S\left[F\left(e^{i x}\right)\right]$. It is therefore uniformly summable ( $C, 1$ ) and hence, owing to the finiteness of ( $10 \cdot 5$ ), uniformly convergent.

The following result is classical:
(10.8) Theorem of Riemann. Let $D$ be any simply connected domain whose boun dary contains at least two points. Then given any point $w_{0} \in D$ there is always a function $F(z)$, regular and univalent for $|z|<1$, which maps $|z|<1$ onto $D$ in such a way that $F(0)=w_{0}$.

We take this result for granted, since there are several proofs in the existing literature. By simply connected we mean a domain whose complement is a continuum. In our applications, we shall be interested only in the special case when $D$ is the interior of a simple closed curve. In that case ( 10.8 ) can be completed as follows:
(10.9) Theorem. Let $D$ be the interior of a simple closed curve $C$. Then the function $F(z)$ of $(10.8)$ can be extended as a continuous function to $|z| \leqslant 1$, and the extended function gives a one-one bicontinuous correspondence between $|z| \leqslant 1$ and the closure $\bar{D}$ of $D$.

We give the proof of $(10.9)$ here. It is a simple consequence of the following facts:
(a) There is a dense sequence $\left\{x_{n}\right\}$ of numbers, all distinct, such that $\lim F\left(r e^{i x_{n}}\right)$, which we shall denote by $F\left(e^{i x_{n}}\right)$, exists for each $n$.
(b) The numbers $F\left(e^{i x_{n}}\right)$ are all different and all situated on $C$.
(c) The set of the numbers $F\left(e^{i x_{n}}\right)$ is dense on $C$.
(d) If $\left|z^{(k)}\right| \rightarrow 1,\left|z^{(k)}\right|<1$, then all the limit points of the sequence $\left\{F\left(z^{(k)}\right)\right\}$ are on $C$. We begin with the deduction of (10.9) from $(a),(b),(c)$ and $(d)$.
Let

$$
w=\omega\left(e^{i u}\right) \quad(0 \leqslant t \leqslant 2 \pi)
$$

be the equation of $C$, and suppose that $C$ is described in the positive direction as $t$ increases from 0 to $2 \pi$. By (b), we can write $F\left(e^{i x_{n}}\right)=\omega\left(e^{i u_{n}}\right)$. Since the mapping $w=F(z)$ is conformal at $z=0$, it follows that if $e^{i x_{m}}, e^{i x_{n}}, e^{i x_{p}}$ are in a given order on $|z|=1$. then $F\left(e^{i x_{m}}\right), F\left(e^{i x_{n}}\right), F\left(e^{i x_{p}}\right)$ are in the same order on $C$.

Let $z^{*}=e^{i x^{*}}$, and let $x_{m}<x^{*}<x_{n}$. The image of the sector $x_{m}<x<x_{n}, 0<r<1$, is the interior of the curvilinear triangle limited by the curves $w=F\left(r e^{i x_{m}}\right), w=F\left(r e^{i x_{n}}\right)$, $0<r<1$, and by the $\operatorname{arc} t_{m}<t<t_{n}$ of $C$. It follows, in view of (c), that we can find $x_{m}, x_{n}$ with $x_{m}<x^{*}<x_{n}$ and such that $t_{m}, t_{n}$ are arbitrarily close. From this it follows that to a nested sequence of intervals ( $x_{m}, x_{n}$ ) converging to $x^{*}$ there corresponds a nested sequence of intervals $\left(t_{m}, t_{n}\right)$ converging to a point $t^{*}$.

In view of ( $d$ ) it now follows that if $\left\{z^{(k)}\right\}$ is any sequence of points with $\left|z^{(k)}\right|<1$, converging to $z^{*}$, then $F\left(z^{(k)}\right)$ tends to $\omega\left(e^{i l^{*}}\right)$. Thus $F$ can be extended as a continuous function to $|z| \leqslant 1$, and the values of $F\left(e^{i x}\right)$ are all on $C$.

By (c), the values of $F\left(e^{i x}\right)$ cover the whole of $C$. To show that to different $x$ correspond different $F\left(e^{i x}\right)$, suppose that $x^{\prime}<x^{\prime \prime}, F\left(e^{i x^{\prime}}\right)=F\left(e^{i x^{\prime \prime}}\right)$. If $x^{\prime}<x_{m}<x_{n}<x^{\prime \prime}$, then $a$ fortiori $F\left(e^{i x_{m}}\right)=\boldsymbol{F}\left(e^{i x_{n}}\right)$, contrary to (b).

It remains to show that the function inverse to $F(z)$ is continuous in $\bar{D}$. This follows from the fact (an immediate consequence of the Bolzano-Weierstrass theorem) that a one-one mapping of a closed bounded set which is one way continuous is bicontinuous.

We shall now prove (a), (b), (c) and (d), beginning with (d). Suppose it is false. By selecting a subsequence of $z^{(k)}$, we may assume that $F\left(z^{k)}\right)$ tends to a point $w_{*}$ in the interior of $C$. Since the inverse of the function $F(z)$ maps the neighbourhood of $w_{*}$ onto a neighbourhood of a point $z_{*},\left|z_{*}\right|<1$, it follows that all the points $z^{(k)}$, from some point onwards, are in an arbitrarily small neighbourhood of $z_{*}$. This contradicts the hypothesis that $\left|z^{(k)}\right| \rightarrow 1$.

To prove (a) it is enough to observe that the finiteness of (10.5) implies that of $\sum\left|c_{n}\right|^{2}$, so that (10.7), qua Fourier series, is summable A almost everywhere. A different argument, which avoids the use of the Riesz-Fischer theorem, runs as follows. The integral (10.4), with $R=1$, is finite. By Fubini's theorem, $\left|F^{\prime}\right|^{\mathbf{2}}$ is integrable on almost every radius, and so, by Schwarz's inequality, this holds for $\left|F^{\prime \prime}\right|$. For every such radius the curve $w=F\left(r e^{i x}\right), 0 \leqslant r<1$, is of finite length, and so $\lim _{r \rightarrow 1} F\left(r e^{i x}\right)=F\left(e^{i x}\right)$ exists.

That $F\left(e^{i x}\right)$ is on $C$ follows from (d). Suppose that $x^{\prime}<x^{\prime \prime}$, and that $F\left(e^{i x}\right)=F\left(e^{i x^{\prime}}\right)=w$. Then, by ( $d$ ), the function $F(z)-w$ tends uniformly to 0 as $z$ approaches any arc $\alpha \leqslant x \leqslant \beta$ interior to $\left(x^{\prime}, x^{\prime \prime}\right)$. The proof of $(b)$ will therefore be complete if we prove the following lemma.
(10.11) Lemma. Let $G(z)$ be any function regular and bounded for $|z|<1$. If $G(z)$ tends to 0 as $z$ approaches an arc of the unit circle, then $G(z) \equiv 0$.

This is a very special case of (7.25), but an elementary proof is immediate. Dividing $G$ if necessary by $z^{k}$, we may suppose that $G(0) \neq 0$. Suppose that an arc of $|z|=1$ on which $G$ vanishes has length greater than $2 \pi / n$, and let $\epsilon=\exp (2 \pi i / n)$. Then

$$
H(z)=G(z) G(\varepsilon z) \ldots G\left(\epsilon^{n-1} z\right)
$$

is regular for $|z|<1$ and tends uniformly to 0 as $|z| \rightarrow 1$. Hence $H(z) \equiv 0$, which contradicts the inequality $H(0)=G^{n}(0) \neq 0$. This proves the lemma and so also (b).

It remains to prove (c). Let $X,|X|=2 \pi$, be the set of angles $x$ such that

$$
F\left(e^{i x}\right)=\lim F\left(r e^{i x}\right)
$$

exists. As the proofs of $(a)$ show, (10.7) is $S\left[F\left(e^{i x}\right)\right]$. (The second proof of (a) shows that $c_{0}+c_{1} r e^{i x}+\ldots$ tends almost everywhere to $F\left(e^{i x}\right)$ as $r \rightarrow 1$, and is majorized by an integrable function.) The correspondence between $X$ and points on $C$ gives a function $t=t(x)$, defined and strictly increasing on $X$, if $X$ is repeated periodically and $t(x)$ is correspondingly extended by the formula $t(x+2 \pi)=t(x)+2 \pi$. If (c) were false, the function $t(x), x \in X$, would have jumps, and the same would hold for the bounded periodic function $w(t(x))=F\left(e^{i x}\right), x \in X$. This is impossible (see p. 89), and the proof of $(10 \cdot 9)$ is complete.
(10.12) Theorem. If $F(z)=\Sigma c_{n} z^{n}$ maps $|z|<1$ conformally onto the interior of a simple closed curve $C$, then $\Sigma c_{n} e^{i n x}$ converges uniformly in $0 \leqslant x \leqslant 2 \pi$.

This is a corollary of ( $10 \cdot 6$ ).
(10.13) Theorem. If the curve $C$ limiting the domain $D$ in (10.9) has a tangent at a point $w_{1} \in C$, then the mapping $w=F(z)$ is angle preserving at the point $z_{1}$ which corresponds to $w_{1}$.

This means that if $\Gamma^{\prime}$ and $\Gamma^{\prime \prime}$ are any two curves approaching $z_{1}$ from $|z|<1$, having tangents at $z_{1}$ and intersecting at an angle $\alpha$ there, then the images $C^{\prime \prime}, C^{\prime \prime}$ of $\Gamma^{\prime}, \Gamma^{\prime \prime}$ have tangents at $w_{1}$ and intersect at an angle $\alpha$.

The existence of the tangent to $C$ at $w_{1}$ means that when $w$ tends to $w_{1}$ along $C$, the ray $\overline{w_{1} w}$ tends to a limiting position. In other words, as $z=e^{i x}$ approaches $z_{1}=e^{i x_{1}}$ from either side, the expression

$$
g(z)=\arg \left\{F(z)-F\left(z_{1}\right)\right\}
$$

tends to a limit, and the two limits differ by $\pi$.
The function $g(z)$, being the imaginary part of the function $\log \left\{F(z)-F\left(z_{1}\right)\right\}$ regular in $|z|<1$, is harmonic for $|z|<1$. It is continuous on $|z|=1$, for $z \neq z_{1}$. It is obviously bounded in the part of $|z|<1$ outside any given neighbourhood of $z_{1}$. It is also bounded in a neighbourhood of $z_{1}$, owing to the existence of the tangent to $C$ at $w_{1}$. Thus $g(z)$ is harmonic and bounded for $|z|<1$, and so is the Poisson integral of $g\left(e^{i x}\right)$.

The function $g\left(e^{i x}\right)$ has jump $d=\pi$ at $x=x_{1}$. By Chapter III, (6.15), $\lim g(z)$ exists as $z$ tends to $z_{1}$ along $\Gamma^{\prime}$ or $\Gamma^{\prime \prime}$, and by the same theorem the two limits differ by $\alpha d / \pi=\alpha$. The existence of the limits of $g(z)$ along $\Gamma^{\prime}$ and $\Gamma^{\prime \prime}$ implies the existence of tangents to $C^{\prime}$ and $C^{\prime \prime}$ at $w_{1}$. The angle between these tangents is $\alpha$, and (10.13) follows.

Suppose now that the curve $C$ in (10.12) is rectifiable. Then the function $F\left(e^{i x}\right)$ is of bounded variation over $0 \leqslant x \leqslant 2 \pi$. Using (8.6), we can therefore complete (10.12) as follows.
(10.14) Theorem. If the boundary of $D$ is rectifiable, the power series for $\boldsymbol{F}(z)$ converges absolutely on $|z|=1$.

Similarly, using (8.2), we have:
(10.15) Theorem. If the boundary of $D$ is rectifiable, the function $F\left(e^{i x}\right)$ is absolutely continuous.

Incidentally, in the case which interests us the proofs of (8.2) and (8.6) simplify, since $F^{\prime}(z) \neq 0$ and so the Blaschke products do not occur.

Let $C$ be rectifiable, and let $s$ be the arc length of $C$ measured from a fixed point on $C$. We may take $s$ as parameter and write ( $10 \cdot 10$ ) in the form

$$
w=w(s)=u(s)+i v(s), \quad 0 \leqslant s \leqslant l, w(0)=w(l)
$$

$l$ being the length of $C$. To any point set $A$ on $C$ corresponds a set $S$ on ( $0, l$ ). We shall call $A$ measurable if $S$ is, and the measure of $A$ will be defined as that of $S$.

Let now $E=(\alpha, \beta)$ be any arc on $|z|=1$, and let $A$ be the image of $E$ on $C$. The length of $A$ is the total variation of $F\left(e^{i x}\right)$ over $\boldsymbol{E}$, and since $F\left(e^{i x}\right)$ is absolutely continuous,

$$
|A|=\int_{E}\left|\frac{d F\left(e^{i x}\right)}{d x}\right| d x
$$

This formula holds if $E$ is a sum of a finite number of non-overlapping open intervals, and so also if $E$ is any open set on $|z|=1$. Passing to complementary sets, we get ( $10 \cdot 16$ ) when $E$ is closed. Since every measurable set $E$ contains a closed set, and is contained in an open set, of measures arbitrarily close to that of $E,(10 \cdot 16)$ is valid for a general measurable set $E$ on $|z|=1$.

In particular, $|E|=0$ implies $|A|=0$.
Conversely, suppose that $|A|=0$. Then $d F\left(e^{i x}\right) / d x=0$ almost everywhere in $E$. By Chapter III, (7•6), if $d F\left(e^{i x}\right) / d x=0$ for $x=x_{0}$ then $F^{\prime \prime}(z) \rightarrow 0$ as $z$ tends to $e^{i x_{0}}$ along a non-tangential path. By (7-25), this can happen only in a set of measure zero, since $F^{\prime} \in H$. Hence $|E|=0$. Thus we have:
(10.17) Theorem. If $C$ is rectifiable, then to sets of measure zero on $|z|=1$ correspond sets of measure zero on $C$, and conversely.

At every point $w_{0}=F\left(e^{i x_{0}}\right)$ such that $d F\left(e^{i x}\right) / d x$ exists and is different from zero, the curve $C$ has a tangent. We have just proved that $d F\left(e^{i x}\right) / d x \neq 0$ almost everywhere. Hence $C$ has a tangent almost everywhere (a result which, of course, also follows from the classical theorem about the existence of the tangent almost everywhere on a rectifiable curve). By ( $10 \cdot 13$ ), the mapping $w=F(z)$ is angle preserving almost everywhere on $|z|=1$.

Let $z_{0}=e^{i x_{0}}$ be such that $d F\left(e^{i x}\right) / d x$ exists and has a finite value $\mu$ there. Then iz $F^{\prime}(z)$ tends to $\mu$ as $z \rightarrow z_{0}$ non-tangentially. Let $z_{1}$ be any point of the segment $\overline{z_{0} z}$. Then

$$
\frac{F(z)-F\left(z_{0}\right)}{z-z_{0}}=\lim _{z_{1} \rightarrow \alpha_{0}} \frac{F(z)-F\left(z_{1}\right)}{z-z_{0}}=\frac{1}{z-z_{0}} \lim _{z_{1} \rightarrow z_{0}} \int_{z_{1}}^{z} F^{\prime \prime}(\zeta) d \zeta=\frac{1}{z-z_{0}} \int_{x_{0}}^{z} F^{\prime}(\zeta) d \zeta,
$$

where the last integral is taken along the segment $\overline{z_{0} z}$. Clearly, the last ratio tends to $\mu / i z_{0}$ as $z \rightarrow z_{0}$ non-tangentially. Hence, at almost every point $z_{0},\left|z_{0}\right|=1$, the function $F(z)$ has an angular derivative

$$
\lim \frac{F(z)-F\left(z_{0}\right)}{z-z_{0}} \text {, where } z \rightarrow z_{0} \text { non-tangentially, }
$$

and this derivative is distinct from zero. In particular, the lengths $\left|z-z_{0}\right|$ and $\left|w-w_{0}\right|$ are asymptotically proportional as $z \rightarrow z_{0}$ non-tangentially.

We conclude by a simple application of conformal mapping to the problem of convergence of Fourier series.

It will be shown in the next chapter that for a continuous $f, S[f]$ need not converge everywhere, still less converge uniformly. However:
(10.18) Theorem. If $f(t)$ is continuous and periodic, there is a strictly increasing function $t=t(\theta), 0 \leqslant \theta \leqslant 2 \pi$, mapping the interval $(0,2 \pi)$ onto itself and such that the Fourier series of $g(\theta)=f(t(\theta))$ converges uniformly.

If there is a continuous and periodic function $\phi(t)$ such that

$$
u=f(t), \quad v=\phi(t), \quad 0 \leqslant t \leqslant 2 \pi
$$

represents a simple closed curve $C$, then the conclusion of ( $10 \cdot 18$ ) is a consequence of (10.12). For $C$ can then also be given by an equation $w=F\left(e^{i \theta}\right)$ where $F(z)$ is a function regular for $|z|<1$, continuous for $|z| \leqslant 1$, with $S\left[F\left(e^{i \theta}\right)\right]$ uniformly convergent. The mapping $t=t(\theta)$ is one-one and continuous. If we select $F$ so that $\theta=0$ for $t=0$, then $t(\theta)$ has the required properties.

The function $\phi(t)$ need not always exist, but it does exist if, for example,

$$
f(0)=f(a)=f(2 \pi) \quad \text { for some } \quad 0<a<2 \pi
$$

and if $f$ is strictly less than $f(0)$ inside ( $0, a$ ) and strictly greater than $f(2 \pi)$ inside ( $a, 2 \pi$ ), or conversely. For then we may take for $\phi$ any function strictly increasing in $(0, a)$ and strictly decreasing in ( $a, 2 \pi$ ).

It is therefore enough to show that in the general case there exists a function $\omega(t)$, $0 \leqslant t \leqslant 2 \pi$, with $\omega(0)=\omega(2 \pi)$, continuous and of bounded variation, such that $f_{1}=f+\omega$ is of the type just mentioned. For, clearly, $S[\omega(t(\theta))]$ is uniformly convergent for any increasing $t(\theta)$ mapping $(0,2 \pi)$ onto itself.

By subtracting a constant from $f$, we may suppose that $\int_{0}^{2 \pi} f d t=0$. We may also suppose that $f(0)=f(2 \pi)=0$. (Otherwise subtract from $f$ the function $f(0) \cos t$, whose integral over ( $0,2 \pi$ ) is zero and which may be incorporated in $\omega(t)$.) It follows that $f$ must vanish at some point $a$ in the interior of $(0,2 \pi)$. Let $M_{1}$ and $M_{2}$ respectively be $\max |f(t)|$ in the intervals $(0, a)$ and $(a, 2 \pi)$, and let $M_{1}, M_{2}$ be attained at points $t_{1}$ and $t_{2}$ of these intervals. Define $\omega_{1}(t)$ as

$$
\begin{array}{rlrl}
\max _{0<\xi<t}|f(\xi)| & \text { for } & 0 \leqslant t \leqslant t_{1} ; & \max _{t \leqslant \xi \leqslant a}|f(\xi)| \\
-\max _{a<\xi<t}|f(\xi)| & \text { for } & t_{1} \leqslant t \leqslant a & \\
\hline
\end{array}
$$

The function $\omega_{1}(t)$ is continuous and of bounded variation, with $\omega_{1}(0)=\omega_{1}(2 \pi)=0$. Moreover, $|f| \leqslant\left|\omega_{1}\right|$, so that $f+\omega_{1}$ is non-negative in ( $0, a$ ) and non-positive in ( $a, 2 \pi$ ).

If $\omega_{2}(t)$ is any continuous function of bounded variation vanishing at the points $0, a, 2 \pi$, strictly positive inside ( $0, a$ ), and strictly negative inside $(a, 2 \pi$ ), then the sum $\omega=\omega_{1}+\omega_{2}$ has the required properties.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. Let $F(z)=u+i v$ be regular for $|z|<1$, and suppose that $u$ and $v$ are non-negative. Show that then

$$
\int_{0}^{2 \pi} \mid F\left(\left.r e^{(x)}\right|^{2-\varepsilon} d x \leqslant C_{\varepsilon}|F(0)|^{2-\varepsilon} \quad(0<r<1 ; 0<\varepsilon<2) .\right.
$$

If $\boldsymbol{\epsilon = 0}$, the integral on the left need not be bounded.
It follows that if the real and imaginary parts $u, v$ of $F(z),|z|<1$, are both bounded below, then both $u\left(e^{i z}\right)$ and $v\left(e^{i x}\right)$ belong to $L^{2-6}$.
[Let $F_{1}(z)=e^{-\pi / / 4} F(z)=u_{1}+i v_{1}$, so that $\left|v_{1}\right| \leqslant u_{1}$. Apply to $F_{1}$ the argument used in the proof of (2.6). The function $F(z)=e^{\hbar \pi i}\{(1+z) /(1-z)\}$, mapping $|z|<1$ onto the first quadrant, is a counter-example for $\varepsilon=0$.]
2. Show that the constant $A$, in (2.4) satisfies an inequality $A, \geqslant A p$ for $p \geqslant 2$. This, coupled with (3.9), shows that $A, \sim A p$ for $p \rightarrow \infty$. (Titchmarsh [4].)
[Consider $f(x)=\frac{1}{\frac{1}{2}}(\pi-x), 0<x<2 \pi$, and obeerve that $f(x)=\log \left(2 \sin \frac{1}{8} x\right) \sim \log x$ for $x \rightarrow+0$.]
3. For any $f \in \mathrm{~L}$ and $0<\epsilon<\pi$, let $f(x ; \epsilon)=-\frac{1}{\pi} \int_{e}^{\pi} \frac{f(x+t)-f(x-t)}{2 \tan \frac{1}{2} t} d t$. Then

$$
\begin{equation*}
f(x ; \epsilon)=\frac{1}{\pi^{2}} \int_{0}^{2 \pi} f(x+t) \frac{1}{2} \cot \frac{1}{\frac{1}{2}} t \log \left|\frac{\sin \nmid(t+\epsilon)}{\sin \frac{1}{y}(t-\epsilon)}\right| d t, \tag{a}
\end{equation*}
$$

(b) $\mathfrak{M}_{p}[f(x ; \epsilon)] \leqslant(1-\epsilon / \pi) \mathbb{M}_{p}[f], \quad p \geqslant 1$. (M. Riesz [1].)
[Let $g(t)$ be the function equal to 0 in $(-\epsilon, \epsilon)$ and to $\frac{1}{\frac{1}{2}} \cot \frac{1}{\frac{1}{t} t}$ elsewhere in $(-\pi, \pi)$. Obeerve that, by Chapter IV, (8.6).

$$
\pi^{f}(x ; \epsilon)=-\int_{-\pi}^{\pi} f(x+t) g(t) d t=-\int_{-\pi}^{\pi} f(x+t) \tilde{g}(t) d t,
$$

and use Chapter II, p. 72, Example 20.]
4. Let $\Phi, \Psi$ and $\Phi_{1}, \Psi_{1}$ be two pairs of Young's complementary functions. If for every $f \in \mathrm{~L}_{\Phi}^{*}$, $f$ belongs to $\mathrm{L}_{\Phi_{\mathrm{a}}}^{*}$ and if $A$ is a constant independent of $f$ such that $\|f\|_{\Phi_{1}} \leqslant A\|f\|_{\Phi}$ (such an $A$ always exists), then for every $g \in L_{\Psi_{1}}^{*}$ we have $\bar{g} \in L_{\Psi}^{*}$. Moreover,

$$
\|\bar{g}\|_{\Psi} \leqslant 2 A\|g\|_{\Psi_{1}} .
$$

(It is sufficient to show that if $\|v\|_{\Phi_{1}} \leqslant A\|u\|_{\Phi}$ for every $u+i v$ regular for $|z|<1$ and satisfying $v(0)=0$, then $\|v\|_{\Psi} \leqslant 2 A\|u\|_{\Psi_{1}}$. If $h$ is any trigonometric polynomial such that $\mathfrak{M r}[\Phi(|h|)] \leqslant 1$, we have

$$
\|v\|_{T}=\sup _{h}\left|\int_{0}^{2 \pi} v h d x\right|=\sup _{h}\left|\int_{0}^{2 \pi} u \hbar d x\right| \leqslant 2 A \sigma\|u\|_{\Psi_{1}},
$$

where $\sigma=\max \left\{1, \sup \operatorname{MR}\left[\Phi_{1}(|\hbar| / 2 A)\right]\right\}$ (Chapter IV, (10.6)). On the other hand, $\operatorname{since} \operatorname{MR}[\Phi(|h|)] \leqslant 1$, we have $\|h\|_{\Phi} \leqslant 2$, and so $\|\hbar\|_{\Phi_{1}} \leqslant A\|h\|_{\Phi} \leqslant 2 A$. Hence (Chapter IV, (10-4)) $\mathbb{M R}^{2}\left[\Phi_{1}(|\hbar| / 2 A)\right] \leqslant 1$, $\sigma=1$, and $\|v\|_{\boldsymbol{T}} \leqslant 2 A\|u\|_{\boldsymbol{T}_{i}}$ ]
5. Let $f(x)$ be concave and non-negative for $x \geqslant 0$, have a continuous derivative for $x>0$, and tend to $+\infty$ with $x$. Let $S(x)=\int_{0}^{x} s(t) d t$. Let $R(x)$ be non-negative and convex for $x \geqslant 0$, have its first two derivatives continuous for $x>0$, and tend to $+\infty$ with $x$. Suppose, in addition, that there is a constant $C$ such that

$$
S^{\prime \prime}(x)+S^{\prime}(x) / x \leqslant C R^{\prime \prime}(x) .
$$

Then $f \in \mathrm{~L}_{R}$ implies $f \in \mathrm{~L}_{s}$.
[The proof is subetantially the same as that in 83 . Obeorve that $S(2 x) \leqslant C_{1} S(x)$, with $C_{1}$ independent of $x$. If $S(x) \leqslant R(x)$, then we have $\mathfrak{M}[S(|f|)] \leqslant C_{1} \mathfrak{M}[R(|f|)]$, with $C_{1}$ independent of $f$.]
6. If $\alpha>0$ and if $|f|\left(\log ^{+}|f|\right)^{\alpha} \in L$, then $|f| \log ^{\alpha-1}(2+|f|) \in L$, and

$$
\int_{0}^{2 \pi}|f| \log ^{\alpha-1}(2+|f|) d x \leqslant A_{\alpha} \int_{0}^{2 \pi}|f|\left(\log ^{+}|f|\right)^{\alpha} d x+B_{\alpha}
$$

7. The preceding result is false for $\alpha=0$. (Titchmarsh [1].)
[Take $f(x)=\Sigma \cos n x / \log \log n$. By Chapter V, $(2 \cdot 17),|f| / \log |f|$ is of the order

$$
(x \log 1 / x \log \log 1 / x)^{-1} \text { for } x \rightarrow+0
$$

The true form of Example 6 for $\alpha=0$ is theorem (2.6).]
8. Example 6 has a converse analogous to (2•10), namely: if both $|f|\left(\log ^{+}|f|\right)^{\alpha-1}$ and $|f|\left(\log ^{+}|f|\right)^{\alpha-1}$ are integrable for an $\alpha \geqslant 1$, and if $f$ is bounded below, then $|f|\left(\log ^{+}|f|\right)^{\alpha} \in L$. The result can also be stated in the form of an incquality analogous to (2.25).
9. If $\int_{0}^{2 \pi} \exp |f|^{\alpha} d x<\infty$, where $\alpha>0$, then $\exp \lambda|f|^{\beta}$ is integrable for $\beta=\alpha /(\alpha+1)$ and $\lambda<\lambda_{0}(\alpha)$.
10. Let $f(r, x)$ be the Poisson-Stieltjes integral of a function $F(x)$ of bounded variation over $0 \leqslant x \leqslant 2 \pi, F^{*}$ given by ( $1 \cdot 7$ ). Then, for $0<\mu<1$,
(i) $\mathscr{R}_{\mu}[f(r, x)] \leqslant B_{\mu} \int_{0}^{2 \pi}|d F|$.
(ii) $\quad 9 R_{\mu}\left[f(r, x)-F^{*}(x)\right] \rightarrow 0 \quad(r \rightarrow 1)$
(see (2-39)). Similarly, if $\sigma_{n}$ is the ( $\mathrm{C}, 1$ ) mean of $\mathrm{S}[d F]$, then
(iii) $\mathfrak{R}_{\mu}\left[\tilde{\sigma}_{n}\right] \leqslant B_{\mu} \int_{0}^{2 \pi}|d F|$,
(iv) $\quad M_{\mu}\left[\tilde{\sigma}_{n}-F^{*}\right] \rightarrow 0 \quad(n \rightarrow \infty)$.
[For (ii) and (iv) use Chapter I, (11-9).]
11. Let $0<\alpha<1,1 \leqslant p \leqslant \infty$. Then (i) $f \in \Lambda_{\mathcal{\prime}}$ if and only if its Poisson integral $u(r, x)$ satisfies $m_{\boldsymbol{x}}\left[u_{x}(r, x)\right]=O\left(\delta^{\alpha-1}\right)($ Hardy and Littlewood [10], [19]); (ii) $f \in \Lambda \in$ if and only if

$$
\mathscr{P}_{p}\left[u_{\mathrm{kn}}(r, x)\right]=O\left(\delta^{-1}\right) .
$$

12. Let $f \in \Lambda_{a}^{p}, q>p \geqslant 1$. Then $f \in \Lambda_{a-p^{-t}+q^{-1}}$.
[A corollary of (5.1) and of Chapter IV, (6.34).]
13. Let $f \in \Lambda^{p}, q>p \geqslant 1$. Then $f \in \Lambda_{i-p^{-1}+e^{-2}}^{q}$.
14. A trigonometric series $T$ is of the class $\Lambda_{\alpha}, 0<\alpha \leqslant 1$, if and only if its ( $C, 1$ ) mean $\sigma_{n}(x)$ sstisfies the condition $\sigma_{n}^{\prime}(x)=O\left(n^{1-\alpha}\right)$ uniformly in $x$. The condition $\mathfrak{M},\left[\sigma_{n}^{\prime}\right]=O\left(n^{1-\alpha}\right)$ is necessary and sufficient for $T$ to belong to $\Lambda_{\alpha}^{p}, 1<p<\infty$.
15. Let $f(x)$ and $\phi(x)$ be defined almost everywhere in the intervals $a \leqslant x<b$ and $a \leqslant x \leqslant b$ respectively, and extended outside $(a, b)$ by the conditions

$$
f(x+h)=f(x), \quad \phi(x+h)-\phi(x)=\phi(b)-\phi(a),
$$

where $h=b-a$. Modifying slightly the notation of § 4, we may say that the integral (*) $\int_{a}^{b} f(x) d \phi(x)$ exista in the B-sense, and has value $J$, if the sums

$$
I(t)=\Sigma f\left(t+\xi_{i}\right)\left[\phi\left(t+x_{i}\right)-\phi\left(t+x_{i-1}\right)\right]
$$

tend in measure to $J$ as $\max \left(x_{i}-x_{j-1}\right) \rightarrow 0$. Show that
(i) If $\phi$ is of bounded variation and the integral (*) exists as a Lebesgue-Stieltjes integral, then it exists also in the B-sense, and both integrals have the same value;
(ii) The conjugate series of an $S[d F]$ is $S[d F]$, the coefficients of the latter series being defined in the B-sense.
16. Under the hypothesis of $(7 \cdot 15)$ the product (7.16) converges absolutely and uniformly outside every circle $|z|=r>1$, provided we suppress in the product the finite number of terms having poles there. If an arc of $|z|=1$ does not contain a limit point of the sequence $\left\{\xi_{n}\right\}$, the product converges absolutely and uniformaly in the two-sided neighbourhood of that arc, and so the inner and outer functions are analytic continuations of each other.
17. Under the hypothesis of (7-15) the function (7-16), regular for $|z|<1$, has a radial limit at the point $e^{i x}$, if

$$
\Sigma \frac{1-\left|\zeta_{\nu}\right|}{\left|e^{i x}-\zeta_{\nu}\right|}<\infty . \quad \text { (Frostman [1].) }
$$

[We verify, for instance geometrically, that for $z=r e^{i z}$ the second term in (7.17) is majorized by a constant multiple of $\left(1-\left|\zeta_{\nu}\right|\right) /\left|e^{i r}-\zeta_{\nu}^{*}\right|$ for $0<r<1$. Observe that

$$
\left.\left|e^{x x}-\zeta_{\nu}^{*}\right|=\left|e^{x x}-\zeta_{\nu}\right|\left|\zeta_{\nu}\right|^{-1} \cdot\right]
$$

## CHAPTER VIII

## DIVERGENCE OF FOURIER SERIES

## 1. Divergence of Fourier series of continuous functions

In Chapter II we gave sufficient conditions for the convergence of Fourier series. We shall now investigate how far these tests are best possible. It will appear that (apart from possible minor improvements) the problem of the convergence of Fourier series at an individual point has reached a stage where we can hardly hope for essentially new positive results, at least if we use only the classical devices of Chapter II. Such tests as Dini's or Dini-Lipschitz's represent limits beyond which we encounter actual divergence.
(1-1) Theorem. There exists a continuous function whose Fourier series diverges at a point.

This was first shown by P. du Bois Reymond. Since then several other such constructions have been found, and we reproduce here two of them. One is due to Fejér and is remarkable for its elegance and simplicity. The other, that of Lebesgue, lies nearer the root of the matter and can be used in many similar problems.
(i) Lebesgue's proof. We know that if $n$ is large enough, there is a continuous function $f(x)=f_{n}(x)$ not exceeding $l$ in absolute value, such that $S_{n}\left(0 ; f_{n}\right)$ is as large as we please; we may take for $f(x)$ the function $\operatorname{sign} D_{n}(x)$ smoothed out at the points of discontinuity (Chapter II, §12). This function $f$ depends on $n$. To obtain a fixed continuous $f$ such that $S_{n}(0 ; f)$ is unbounded as $n \rightarrow+\infty$, we appeal to Theorem (9.11) of Chapter IV. If we replace there $y_{n}(t)$ by $D_{n}(t), x(t)$ by $f(t)$, and use the fact that the Lebesgue constant $L_{n}$ tends to $+\infty$, we see $\dagger$ that there is a continuous $f$ such that $S_{n}(0 ; f) \neq O(1)$.

Let $\left\{\lambda_{n}\right\}$ be any sequence of positive numbers tending to $+\infty$ more slowly than $\log n$. Since the integral of $\left|D_{n}(t)\right| \lambda_{n}^{-1}$ over $(0, \pi)$ tends to $+\infty$, by applying Chapter IV, ( $9 \cdot 11$ ) again, we obtain the following result:
(1-2) Theorem. Given any sequence $\lambda_{n}=o(\log n)$, there is a continuous $f$ such that $S_{n}(0 ; f) \geqslant \lambda_{n}$ for infinitely many $n$.

We know that $S_{n}(x ; f)=o(\log n)$, uniformly in $x$, if $f$ is continuous (Chapter II, $\S 11$. We now see that this result cannot be improved.

Applying Theorem (9.5) of Chapter IV in its most general form to the proof of (9•11) in Chapter IV, we obtain a result from which we may conclude that the set of continuous functions $f$ with $S[f]$ convergent at the point 0 , or at any other fixed point, forms a set of the first category in the space $C$ of all continuous and periodic functions. Thus the set of continuous functions with Fourier series

[^15]convergent at some rational point or other is again a set of the first category. Hence, we have the following theorem:
(1-3) Theorem. If we reject from the space $C$ a certain set of the first category, the Fourier series of the remaining functions have points of divergence in every interval.
(ii) Fejér's proof. Let $N>n>0$, and let us consider the two polynomials
\[

$$
\begin{align*}
& Q(x, N, n)=2 \sin N x \sum_{1}^{n} \frac{\sin k x}{k}, \\
& R(x, N, n)=2 \cos N x \sum_{1}^{n} \frac{\sin k x}{k} . \tag{1.5}
\end{align*}
$$
\]

Clearly,

$$
\begin{align*}
& Q=\frac{\cos (N-n) x}{n}+\frac{\cos (N-n+1) x}{n-1}+\ldots \\
&+\frac{\cos \left(\frac{N-1) x}{1}-\cos (N+1) x\right.}{1}-\ldots-\frac{\cos (N+n) x}{n}
\end{align*}
$$

is a purely cosine polynomial with terms of rank varying from $N-n$ to $N+n$. Similarly, $R=-\tilde{Q}$ is a purely sine polynomial.

Since the partial sums of the series $\sin x+\frac{1}{2} \sin 2 x+\ldots$ are uniformly bounded, the polynomials $Q$ and $\tilde{Q}$ are uniformly bounded in $x, N, n$, say

$$
|Q| \leqslant C, \quad|\tilde{Q}| \leqslant C
$$

On the other hand, at $x=0$ the sum of the first (or last) $n$ terms of $Q(x, N, n)$ in (1.6) is $1 / n+\ldots+1 / 2+1>\log n$, and so is large with $n$.

Let $\left\{N_{k}\right\}$ and $\left\{n_{k}\right\}$ be any two sequences of positive integers, with $n_{k}<N_{k}$, and let $\alpha_{k}>0, \alpha_{1}+\alpha_{2}+\ldots<\infty$. The series

$$
\begin{align*}
& \Sigma \alpha_{k} Q\left(x, N_{k}, n_{k}\right) \\
& \Sigma \alpha_{k} \tilde{Q}\left(x, N_{k}, n_{k}\right) \tag{1.9}
\end{align*}
$$

converge to continuous functions, which we denote by $f(x), g(x)$ respectively. If $N_{k}+n_{k}<N_{k+1}-n_{k+1}$ for all $k$, the ranks of non-zero terms in different $Q$ 's do not overlap. Similarly for the $\tilde{Q}$ 's. Therefore, unbracketing the terms, we may represent ( 1.8 ) and ( 1.9 ) as trigonometric series

$$
\begin{align*}
& \Sigma a_{\nu} \cos \nu x, \\
& \Sigma a_{\nu} \sin \nu x .
\end{align*}
$$

Denoting the partial sums of these series by $s_{n}(x)$ and $t_{n}(x)$, we see that $s_{N_{k}+n_{k}}(x)$ and $t_{N_{k}+n_{l}}(x)$ converge uniformly, so that the series ( $1 \cdot 10$ ) and (1-11) are $S[f]$ and $S[g]$, respectively. Moreover, $\mathrm{S}[g]=\mathrm{S}[f]$. Since

$$
\left|s_{N_{k}+n_{k}}(0)-s_{N_{k}}(0)\right|>\alpha_{k} \log n_{k},
$$

$S[f]$ will certainly be divergent at $x=0$ if $\alpha_{k} \log n_{k}$ does not tend to zero. Thus, if, for example,

$$
\alpha_{k}=k^{-2}, \quad \frac{1}{2} N_{k}=n_{k}=2^{k^{3}},
$$

the Fourier series of the continuous function $f$ defined by $(1-8)$ diverges at the point 0 .
It is easy to see that both ( $1 \cdot 10$ ) and (1-11) converge uniformly for $\delta \leqslant|x| \leqslant \pi$ for any $\delta>0$. This follows from the fact that the partial sums of $Q\left(x, N_{k}, n_{k}\right)$ and $Q\left(x, N_{k}, n_{k}\right)$
are bounded in that interval uniformly in $x$ and $k$. (Observe that the partial sums of the series $\frac{1}{2}+\cos x+\cos 2 x+\ldots$ are uniformly bounded in ( $\delta, \pi$ ) and use (2.4) of Chapter I.) Since $S[g]$ contains sines only, it converges for $x=0$, and so everywhere.
(1-13) Theorem. There is a continuous function whose Fourier series converges everywhere, but not uniformly.

Consider the sum $g(x)$ of (1-9) satisfying (1-12). The corresponding series (1-11) converges everywhere. But for $x=\pi / 4 n, N=2 n$, the sum of the first $n$ terms of $\bar{Q}(x, N, n)$ exceeds
so that

$$
\begin{gathered}
\left(1+2^{-1}+\ldots+n^{-1}\right) \sin \frac{1}{4} \pi>2^{-t} \log n \\
\left|t_{3 n_{k}}\left(x_{k}\right)-t_{2 n_{k}}\left(x_{k}\right)\right| \geqslant 2-\frac{1}{\alpha_{k}} \log n_{k}
\end{gathered}
$$

for some $x_{k}$, which proves (1-13).
(1-14) Theorem. There is a power series $c_{0}+c_{1} z+\ldots$ regular for $|z|<1$, continuous for $|z| \leqslant 1$, and divergent for $z=1$.

With the previous notation, $\mathrm{S}[g]=\bar{S}[f]$, and so the power series $c_{0}+c_{1} z+\ldots$ which reduces to $S[f]+i S[g]$ for $z=e^{i x}$ has the required properties.

If we set

$$
\alpha_{k}=2^{-k}, \quad n_{k}=\frac{1}{2} N_{k}=2^{2^{k}}
$$

in ( 1.8 ) and ( 1.9 ), the partial sums $s_{n}(x)$ and $t_{n}(x)$ are uniformly bounded. (Under the hypothesis (1-12) they were not.) As before, $\left\{8_{n}(0)\right\}$ diverges, and $\left\{t_{n}(x)\right\}$ converges everywhere but not uniformly.
(1-16) Theorem. There exist continuous functions $F(x)$ and $G(x)=\tilde{F}(x)$ such that $S[F]$ diverges at a dense set of points, while $S[G]$ converges everywhere, though in no interval uniformly.

Let $f(x)$ and $g(x)$ be the functions (1.8) and (1.9) satisfying (1-15). Let $E$ be a denumerable set of points $r_{1}, r_{2}, \ldots$ dense in $(0,2 \pi)$, and let $\epsilon_{1}+\epsilon_{2}+\ldots$ be any convergent series with positive terms. We set

$$
F(x)=\Sigma \varepsilon_{i} f\left(x-r_{i}\right), \quad G(x)=\Sigma \varepsilon_{i} g\left(x-r_{i}\right),
$$

and denote by $F_{k}(x)$ and $G_{k}(x)$ the partial sums of these series. The series defining $F$ converges uniformly, and we obtain a partial sum of $S[F]$ by adding the corresponding partial sums of $S\left[\epsilon_{i} f\left(x-r_{i}\right)\right]$ for all $i$.

Write

$$
F=F_{k}+R_{k}, \quad G=G_{k}+R_{k}^{*}
$$

$$
S[F]=S\left[F_{k}\right]+S\left[R_{k}\right], \quad S[G]=S\left[G_{k}\right]+S\left[R_{k}^{*}\right]
$$

and suppose that an $\eta>0$ is given. We know that the partial sums of $S[f]$ and $S[g]$ are uniformly bounded, say are less than $A$ in absolute value. Thus the partial sums of $S\left[R_{k}\right]$ and $S\left[R_{k}^{*}\right]$ are less than

$$
A\left(\epsilon_{k+1}+\epsilon_{k+2}+\ldots\right)<\eta
$$

in absolute value, provided $k=k(\eta)$ is large enough. We conclude that
(i) $S[F]$ diverges at every point $r_{i}, l \leqslant i \leqslant k$, at which the oscillation of the partial sums of $S\left[\epsilon_{i} f\left(x-r_{i}\right)\right]$ exceeds $\eta$;
(ii) if $x$ is not in $E$, the oscillation of the partial sums of $S[F]$ at $x$ is less than $\eta$;
(iii) the oscillation of $S[G]$ is less than $\eta$ at every $x$.

Since $\eta$ and $1 / k$ may be arbitrarily small, we see from (i) and (ii) that $S[F]$ diverges in $E$ and converges outside $E$. From (iii) we see that $S[G]$ converges everywhere. It remains only to show that this convergence is non-uniform in the neighbourhood of every $r_{h}$.

Since $S\left[g\left(x-r_{h}\right)\right]$ converges non-uniformly in the neighbourhood of $r_{h}$, so does the Fourier series of $\epsilon_{h} g\left(x-r_{h}\right)+R_{k}^{*}$, provided $k$ is large enough. This sum differs from $G$ by a sum of a finite number of functions whose Fourier series all converge uniformly in a sufficiently small neighbourhood of $r_{h}$. Thus $S[G]$ converges non-uniformly in the neighbourhood of $r_{h}$.

The preceding argument gives more than we set out to prove, since it shows that, given any denumerable set $E$ in $(0,2 \pi)$ there is a continuous $f$ such that $S[f]$ diverges in $E$ and converges outside $E$.

The problem of the existence of a continuous $f$ with $S[f]$ divergent everywhere (or even almost everywhere) is still open, and seems to be very difficult. It a simple matter, however, to construct a continuous $f$ with $S[f]$ divergent in a non-denumerable set of points. For let $r_{1}, r_{2}, \ldots$ be a sequence containing every rational point of ( $0,2 \pi$ ) infinitely many times, and let

$$
f(x)=\Sigma k^{-2} Q\left(x-r_{k}, 2.2^{k^{2}}, 2^{k^{2}}\right) .
$$

The function $f$ is continuous, and $S[f]$ is obtained by replacing each $Q$ by the expression ( $1 \cdot 6$ ). At every rational point in ( $0,2 \pi$ ), $S[f]$ will contain infinitely many blocks of terms with sums exceeding $k^{-2} \log 2^{k}$ for some arbitrarily large values of $k$. It follows that the $S_{n}(x ; f)$ are unbounded in a dense set of points, and it is enough to apply ChapterI, (12-2). Our $S[f$ ]even turns out to be divergent in a set of the second category.
(1-17) Theorem. There is a power series $\Sigma c_{n} z^{n}=\Phi(z)$ regular for $|z|<1$, continuous for $|z| \leqslant 1$, convergent on $|z|=1$ but non-uniformly on every arc of $|z|=1$.

We first construct a series with a single point of non-uniform convergence. Let

$$
P(z)=P(z, N, n)=\sum_{k=1}^{n} \frac{z^{N-k}}{k}-\sum_{k=1}^{n} \frac{z^{N+k}}{k}
$$

be the power polynomial whose real part on $z=e^{i x}$ is $Q$ (see (1.8)), and let $P^{*}(x)=P\left(e^{i x}\right)$. By (1-7), $\left|P^{*}(x)\right| \leqslant C_{1}$, and summation by parts easily gives

$$
\left|S_{m}\left(x ; P^{*}\right)\right| \leqslant C_{2}|x|^{-1} \quad(0 \leqslant x \mid \leqslant \pi),
$$

where $C_{1}$ and $C_{2}$ are absolute constants. In particular,

$$
\left|S_{m}\left(\frac{1}{k} ; P^{*}\right)\right| \leqslant C_{2} k \quad(k=1,2, \ldots)
$$

Consider the series

$$
\sum_{k=1}^{\infty} \alpha_{k} P\left(z e^{i / k}, N_{k}, n_{k}\right) \quad\left(\alpha_{k}=k^{-3}, \frac{1}{2} N_{k}=n_{k}=2^{k^{2}}\right)
$$

It converges uniformly in $|z| \leqslant 1$ to a continuous $\Phi(z)$. Since any partial sum of the Taylor series $\Sigma c_{n} z^{n}$ of $\Phi$ is a partial sum of (1-20) augmented by a partial sum of some $\alpha_{k} P\left(z e^{i / k}, N_{k}, n_{k}\right)$, we immediately deduce from (1-18) that $\Sigma c_{n} e^{i n x}$ converges uniformly outside every neighbourhood of $x=0$, and from (1-19) that $\sum c_{n} e^{i n x}$ converges at $x=0$.

On the other hand, $\Sigma c_{n} e^{i n x}$ does not converge uniformly on $|z|=1$ since the sum of the first half of the terms of $\alpha_{k} P\left(z e^{i / k}, N_{k}, n_{k}\right)$ exceeds at $z=e^{-i / k}$ a fixed positive multiple of $\alpha_{k} \log n_{k} \geqslant C_{3}>0$.

To obtain non-uniform convergence on every arc of $|z|=1$ we proceed as in the proof of (1-16).

Divergent Fourier series of bounded functions can also be obtained by means of Riesz products (Chapter V, §7).
(1-21) Theorem. The Riesz product

$$
\prod_{k=1}^{\infty}\left(1+i \cos 10^{k} x\right)
$$

is a Fourier series whose partial sums are uniformly bounded and which is divergent in a set of points of the power of the continuum in every interval.

In Chapter V, §7, we proved that the partial products $p_{N}(x)$ of (1-22) are uniformly bounded, which implies that ( $1-22$ ) is an $S[f]$ with $f$ bounded. We note that every partial sum of $S[f]$ is. for some $N$, of the form $p_{N}+\left(\right.$ a partial sum of $\left.p_{N+1}-p_{N}\right)$. Now

$$
\left|p_{N+1}-p_{N}\right|=(N+1)^{-1}\left|\cos 10^{N+1} x\right|\left|p_{N}\right|=O\left(N^{-1}\right)
$$

Since $p_{N+1}-p_{N}$ is a polynomial of order $10+10^{2}+\ldots+10^{N+1}<10^{N+2}$, and since the Lebesgue constant $L_{n}$ is $O(\log n)$, it follows that all the partial sums of $p_{N+1}-p_{N}$ are $O(N) . O\left(N^{-1}\right)=O(1)$, uniformly in $N$. Since the $p_{N}$ are uniformly bounded, the same holds for the partial sums of $S[f]$.

Using the formula $1+z=\exp \left\{z+O\left(|z|^{2}\right)\right\}$, for $|z|$ small, we have

$$
\begin{equation*}
p_{N}(x)=\exp \left\{i \sum_{1}^{N} k^{-1} \cos 10^{k} x\right\} \cdot \exp F_{N}(x) \tag{1-23}
\end{equation*}
$$

where $\left\{F_{n}\right\}$ converges uniformly to a finite limit. Since the series $\Sigma k^{-1} \cos 10^{k} x$ diverges in a set $E$ which is of the power of the continuum (even of the second category) in every interval (see Chapter VI, (6.3), especially Remarks (b) and (c), to it), and since the terms of the series tend to 0 , the divergence of $p_{N}$-and so also of $S[f]$-in $E$ follows.

Our function is complex-valued, $f=f_{1}+i f_{2}$, but as may be soen from (1.23) both $S\left[f_{1}\right]$ and $S\left[f_{2}\right]$ diverge in $E$.

## 2. Further examples of divergent Fourier series

The Dini-Lipschitz theorem (Chapter II, (10.3)) asserts that if the modulus of continuity $\omega(\delta)$ of a function $f$ is $\delta\left\{(\log \delta)^{-1}\right\}$, then $S[f]$ converges uniformly. The same argument shows that if $\omega(\delta)=O\left\{(\log \delta)^{-1}\right\}$ the $S_{n}(x ; f)$ are uniformly bounded. However,
(2-1) Theorem. There exist tuo continuous functions $f(x)$ and $g(x)=f(x)$, both having modulus of continuity $O\left\{(\log \delta)^{-1}\right\}$, such that $S[f]$ diverges at some point, while $S[g]$ converges everywhere but not uniformly.

As before, we define $f$ and $g$ by the series (1.8) and (1.9), and assume (1.15). We know that $S[f]$ oscillates finitely at $x=0$, and that $S[g]$ converges everywhere, but not uniformly. To prove the inequalities for $\omega(\delta ; f)$ and $\omega(\delta ; g)$, for example for the former,
we take any $0<h \leqslant \frac{1}{2}$ and define $\nu=\nu(h)$ as the largest integer $k$ satisfying $2^{2 t} \leqslant 1 / h$. We break up the sum defining $f$ into two parts, $f_{1}(x)$ and $f_{2}(x)$, the latter consisting of the terms with indices greater than $\nu$. Then by (1-7),

Now, by (1-4),

$$
\left|f_{2}(x+h)-f_{2}(x)\right| \leqslant 2 C \sum_{v+1}^{\infty} 2^{-k}=4 C \cdot 2^{-r-1} \leqslant 4 C /|\log h| .
$$

$$
\begin{gathered}
Q^{\prime}(x, N, n)=-N \tilde{Q}(x, N, n)+2 \sin N x \sum_{1}^{n} \cos k x \\
\left|Q^{\prime}\right| \leqslant N C+2 n=n C^{\prime} \quad \text { for } \quad N=2 n, C^{\prime}=2 C+2
\end{gathered}
$$

(We could also use Chapter III, (13-16).) By the mean-value theorem.

$$
\begin{align*}
\left|f_{1}(x+h)-f_{1}(x)\right| & \leqslant C^{\prime} h\left[2^{-1} 2^{2^{1}}+2^{-2} 2^{2^{3}}+\ldots+2^{-\nu} 2^{2 \nu}\right] \\
& =O\left(h 2^{-\nu} 2^{2^{\nu}}\right)=O\left(2^{-\nu}\right)=O\left\{(\log h)^{-1}\right\} .
\end{align*}
$$

Since $|f(x+h)-f(x)|$ does not exceed the sum of (2.2) and (2.3), (2.1) is established. Arguing as in the preceding section, we can construct $f$ and $g=f$, with moduli of continuity $O\left\{(\log \delta)^{-1}\right\}$, such that $S[f]$ diverges in a set of points everywhere dense, and $S[g]$ converges everywhere but non-uniformly in every interval. Also the function $\Phi$ of Theorem ( $1 \cdot 17$ ) may be made to have modulus of continuity $O\left\{(\log \delta)^{-1}\right\}$ on $|z|=1$.

We shall now show that, in a sense, the Dini condition (Chapter II, (6•1)) cannot be improved.
(2.4) Theorem. Given any continuous $\mu(t) \geqslant 0$ such that $\mu(t) / t$ is not integrable in the neighbourhood of $t=0$, we can find a continuous function $f$ such that $|f(t)-f(0)| \leqslant \mu(t)$ for small $t$ and $S[f]$ diverges at $t=0$.

Let

$$
\chi_{n}(t)=\mu(t) \frac{\sin n t}{2 \tan \frac{1}{2} t} .
$$

If $\mathfrak{M}\left[\chi_{n}\right] \neq O(1)$ as $n \rightarrow \infty$, we can find a continuous $g(x),|g| \leqslant 1$, such that the integral of $\chi_{n}(t) g(t)$ over $(-\pi, \pi)$ is unbounded for $n \rightarrow \infty$ (Chapter IV, (9•11)). This means that $S[f]$, with $f=g \mu$, diverges at the point 0 . Since we may suppose that $\mu(0)=0$, we have $|f(t)-f(0)|=|f(t)| \leqslant \mu(t)$.

It remains to show that our hypotheses imply $\mathfrak{M}\left[\chi_{n}\right] \neq O(1)$. This we shall deduce from Theorem (4•15) of Chapter II. Let us thereset $\beta(t)=|\sin t|$, and $\alpha(t)=\left|\mu(t) \frac{1}{2} \cot \frac{1}{2} t\right|$ if $0<\epsilon \leqslant|t| \leqslant \pi, \alpha(t)=0$ elsewhere. Denote the corresponding integral by $I_{n}(\epsilon)$. Since $\mathfrak{P}\left[\chi_{n}\right] \geqslant I_{n}(\epsilon)$, we have

$$
\liminf \mathfrak{M}\left[\chi_{n}\right] \geqslant \liminf I_{n}(\epsilon)=\lim I_{n}(\epsilon)
$$

Since the function $\mu(t) \frac{1}{2} \cot \frac{1}{2} t$ is not integrable, we may make $\lim I_{n}(\epsilon)$ as large as we please by taking $\epsilon$ small enough. This shows that $\mathfrak{R}\left[\chi_{n}\right] \rightarrow \infty$ and the proof of (2.4) is completed.

The case $\mu(t)=o(\log 1 /|t|)^{-1}\left(\right.$ taking, for example, $\mu(t)=(\log 1 /|t|)^{-1}(\log \log 1 /|t|)^{-1}$ for small $|t|$ ) is of interest in connexion with the Dini-Lipschitz test. It shows that the latter is primarily a test for uniform convergence, and the relation

$$
f\left(x_{0}+t\right)-f\left(x_{0}\right)=o\left\{(\log 1 /|t|)^{-1}\right\} \text { as } t \rightarrow 0
$$

does not ensure the convergence of $S[f]$ at $x_{0}$.

This observation can be completed as follows. Let $f$ be a continuous function with $S[f]$ divergent at the point 0 , such that $\left.f(0)=0, f(t)=\alpha(\log |t|)^{-1}\right\}$. Let $f_{1}(t)=f(t)$, $f_{2}(t)=0$ for $0 \leqslant t \leqslant \pi$, and $f_{1}(t)=0, f_{8}(t)=f(t)$ for $-\pi \leqslant t<0$. Since $f=f_{1}+f_{2}$, it follows that either $S\left[f_{1}\right]$ or $S\left[f_{2}\right]$, say the former, diverges at $t=0$. Let $(a, b)=\left(-\frac{1}{2} \pi, 0\right)$. The function $f_{1}$ is zero in $(a, b)$, and so $a$ fortiori its modulus of continuity there is $\left.\alpha(\log \delta)^{-1}\right\}$. Moreover,

$$
\left.\left.f_{1}(a-t)-f_{1}(a)=\alpha(\log 1 / t)^{-1}\right\}, \quad f_{1}(b+t)-f_{1}(b)=\alpha\{\log 1 / t)^{-1}\right\} \quad \text { as } \quad t \rightarrow+0
$$

so that $f_{1}(x+t)-f_{1}(x)=\mathrm{o}\left\{(\log |t|)^{-1}\right\}$ uniformly in $a \leqslant x \leqslant b$. None the less $S\left[f_{1}\right]$ diverges at an end-point of $(a, b)$. Hence in Theorem ( $10 \cdot 5$ ) of Chapter II we do not have uniform convergence in $(a, b)$, even if we assume additionally that $f(x+t)-f(x)=0\left\{(\log |t|)^{-1}\right\}$ at the endpoints of $(a, b)$.

We know that Fourier series with coefficients $O(1 / n)$ converge at every point at which they are summable ( $\mathrm{C}, 1$ ). Fourier series of continuous functions with such coefficients converge uniformly. We shall now show that the condition $O(1 / n)$ cannot be replaced by anything weaker.
(2-5) Theorem. Given any function $\chi(u), 0 \leqslant u<+\infty$, tending to $+\infty$ wiih $u$, we can find two continuous functions $f(x)$ and $g(x)=f^{\prime}(x)$ having coefficients $O\{\chi(n) / n\}$ and such that
(i) $\mathrm{S}[f]$ diverges at a point;
(ii) $\mathrm{S}[g]=\mathrm{S}[f]$ converges everywhere, but not uniformly.

Part (i) shows, in particular, that Theorem (1-26) of Chapter III does not hold if we weaken the condition that the terms of the series are $O(l / n)$. Replacing, if necessary, $\chi(u)$ by $\chi_{1}(u)=\inf _{v \geqslant u} \chi(v)$, we may assume that $\chi(u)$ is increasing.

In the proof of (i) we shall slightly modify the polynomials $Q$, using instead the polynomials

$$
Q(x ; N, n, m)=2 \sin N x \sum_{m}^{n} \frac{\sin \nu x}{\nu} \quad(0<m<n<N),
$$

which are uniformly bounded and have only terms of ranks between $N-n$ and $N+n$. The sum of the terms of rank not exceeding $N$ has at $x=0$ the value

$$
\sum_{m}^{n} \frac{1}{v}>\int_{m}^{n} \frac{d u}{u}=\log (n / m)
$$

Thus if we set

$$
f(x)=\Sigma k^{-2} Q\left(x ; N_{k}, n_{k}, m_{k}\right)
$$

where

$$
\begin{equation*}
N_{k-1}+n_{k-1}<N_{k}-n_{k}, \quad \log \left(n_{k} / m_{k}\right)>k^{2} \tag{2.7}
\end{equation*}
$$

then, as in the examples considered previously, $\mathrm{S}[f]$ will diverge at $x=0$. We have only to show that by a proper selection of the $N_{k}, n_{k}, m_{k}$ we can attain the estimate

$$
a_{n}=O\{\chi(n) / n\}
$$

for the (cosine) coefficients of $f$.
Since the numerically largest coefficient in $Q\left(x ; N_{k}, n_{k}, m_{k}\right)$ is $1 / m_{k}$, and the rank of the terms is between $N_{k} \pm n_{k}$, our requirement will be satisfied if
or, setting $N_{k}-n_{k}=\delta_{k}$, if

$$
\begin{gather*}
k^{-z}\left(N_{k}+n_{k}\right) / m_{k}=O\left\{\chi\left(N_{k}-n_{k}\right)\right\}, \\
k^{-2}\left(2 n_{k}+\delta_{k}\right) / m_{k}=O\left\{\chi\left(\delta_{k}\right)\right\} . \tag{2.8}
\end{gather*}
$$

Suppose that the numbers $N_{1}, n_{1}, m_{1}, \ldots, N_{k-1}, n_{k-1}, m_{k-1}$ have already been determined. We take a number $\rho_{k}>0$ such that $\log \rho_{k}>k^{2}$, then an integer $\delta_{k}>0$ such that

$$
\begin{equation*}
k^{-2} \rho_{k} \leqslant \chi\left(\delta_{k}\right), \quad N_{k-1}+n_{k-1}<\delta_{k}, \tag{2.9}
\end{equation*}
$$

and finally an $m_{k}$ such that

$$
k^{-2} \delta_{k} / m_{k} \leqslant \chi\left(\delta_{k}\right) .
$$

We set

$$
n_{k}=\left[\rho_{k} m_{k}\right]+1, N_{k}=n_{k}+\delta_{k},
$$

and shall show that (2.7) and (2.8) hold. The inequality $\log \rho_{k}>k^{2}$ and the second condition (2.9) imply (2.7). The definition of $n_{k}$, the first inequality (2.9) and the inequality $(2 \cdot 10)$ lead to $(2 \cdot 8)$. This proves part (i) of (2.5).

Part (ii) is obtained similarly, by using instead of $Q$ the conjugate polynomial $\bar{Q}$. obtained from (2.6) by replacing there $\sin N x$ by $-\cos N x$. The same device as in the proof of (1-16) leads to continuous functions with coefficients $O\{\chi(n) / n\}$ whose Fourier series diverge in a dense set, or converge everywhere but in no interval uniformly.

## 3. Examples of Fourier series divergent almost everywhere

(3-1) Theorem of Kolmogorov. There exists an $f \in \mathrm{~L}$ such that $\mathrm{S}[f]$ diverges almost everywhere.

In § 4 we shall show that there is an $f$ such that $\mathrm{S}[f]$ diverges at every point. The proof of this result is, however, more difficult and it is preferable to deal with it separately.
(3-2) Lemma. There exists a sequence of non-negative trigonometric polynomials $f_{n}$ with constant term $\frac{1}{2}$, having the following properties:

For each $n$ there is a number $A_{n}$ and a set $E_{n} \subset(0,2 \pi)$ such that
(i) $A_{n} \rightarrow \infty$;
(ii) $\left|E_{n}\right| \rightarrow 2 \pi$;
(iii) if $x \in E_{n}$, then for a suitable $l=l_{x}$ we have

$$
\left|S_{l}\left(x ; f_{n}\right)\right|>A_{n}
$$

This lemma is the main part of the proof of (3.1). We take it temporarily for granted, only observing meanwhile that if (3.3) is to hold in a 'large' set of points $x$ then $l$ must necessarily depend on $x$. For the hypotheses of (3.2) imply that $\int_{0}^{2 \pi} f_{n} d x=\pi$ and so, by Chapter VII, (6.8), that the integral $\int_{0}^{2 \pi}\left|S_{m}\left(x ; f_{n}\right)\right|^{\frac{1}{2}} d x$ is uniformly bounded in $n, m$. This shows, by (i), that the measure of the set of points where we have (3.3) for a fixed $l$ tends to 0 as $n \rightarrow \infty$.

Assuming (3.2) we prove (3.1) as follows. Let the order of $f_{n}$ be $\nu_{n}$. We may suppose that the $l$ in (iii) satisfies $l \leqslant l \leqslant \nu_{n}$. Let $\left\{n_{k}\right\}$ increase so rapidly that

$$
\Sigma A_{n_{k}}^{-\frac{1}{2}}<\infty .
$$

The polynomial $f_{n_{k}}(x)-\frac{1}{2}$ has constant term 0 . Hence, if $q_{k}$ increases rapidly enough. the order of the polynomial $f_{n_{k}}\left(q_{k} x\right)-\frac{1}{\frac{1}{2}}$ is less than the lowest rank of the non-zcro terms in $f_{n_{k+1}}\left(q_{k+1} x\right)-\frac{1}{2}$; in particular the polynomials $f_{n_{k}}\left(q_{k} x\right)-\frac{1}{2}$ do not overlap.

We write

$$
f(x)=\sum_{k=1}^{\infty} \frac{f_{n_{k}}\left(q_{k} x\right)-\frac{1}{2}}{A_{n_{k}}^{\ddagger}}
$$

Since

$$
\Sigma A_{n_{k}}^{-\frac{1}{2}} \int_{0}^{2 \pi}\left|f_{n_{k}}\left(q_{k} x\right)-\frac{1}{2}\right| d x \leqslant \Sigma A_{n_{k}}^{-\frac{1}{2}} \int_{0}^{2 \pi}\left\{f_{n_{k}}(x)+\frac{1}{2}\right\} d x=2 \pi \Sigma A_{n_{k}}^{-\frac{1}{2}}<\infty,
$$

the series in (3.4) converges (absolutely) for almost all $x$, and its partial sums are absolutely majorized by an integrable function; in particular, $f$ is integrable. The majorized convergence implies that $S[f]$ is obtained by adding formally the Fourier series of the individual terms on the right of (3.4), that is, by writing out in full the successive polynomials $\phi_{k}=A_{n_{k}}^{-\frac{1}{2}}\left\{f_{n_{k}}\left(q_{k} x\right)-\frac{1}{2}\right\}$.

Let $\mathscr{E}_{k}$ be the set of points $x$ such that $q_{k} x \in E_{n_{k}}$. Clearly $\left|\mathscr{E}_{k}\right|=\left|E_{n_{k}}\right|$. By (iii), at every point $x \subset \mathscr{E}_{k}$ some partial sum of $\phi_{k}(x)$, that is, some connected block of terms of $S[f]$, exceeds $\left(A_{n_{k}}-\frac{1}{2}\right) A_{n_{k}}^{-\frac{1}{2}}$ in absolute value. Since this tends to $+\infty$ with $k$, it follows that $S[f]$ diverges at every $x$ which belongs to infinitely many $\mathscr{E}_{k}$. Since $\left|\mathcal{F}_{k}\right| \rightarrow 2 \pi$, $S[f]$ diverges almost everywhere. More precisely, $\left\{S_{n}(x ; f)\right\}$ is unbounded at almost all $x$.

In the foregoing argument, starting out with the given polynomials $f_{n_{k}}(x)$ we formed non-overlapping polynomials $\phi_{k}(x)$. The non-overlapping can also be achieved by multiplying $f_{n_{k}}(x)$ by exponentials $e^{i \mu_{\alpha^{\prime}} x}$. Write

$$
\begin{equation*}
g(x)=\sum e^{i \mu_{k} x} f_{n_{k}}(x) A_{n_{k}}^{-\frac{1}{2}} \tag{3•5}
\end{equation*}
$$

Having chosen the $n_{k}$ as before, we take for $\mu_{k}$ positive integers increasing so rapidly that $\mu_{k}+\nu_{n_{k}}<\mu_{k+1}-\nu_{n_{k}+1}$ for each $k$. Then the terms on the right of (3.5) are (complexvalued) non-overlapping polynomials which when written out in full in the complex form give $S[g]$. The complex form of $S[g]$ contains only exponentials $e^{i n x}$ with $n>0$. It follows that $S[g]$ is of power-series type. At each point in $E_{n_{k}}$ a connected block of terms of $S[g]$ exceeds $A_{n_{k}} / A_{n_{k}}^{\frac{1}{n}}=A_{n_{k}}^{\underline{t}}$ in absolute value. Hence $S[g]$ diverges at every point which belongs to infinitely many $E_{n_{k}}$, that is, diverges almost everywhere, and we obtain the following result:
(3.6) Theorem. There exists an $S[g]$ of power-series type which diverges almost everywhere.

The real and imaginary parts of $S[g]$ are Fourier series. It will be shown in Chapter XIII, (5•1), that for each $f \in I$, the sets of the points of convergence of $S[f]$ and $\tilde{S}[f]$ are the same, except for a set of measure 0 . Therefore (3.6) shows that there exists a realvalued $f \in \mathrm{~L}$ such that both $\mathrm{S}[f]$ and $\tilde{S}[f]$ are Fourier series and both diverge almost everywhere. It is curious that, as we shall see presently, this result cannot be achieved by the construction (3.4).

Return to the proof of (3.2). We write

$$
a_{j}=\frac{4 \pi j}{2 n+1} \quad(j=0,1, \ldots, n) .
$$

The polynomial $f_{n}$ is defined as an average of Fejér kernels,

$$
f_{n}(x)=\frac{1}{n}\left\{K_{m_{1}}\left(x-a_{1}\right)+K_{m_{2}}\left(x-a_{2}\right)+\ldots+K_{m_{n}}\left(x-a_{n}\right)\right\}
$$

where the intogers $m_{j}$ are such that

$$
m_{1} \geqslant n^{4}, \quad m_{j+1}>2 m_{j}, \quad 2 m_{j}+1 \text { is a multiple of } 2 n+1 .
$$

Clearly $f_{n} \geqslant 0$ and the constant term of $f_{n}$ is $\frac{1}{2}$.
We have

$$
\begin{equation*}
S_{m}\left(x ; f_{n}\right)=\frac{1}{n} \sum_{i=1}^{j} K_{m_{i}}\left(x-a_{i}\right)+\frac{1}{n_{i}} \sum_{i=1+1}^{n}\left\{\frac{1}{2}+\sum_{i=1}^{m_{i}} m_{i}-l+1 \cos l\left(x-a_{i}\right)\right\}, \tag{3.7}
\end{equation*}
$$

and since

$$
m_{i}-l+1=\left(m_{i}-m_{j}\right)+\left(m_{j}-l+1\right)
$$

we also have

$$
S_{m_{j}}\left(x ; f_{n}\right)=\frac{1}{n_{i=1}} \sum_{m_{i}}^{j} K_{i}\left(x-a_{i}\right)+\frac{1}{n_{i-j+1}} \sum_{i}^{n} \frac{m_{j}+1}{m_{i}+1} K_{m j}\left(x-a_{i}\right)+\frac{1}{n_{i=j+1}} \sum_{i}^{n} \frac{m_{i}-m_{j}}{m_{i}+1} D_{m_{j}}\left(x-a_{i}\right) .
$$

Let

$$
\Delta_{i}=\left(a_{i-1}, a_{i}\right), \quad \Delta_{i}^{\prime}=\left(a_{i}-n^{-2}, a_{i}+n^{-2}\right) \quad(i=1,2, \ldots, n) .
$$

The estimate $K_{m}(t)=O\left(m^{-1} t^{-2}\right)$, together with $m_{i} \geqslant n^{4}$, shows that, $K_{m i}\left(x-a_{i}\right)$ is uniformly bounded outside $\Delta_{t}^{\prime}$, and so the contribution of the first two terms on the right in the last formula for $S_{m j}\left(x ; f_{n}\right)$ is less than an absolute constant $A$ outaide $\Sigma \Delta_{i}^{\prime}$ :

$$
\left.S_{m_{j}}\left(x ; f_{n}\right) \geqslant\left.\frac{1}{n}\right|_{i=j+1} ^{n} \frac{m_{i}-m_{j}}{m_{i}+1} D_{m_{j}}\left(x-a_{i}\right) \right\rvert\,-A \quad\left(j=1,2, \ldots, n ; x \notin \Sigma \Delta_{i}^{\prime}\right)
$$

We observe that since
we have

$$
\left(2 m_{j}+1\right) \frac{1}{2} a_{i}=\frac{2 m_{j}+1}{2 n+1} 2 i \pi \equiv 0 \quad(\bmod 2 \pi)
$$

$$
D_{m_{j}}\left(x-a_{i}\right)=\frac{\sin \left(m_{j}+\frac{1}{2}\right)\left(x-a_{i}\right)}{2 \sin \frac{1}{2}\left(x-a_{i}\right)}=\frac{\sin \left(m_{j}+\frac{1}{2}\right) x}{2 \sin \frac{1}{2}\left(x-a_{i}\right)} .
$$

Suppose now that $x \in \Delta_{j}, 1 \leqslant j \leqslant n-\sqrt{ } n$. Owing to the condition $m_{i+1} \geqslant 2 m_{i}+1$, the multipliers of the $D_{m_{j}}$ in (3.8) are not less than $\frac{1}{2}$, and since the denominators $2 \sin \frac{1}{2}\left(x-a_{i}\right)$ are all of constant sign for $i>j$ we get

$$
\begin{align*}
\left.\left.\frac{1}{n}\right|_{i=j+1} ^{n} \frac{m_{i}-m_{j}}{m_{i}+1} D_{m j}\left(x-a_{i}\right) \right\rvert\, & \geqslant \frac{1}{2 n}\left|\sin \left(m_{j}+\frac{1}{2}\right) x\right| \sum_{i=j+1}^{n} \frac{1}{a_{i}-a_{j-1}} \\
& =\frac{1}{2 n}\left|\sin \left(m_{j}+\frac{1}{2}\right) x\right| \frac{2 n+1}{4 \pi} \sum_{k=2}^{n+1} \frac{1}{k} \\
& \geqslant \frac{1}{4 \pi}\left|\sin \left(m_{j}+\frac{1}{2}\right) x\right|(-1+\log (n-j)) \\
& \geqslant \frac{1}{4 \pi}\left|\sin \left(m_{j}+\frac{1}{2}\right) x\right|\left(-1+\frac{1}{2} \log n\right) \\
& \geqslant \frac{1}{9 \pi}\left|\sin \left(m_{j}+\frac{1}{2}\right) x\right| \log n \tag{3.9}
\end{align*}
$$

for $n$ large enough; thus at the points not in $\Sigma \Delta_{i}^{\prime}$ for which
we have

$$
\begin{gather*}
\left|\sin \left(m_{j}+\frac{1}{2}\right) x\right| \geqslant \frac{9 \pi}{(\log n)^{\frac{1}{2}}}, \\
\left|S_{m j}\left(x ; f_{n}\right)\right| \geqslant(\log n)^{\frac{1}{2}}-A=A_{n} .
\end{gather*}
$$

The set of $x$ in $(0,2 \pi)$ where $(3 \cdot 10)$ fails has measure $O\left\{(\log n)^{-1}\right\}$. Therefore, if from
( $0, a_{n-n^{\frac{1}{3}}}$ ) we remove the points where (3•10) fails, and those which are in $\Sigma \Delta_{i}^{\prime}$, and denote the remainder by $E_{n}$, then

$$
2 \pi-\left|E_{n}\right|=O\left\{(\log n)^{-4}\right\}+O\left(n \cdot n^{-2}\right)+O\left(n^{1} \cdot n^{-1}\right)=o(1) .
$$

For each $x \in E_{n}$ and a suitable $j=j(x)$ we have (3.11), and (3.2) follows.
This completes the proofs of (3.1) and (3.6).
We know (Chapter II, (11.9)) that for any $f \in \mathrm{~L}$ we have $S_{n}(x ; f)=o(\log n)$ for almost all $x$. It is conceivable that this result is best possible, that is, for any sequence of positive numbers $\lambda_{n}=o(\log n)$ there is an $f \in L$ such that at almost every point $x$ we have $S_{n}(x ; f)>\lambda_{n}$ for infinitely many $n$ (compare (1-2)). The problem is open.
(3-12) Theorem. There is an $f \in L$ such that $\left\{S_{2^{n}}[f]\right\}$ diverges almost everywhere.
Consider the $f$ in (3.4) and write $m_{j}^{n}$ for the $m_{j}$ in the proof of (3.2). The proofs of (3.1) and (3.2) show that $\left\{S_{N_{k}}[f]\right\}$ diverges almost everywhere, if $\left\{N_{k}\right\}$ consists of the numbers

$$
q_{k} m_{j}^{n_{k}} \quad\left(k=1,2, \ldots ; 1 \leqslant j \leqslant n_{k}-\sqrt{ } n_{k}\right),
$$

and it is enough to show that, with a suitable choice of the $n_{k}$ and $q_{k}$, all the $N_{k}$ are powers of 2 .

In the construction (3.4), $\left\{n_{k}\right\}$ is any sequence increasing sufficiently rapidly, and we may select for the $n_{k}$ powers of 2 ; after the $n_{k}$ have been chosen, $q_{k}$ is any sequence increasing rapidly enough. For each $n_{k}$ we may select the $m_{j}=m_{j}^{\boldsymbol{n}_{k}}$ arbitrarily, provided they increase sufficiently rapidly and $2 m_{j}+1$ is divisible by $2 n_{k}+1$. Now if $n_{k}=2^{\nu}, 2 m_{j}+1$ is divisible by $2^{\nu+1}+1$ provided that $m_{j}=2^{\mu}$ and $\mu+1$ is an odd multiple of $\nu+1$. Hence all the $m_{j}$ may be taken as powers of 2 , and selecting the $q_{k}$ likewise we can make all the numbers (3•13) powers of 2 . This completes the proof of (3-12).

We shall show in Chapter XV, §4, that if $f \in \mathrm{~L}^{\boldsymbol{p}}, p>1$, then $\left\{\mathrm{S}_{\lambda_{k}}[f]\right\}$ converges almost everywhere, provided that the $\lambda_{k}$ increase at least as rapidly as a geometric progression. $\lambda_{k+1} / \lambda_{k}>\lambda>1$; and the result holds for $p=1$, provided $S[f]$ is of power-series type. Theorem (3.12) indicates that the requirement that $S[f]$ be of power-series type is indispensable. It also indicates that the construction (3.4) cannot give an $f \in L^{p}, p>1$. with $S[f]$ diverging almost everywhere (the fact that the sum (3.4) is not in $L^{p}$ can also be verified directly by showing that the integral over ( $0,2 \pi$ ) of the $p$ th power of the general term of the series (3.4) tends to $+\infty$ ). An even stronger statement holds: for $f$ in (3.4), $\widetilde{S}[f]$ is not a Fourier series. For otherwise $S[f]$ would be the real part of an $S[g]$ of power-series type, and so $S_{\boldsymbol{q}^{x}}[f]$ would converge almost everywhere which, with a suitable selection of the $n_{k}$ and $q_{k}$, is not the case.

From what has just been said we see that, for the $g$ in (3.6), $S_{9^{n}}[3]$ converges almost' everywhere. But again $g$ is not in any $L^{p}, p>1$, and the problem whether there is an $f \in \mathrm{~L}^{p}, p>1$, with $\mathrm{S}[f]$ diverging almost everywhere, is open.
(3.14) Theorem of Marcinkiewicz. $\dagger$ There is an $f \in \mathrm{~L}$ such that $\left\{S_{n}(x ; f)\right\}$ oscillates finitely at almost every point $x$.

[^16]The proof consists in a refinement of the construction (3.4). We consider the same polynomials $f_{n}$ as before, select increasing $n_{k}$ so that $\Sigma 1 / \log n_{k}$ converges, and write

$$
f(x)=\sum_{k=1}^{\infty} \frac{f_{n}}{} \frac{\left(q_{k} x\right)-\frac{1}{2}}{\log n_{k}}
$$

where the $q_{k}$ are so chosen that the polynomials on the right do not overlap. It will be convenient to assume that $q_{k+1}$ divides $q_{k}$. The series converges almost everywhere and $f \in \mathrm{~L}$.
(i) The partial sums of $S[f]$ are bounded almost everywhere. In view of the convergence of (3-15) almost everywhere, it is enough to show that for almost all $x$ the partial sums of the individual polynomials on the right of (3.15) are bounded.
Considering $n$ large enough, write

$$
f_{n}^{*}(x)=f_{n}(x) / \log n, \quad \Delta_{j}^{*}=\left(a_{j-1}+1 / n \log n, a_{j}-1 / n \log n\right), \quad U_{n}=\sum_{1}^{n} \Delta_{j}^{*},
$$

and denote by $C$ various positive absolute constants. We first show that, for all $p$ and $n$,

$$
\left|S_{p}\left(x ; f_{n}^{*}\right)\right| \leqslant C \quad \text { if } \quad x \in U_{n}
$$

The estimate $D_{p}(x)=O(1 / x)$, valid for $|x| \leqslant \pi$ uniformly in $p$, and the equation $K_{m}=(m+1)^{-1}\left\{D_{0}+D_{1}+\ldots+D_{m}\right\}$ show that the partial sums of $K_{m}(x)$ are also $O(1 / x)$ in $|x| \leqslant \pi$, uniformly in $m$. Applying this to $f_{n}$, we find that

$$
\left|S_{p}\left(x ; f_{n}^{*}\right)\right| \leqslant \frac{C}{n \log n}\left[-\frac{1}{\left|x-a_{1}\right|}+\frac{1}{\left|x-a_{2}\right|}+\ldots+\frac{1}{\left|x-a_{n}\right|}\right]
$$

Now if $x \in \Delta_{j}^{*}$ then both $1 /\left|x-a_{j-1}\right|$ and $1 /\left|x-a_{j}\right|$ are less than $n \log n$, and the sum of the remaining terms in square brackets is majorized by $C n\left(1+\frac{1}{2}+\ldots+\frac{1}{n}\right) \simeq C n \log n$. This proves (3•16).

Denote the complement of $U_{n}$ by $V_{n}$, and the set of points $x$ such that $q_{k} x \in V_{n}$ by $W_{n t}$. Since

$$
\left|W_{n_{k}}\right|=\left|V_{n_{k}}\right| \leqslant n_{k} \frac{2}{n_{k} \log n_{k}}=\frac{2}{\log n_{k}},
$$

we have $\Sigma\left|W_{n:}\right|<\infty$. This shows that almost every point $x_{0}$ is outside all the $W_{n_{1}}$ with large enough $k$, that is, $q_{k} x_{0}$ is in all $U_{n_{k}}$ with large enough $k$. In view of (3.16), $\left|S_{p}\left(x_{0} ; f_{n_{k}}^{*}\left(q_{k} x\right)\right)\right| \leqslant C$ for almost all $x_{0}$ and $k$ large enough. This shows that the partial sums of the polynomials on the right of (3•15) are bounded at almost all points $x$, and proves (i).
(ii) $S[f]$ diverges almost everywhere. We suppose that the $m_{j}$ satisfy the same conditions as before, except that on $m_{1}$ we impose the milder condition $m_{1} \geqslant n^{3}$.

The estimate $K_{m}(x)=O\left(m^{-1} x^{-2}\right)$ shows that for $x \in U_{n}$ we have

$$
K_{m_{i}}\left(x-a_{j}\right)=O\left\{m_{i}^{-1}\left(x-a_{j}\right)^{-2}\right\}=O\left(n^{-1} \log ^{2} n\right) .
$$

Hence the $A$ in (3•8) now becomes $O\left(n^{-1} \log ^{2} n\right)$ and from (3.9) we see that

$$
\left|S_{m_{j}}\left(x ; f_{n}^{*}\right)\right|>\frac{1}{9 \pi}\left|\sin \left(m_{j}+\frac{1}{2}\right) x\right|-C \frac{\log n}{n}
$$

for $x \in \Delta_{j}^{*}, 1 \leqslant j \leqslant n-\sqrt{ } n$.
Denote by $H_{j}$ the set of points in $\Delta_{j}^{*}$ for which

$$
\left|\sin \left(m_{j}+\frac{1}{2}\right) x\right| \geqslant \frac{1}{2} .
$$

Since $m_{j}\left|\Delta_{j}^{*}\right|$ is large, we have $\left|H_{j}\right|>\theta\left|\Delta_{j}^{*}\right|, \theta$ being a positive absolute constant, and so for $E_{n}=\sum_{j \leqslant n-\sqrt{n}} H_{j}$ we obtain

$$
\left|E_{n}\right| \geqslant(n-\sqrt{ } n-1)\left[\frac{4 \pi}{2 n+1}-\frac{2}{n \log n}\right] \theta=2 \pi \theta[1-o(1)] .
$$

Let now $\mathscr{E}_{\boldsymbol{k}}$ be the set of $x$ such that $q_{k} x \in E_{n_{k}}$. Hence

$$
\left|\mathscr{E}_{k}\right|=\left|E_{n_{k}}\right| \geqslant 2 \pi \theta[1-o(1)]
$$

If $x_{0} \in \mathcal{E}_{k}$, then $q_{k} x_{0} \in E_{n_{c}}$, and from (3.17) we deduce that, with a suitable $m_{j}=m_{j}\left(x_{0}, k\right)$. we have

$$
\left|S_{Q_{i} m_{j}}\left(x_{0} ; f_{n_{k}}^{*}\left(q_{k} x\right)\right)\right|=\left|S_{m_{j}}\left(q_{k} x_{0} ; f_{n_{k}}^{*}(x)\right)\right|>\frac{1}{18}-C \frac{\log n_{k}}{n_{k}}>C>0
$$

for $k$ large enough.
In view of (3.18), the set $\mathscr{E}$ of the points which belong to infinitely many $\mathscr{E}_{\boldsymbol{k}}$ has measure at least $2 \pi \theta$. At every point of $\mathscr{E}$ infinitely many terms of the series (3.15) have, by (3.19), partial sums exceeding $C$ in absolute value. It follows that $S[f]$ diverges everywhere in $\mathscr{E}$. Let $D$ be the set of the points of divergence of $S[f]$. We have just seen that $|D| \geqslant 2 \pi \theta$. But since $q_{k+1}$ is a multiple of $q_{k}, D$ has arbitrarily small periods and so, being measurable, must be of measure either 0 or $2 \pi$. It follows that $|D|=2 \pi$ and (ii) is proved.

Theorem (3.14) is a corollary of (i) and (ii).
(3-20) Theorem. There is an S[g] of power-series type which diverges boundedly at almost all points.

We may be brief. Write

$$
g(x)=\Sigma e^{i \mu_{k} x} \frac{f_{n_{k}}(x)}{\log n_{k}},
$$

where $\Sigma 1 / \log n_{k}<\infty$ and the $\mu_{k}$ make the polynomials $e^{i \mu_{k} x} f_{n_{k}}$ non-overlapping. The proof that the $S_{p}(x ; g)$ are bounded is similar to that of (i); since not only the partial sums of $K_{m}(x)$ but also those of $\tilde{K}_{m}(x)$ are uniformly $O(1 / x)$, it follows that the partial sums of the polynomials $e^{i_{\mu x}} K_{m}(x)$ (written out in the complex form) are uniformly $O(1 / x)$, after which we proceed as before. To show that $S[g]$ diverges almost everywhere, we can no longer assert that the set $D$ of its points of divergence has arbitrarily small periods. It is, however, clear that, for any interval $I$,

$$
\left|I E_{n_{k}}\right|=\frac{|I|}{2 \pi}\left|E_{n_{k}}\right|+o(1) \geqslant|I| \theta+o(1)
$$

Hence, if $K$ is the set of points which belong to infinitely many $\mathbb{E}_{n_{k}}$, we have $|I E| \geqslant|I| \theta$. It follows that $|E|=2 \pi$, and so also $|D|=2 \pi$, since $D \supset K$.

## 4. An everywhere divergent Fourier series

(4-1) Theorem of KoLmogorov. There is an $f \in \mathrm{~L}$ such that $\mathrm{S}[f]$ diverges everywhere. We need the following lemma:
(4-2) Lemas. There is a sequence of non-negative trigonometric polynomials $F_{1}, F_{2}, \ldots, F_{n}, \ldots$, of orders $\nu_{1}<\nu_{1}<\ldots$, with constant terms 1 and having the following propertics:

With each $n$ we can associate a number $A_{n}$, a set $E_{n} \subset(0,2 \pi)$, and an integer $\lambda_{n}$ such that
(i) $\boldsymbol{A}_{n} \rightarrow \infty$;
(ii) $E_{1} \subset E_{2} \subset \ldots, \Sigma W_{n}=(0,2 \pi)$;
(iii) $\lambda_{n} \rightarrow \infty$;
(iv) for each $x \in K_{n}$ there is a $k=k(x)$ satisfying $\lambda_{n} \leqslant k \leqslant \nu_{n}$ such that

$$
S_{k}\left(x ; F_{n}\right)>A_{n} .
$$

Assuming temporarily the validity of the lemma we prove (4.1) as follows.
Let $n_{1}=1$ and suppose that $n_{1}, n_{2}, \ldots, n_{i-1}$ have been defined. We select $n_{i}$ so that
(a) $\lambda_{n_{i}}>\nu_{m_{i-1}}$,
(b) $A_{n_{i}}>4 A_{\boldsymbol{n}_{i-1}}$,
(c) $A_{n_{1}}^{t}>v_{n_{i-1}}$.

Having defined $\left\{n_{i}\right\}$ we write

$$
f(x)=\sum_{k=1}^{\infty} A_{n_{k}}^{-\frac{1}{2}} F_{n_{k}}(x) .
$$

Condition (b) implies that $\Sigma A_{n_{k}}^{-\$}<\infty$, so that $f(x) \in L_{\text {. }}$. Let $x \in E_{n_{i}}$. We have. $f=u+v+w$, where $v=A_{n_{i}}^{-1} F_{n_{i}}, u$ is the sum of the terms preceding $v$ in (4.3), and $w$ the sum of the terms following $v$. Hence

$$
S_{p}(x ; f)=S_{p}(x ; u)+S_{p}(x ; v)+S_{p}(x ; w) .
$$

By (iv), there is a $k=k(x, i)$ satisfying $\lambda_{n_{i}} \leqslant k \leqslant \nu_{n_{i}}$ such that

By (a),

$$
\left.\begin{array}{c}
S_{k}(x ; v) \geqslant A_{w}^{l} \\
S_{k}(x ; u)=u\left(x_{0}\right) \geqslant 0 .
\end{array}\right\}
$$

Since the coefficients of any integrable $g$ are absolutely not greater than $\pi^{-1} 9 \mathbb{M}[g]$, and so $\left|S_{k}[g]\right| \leqslant(2 k+1) \pi^{-1} \mathscr{P}[g]$, (b) and (c) give

$$
\begin{aligned}
\left|S_{k}(x ; w)\right| & \leqslant 2 \pi \frac{2 k+1}{\pi} \sum_{j=i+1}^{\infty} A_{n j}^{-1} \leqslant 2(2 k+1) A_{n_{i+1}}^{-\frac{1}{2}}\left(1+\frac{1}{2}+1+\ldots\right) \\
& <12 k A_{n_{i+1}}^{-\frac{1}{1}} \leqslant 12 v_{n_{i}} A_{n_{i+1}}^{-\frac{1}{2}}<12 .
\end{aligned}
$$

This, together with (4.4) and (4.5), leads to

$$
S_{k}(x ; f) \geqslant A_{n_{i}}-12 .
$$

Since each $x$ in $(0,2 \pi)$ belongs to all $E_{n_{i}}$ with $i$ large enough, $S[f]$ diverges everywhere.
We pass to the construction of the $\boldsymbol{F}_{n}$.
We fix $n$, write

$$
x_{j}=\frac{2 \pi j}{2 n+1} \quad(j=0,1, \ldots, 2 n)
$$

(so that $x_{2 j}$ is our previous $a_{j}$ ) and denote by $I_{j}^{\prime}$ the interval ( $x_{j}-\delta, x_{j}+\delta$ ), where $\delta$ is a fixed number, less than $\pi /(2 n+1)$, to be determined later. The interval $\left(x_{j}+\delta, x_{j+1}-\delta\right)$ is denoted by $I_{j}$.
$F_{n}$ is defined as a sum of two polynomials

$$
F_{n}=f_{n}+\phi_{n},
$$

where $f_{n}$ is of the type considered in the preceding section,

$$
f_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} K_{m i}\left(x-x_{n}\right),
$$

though the $m_{i}$ are not the same as before; $f_{n}$ is non-negative and has constant term $\frac{1}{2}$. It will be shown that appropriate partial sums of $f_{n}$ can be made large at each point of $\Sigma I_{j}$. This is no longer true for $x \in \Sigma I_{j}^{\prime}$, and it is to overcome this difficulty that we consider $F_{n}=f_{n}+\phi_{n}$.

We deal with the polynomial $\phi_{n}$ first. We want it to be non-negative, to have constant term $\frac{1}{2}$ (so that $F_{n}=f_{n}+\phi_{n}$ will be non-negative with constant term 1) and to be large, say $\phi_{\boldsymbol{n}}(x) \geqslant n$, in all intervals $I_{j}^{\prime}$. This is possible, if $\delta$ is small enough, by taking. for example,

$$
\phi_{n}(x)=K_{m}((2 n+1) x)
$$

where $m$ is large enough. Denote the order of $\phi_{n}$ by $m_{0}$.
By a further reduction of $\delta$ we may suppose that

$$
D_{m_{0}}(x) \geqslant 0 \quad \text { for } \quad x \in I_{0}^{\prime} .
$$

Having fixed $\delta$ and $\phi_{n}$ we proceed to the construction of $f_{n}$ in (4.6), where $m_{0} \leqslant m_{1}<m_{2}<\ldots$. The $m_{j}$ will be defined presently. If $m_{j} \leqslant k<m_{j+1}$, then

$$
S_{k}\left(x ; f_{n}\right)=\frac{1}{n} \sum_{i=1}^{j} K_{m_{i}}\left(x-x_{i r}\right)+\frac{1}{n} \sum_{i=j+1}^{n}\left\{\frac{1}{2}+\sum_{i=1}^{k} \frac{m_{i}-l+1}{m_{i}+1} \cos l\left(x-x_{2}\right)\right\},
$$

and since $m_{i}-l+1=\left(m_{i}-k\right)+(k-l+1)$ and $K_{m} \geqslant 0$, we have
and so also

$$
S_{k}\left(x ; f_{n}\right) \geqslant \frac{1}{n_{i-j+1}} \sum_{i}^{n} \frac{m_{i}-k}{m_{i}+1} D_{k}\left(x-x_{2 i}\right) \quad\left(m_{j} \leqslant k<m_{j+1}\right),
$$

$$
S_{k}\left(x ; f_{n}\right) \geqslant-\frac{\sin \left(k+\frac{1}{2}\right) x}{n} \sum_{i=j+1}^{n} \frac{m_{i}-k}{m_{i}+1} \frac{1}{2 \sin \frac{1}{2}\left(x_{M}-x\right)},
$$

provided $2 k+1$ is a multiple of $2 n+1$.
We shall show in a moment that if $m_{1}<m_{2}<\ldots<m_{n}$ increase fast enough, then to every $x \in I_{2 j}+I_{q+1}$ there corresponds an integer $k=k_{x}$ such that
(a) $2 k+1$ is a multiple of $2 n+1$,
(b) $m_{j} \leqslant k<\frac{1}{8} m_{j+1}$,
(c) $\sin \left(k+\frac{1}{8}\right) x<-\frac{1}{2}$.

Take this result temporarily for granted. For such a $k,(4 \cdot 10)$ gives

$$
S_{k}\left(x ; f_{n}\right) \geqslant \frac{1}{4 n} \sum_{i=j+1}^{n} \frac{1}{x_{i}-x}>\frac{2 n+1}{16 \pi n} \sum_{i=j+1}^{n} \frac{1}{i-j}>C \log (n-j),
$$

and if $j \leqslant n-\sqrt{ } n$ we have

$$
S_{k}\left(x ; f_{n}\right)>C \log n .
$$

Collecting results we come to the following conclusion about $F_{n}=f_{n}+\phi_{n}$ : if $x \in I_{2 j}+I_{i v+1}$ and $0 \leqslant j \leqslant n-\sqrt{n}$, then there is an integer $k$ satisfying $\frac{1}{2} m_{j+1}>k \geqslant m_{j} \geqslant m_{0}$ such that

$$
\begin{equation*}
S_{k}\left(x ; F_{n}\right)>C \log n . \tag{4-12}
\end{equation*}
$$

For, with the previous $k$,

$$
S_{k}\left(x ; F_{n}\right)=S_{k}\left(x ; f_{n}\right)+S_{k}\left(x ; \phi_{n}\right)=S_{k}\left(x ; f_{n}\right)+\phi_{n} \geqslant C \log n .
$$

We now consider $\mathcal{S}_{p}\left(x ; F_{n}\right)$ in the intervals $I_{j}^{\prime}$ and show that

$$
S_{m_{0}}\left(x ; F_{n}\right)>\frac{1}{d} n \quad \text { for } \quad x \in I_{j}^{\prime} \quad(j=0,1, \ldots, 2 n),
$$

if $n$ is sufficiently large.

In the equation

$$
S_{m_{0}}\left(x ; F_{n}\right)=S_{m_{0}}\left(x ; f_{n}\right)+S_{m_{0}}\left(x ; \phi_{n}\right),
$$

the second term on the right exceeds $n$ for $x \in \Sigma I_{j}^{\prime}$. If we show that

$$
S_{n_{0}}\left(x ; f_{n}\right)>-C \log n, \quad \text { for } \quad x \in \Sigma I_{j}^{\prime} \quad(n>1),
$$

we shall have

$$
S_{m_{0}}\left(x ; F_{n}\right) \geqslant n-C \log n>\frac{1}{2} n,
$$

and (4.13) will be established.
Let therefore $x \in I_{l}^{\prime}$ for some fixed $l$. We return to (4.9) and write $k=m_{0}, j=0$. It is easy to see that if $x \in I_{l}^{\prime}$, then the distance between $x$ and $x_{\mathbf{x}}$ is at least $\pi|l-2 i| /(2 n+1)$. For $l$ odd this gives

$$
\begin{aligned}
S_{m_{0}}\left(x ; f_{n}\right) & \geqslant-\frac{1}{n} \sum_{i=1}^{n} \frac{1}{2} \frac{\pi}{\left|x-x_{9 i}\right|} \\
& \geqslant-\frac{2 n+1}{2 n} \sum_{i=1}^{n} \frac{1}{|l-2 i|} \geqslant-C \log n .
\end{aligned}
$$

If $l$ is even, then $x-x_{l} \in I_{0}^{\prime}$ and, by (4•8), $D_{m_{0}}\left(x-x_{l}\right) \geqslant 0$; hence

$$
S_{m_{0}}\left(x ; f_{n}\right) \geqslant-\frac{2 n+1}{2 n} \sum_{i=1}^{n} \frac{1}{|l-2 i|} \geqslant-C \log n .
$$

Thus we have proved (4.14) and so also (4.13).
Let $E_{n}$ denote the interval $0 \leqslant x \leqslant 4 \pi(n-\sqrt{ } n) /(2 n+1)$. From (4•12) and (4•13) we see that if $n$ is large enough then foreach $x \in E_{n}$ we have $S_{k}\left(x ; F_{n}\right) \geqslant C \log n$, where $k \geqslant m_{0}$. The sets $E_{n}$, the numbers $A_{n}=C \log n$ and the indices $\lambda_{n}=m_{0}\left(=m_{0}^{n}\right)$ satisfy the conditions of Lemma (4-2).

It remains to show that if the $m_{i}$ increase fast enough, then for each $x \in I_{\mathbf{2 j}}+I_{8 j+1}$. $j=0,1, \ldots, n$, we can find an integer $k$ satisfying conditions (a), (b) and (c) above. It is enough to show that if $m_{0}, m_{1}, \ldots, m_{j}$ have already been defined, we can find an integer $m_{j}^{\prime}$ such that ( $a$ ) and (c) hold for some $k=k_{x}$ between $m_{j}$ and $m_{j}^{\prime}$; for then we may take for $m_{j+1}$ any integer greater than $2 m_{j}^{\prime}$.

We fix $j$ and write $2 k+1=\rho(2 n+1)$, where $\rho$ is an (odd) integer, and

$$
x_{2 j+2}-x=4 \pi \theta /(2 n+1), \quad \text { where } \quad 0<\theta<1
$$

Then

$$
-\sin \left(k+\frac{1}{2}\right) x=\sin \left(k+\frac{1}{2}\right)\left(x_{2 j+2}-x\right)=\sin 2 \pi \rho \theta,
$$

and $x$ is in $I_{2 j}+I_{2 j+1}$ if and only if $\theta$ is in $S=\left(\eta, \frac{1}{2}-\eta\right)+\left(\frac{1}{2}+\eta, 1-\eta\right)$, where $\eta$ is positive, less than $\frac{1}{4}$, and depends only on $\delta$ and $n$ (more precisely, on the ratio $\delta /(2 n+1)$ ). For our purposes it is enough to show that if $\rho_{0}$ is odd and fixed then for every $\theta \in S$ there is an odd $\rho=\rho(\theta) \geqslant \rho_{0}$ such that

$$
\sin 2 \pi \rho \theta>\frac{1}{2} .
$$

For then, by continuity, the last inequality is satisfied in an interval around $\theta$, and using the Heine-Borel theorem we establish the existence of a finite upper bound for such $\rho(\theta)$.

Let $J=\left(\frac{1}{12}, \frac{5}{12}\right)$. We have to show that if $\theta \in S$, then infinitely many of the numbers $\theta, 3 \theta, 5 \theta, \ldots$ are in $J$. For $\theta$ irrational, this follows from the fact that the latter sequence is equidistributed (see p. 142). Suppose now that $\theta=p / q$ is rational and irreducible and consider the cases (a) $q$ odd, (b) $q$ even.

In case $(a)$, the $q$ numbers $\rho_{0} p,\left(\rho_{0}+2\right) p, \ldots,\left(\rho_{0}+2 q-2\right) p$ are all distinct $\bmod q$, so that when we divide them by $q$ we obtain the ratios $0,1 / q, \ldots,(q-1) / q$ as fractional parts. If $q>3$ at least one of the fractional parts must be in the interior of $J$ since $|J|=\frac{1}{3}$; if $q=3, J$ contains the fraction $\frac{3}{3}$. In case ( $b$ ), $q$ is even, hence $p$ is odd. The $\frac{1}{2} q$ numbers $\rho_{0} p,\left(\rho_{0}+2\right) p,\left(\rho_{0}+4\right) p, \ldots,\left(\rho_{0}+q-2\right) p$ are odd and distinct $\bmod q$. Hence dividing them by $q$ we get as fractional parts all the numbers $1 / q, 3 / q, \ldots$, ( $q-1$ ) $/ q$. If $2 / q<\frac{1}{3}$, that is, if $q>6$, at least one of these fractions is in $J$; for $q=4$ and $q=6$ we verify that $\frac{1}{4}$ and $\frac{1}{\frac{1}{6}}$ are in $J$ (the case $q=2$ must be excluded since $\frac{1}{2}$ is not in $S$ ).

This completes the proof of (4.1).
In view of Theorem (3.14) we may ask if there exists an $S[f]$ oscillating finitely at each point. If true, this result lies a good deal deeper than Theorem (4•1) and requires completely different methods. For if $S_{n}(x ; f)=O(1)$ at each $x$, then there is an interval $(a, b)$ in which the $S_{n}(x ; f)$ are uniformly bounded (Chapter I, (12.3)), and so also $f$ is bounded. Hence, replacing $f$ by 0 outside ( $a, b$ ) we obtain a function $f_{1}$ bounded and such that $S\left[f_{1}\right]$ diverges (boundedly) at each point interior to $(a, b)$. (It would then be easy to obtain a bounded function $f_{2}$ with $S\left[f_{2}\right]$ diverging everywhere.) However, the construction above gives divergence of $\left\{S_{n}(x ; f)\right\}$ for indices $n=n_{k}$ tending to $+\infty$ as rapidly as we please, which is certainly impossible for bounded functions (Chapter XV, §4).

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. In Theorem (8.9) of Chapter IV, summability ( $C, 1$ ) cannot be replaced by ordinary convergence. More precisely, there exists an $f \in L$ and a set $E$ such that if $S[f]$ is integrated termwise over $E$ the resulting series diverges.
[A consequence of Chapter IV, (9.13).]
2. In Theorem (7-2) of Chapter III, summability A cannot be replaced by summability (C, 1). More precisely, there exists a function $F(x)$ having a finite (and so also a finite symmetric) derivative at the point $x=0$, but such that $S^{\prime}[F]$ is not summable $(C, 1)$ at $x=0$.
[Verify that $\int_{0}^{\pi}\left|K_{n}^{\prime}(t)\right| \sin t d t \neq O(1)$. By Theorem (9.11) of Chapter IV, there exista a continuous function $g(t)$ with $\int_{0}^{\pi} g(t) K_{n}^{\prime}(t) \sin t d t \neq O(1)$. Set $F(t)=g(t) \sin t$.]
3. Theorem (8.13) of Chapter II asserts that at every point $x$ at which $f$ hes a jump $d$, the terms $\nu\left(b_{\nu} \cos \nu x-a_{\nu} \sin \nu x\right)$ of $S^{\prime}[f]$ are summable to $d / \pi$ by the method of the first logarithmic mean (Chapter III, §9). In this result, logarithmic summability cannot be replaced by summability (C, 1). More precisely, there exists a continuous $f(x)$ such that $\sum_{1}^{n} \nu b_{\nu} \neq O(n)$.
[Observe that $\int_{0}^{\pi}\left|D_{n}^{\prime}(t)\right| d t \neq O(n)$.]
4. A series $u_{0}+u_{1}+\ldots+u_{n}+\ldots$ is said to be summable by Borel's method, or summable B, to sum 8 , if

$$
B(\lambda)=e^{-\lambda} \sum_{n=0}^{\infty} s_{n} \lambda^{n} / n!\rightarrow s \quad \text { as } \quad \lambda \rightarrow \infty,
$$

where $s_{n}=u_{0}+u_{1}+\ldots+u_{n}$. Show that
(i) if a series converges, it is summable $B$ to the same sum;
(ii) a power series may be summable $B$ outside its circle of convergence, so that the method $B$ is rather strong; nevertheless
(iii) there exists a continuous $f(x)$ with $S[f$ ] not summable $\mathbf{B}$ at some points. (Moore [I].)
[(i) Apply Chapter III, (1-2); (ii) the series $1+z+z^{2}+\ldots$ is summable B for $\mathscr{S}^{2} z<1$; (iii) it is sufficient to show that the Lebesgue constants corresponding to the method $B$ form an unbounded function. These constants are equal to

$$
\frac{2}{\pi} \int_{0}^{\pi} e^{-\lambda(1-\cos n) \frac{\left|\sin \left(\lambda \sin t+\frac{1}{2} t\right)\right|}{2 \sin \frac{1}{8} t}-} d t
$$

and are of the order $\log \lambda$. Propositions (ii) and (iii) show that of the two methods $B$ and ( $C, k$ ), $k>0$, neither is stronger than the other.]
5. Let $B_{\lambda}(x, f)=e^{-\lambda} \sum_{n=0}^{\infty} S_{n}(x ; f) \lambda^{n} / n$ ! be the Borel means of $S[f]$. Show that at every point $x_{0}$ such that $\Phi_{x_{0}}(t)=0(t)$ (Chapter II, § 11), and in particular at every point of continuity,

$$
B_{\lambda}\left(x_{0}, f\right)-\frac{1}{\pi} \int_{-\lambda-t}^{\lambda-t} f\left(x_{0}+t\right) \frac{\sin \lambda t}{t} d t \rightarrow 0
$$

as $\lambda \rightarrow \infty$.
6. If $\left[f\left(x_{0}+t\right)-f\left(x_{0}\right)\right] \log I /|t| \rightarrow 0$ as $t \rightarrow 0$, then $S[f]$ is summable $B$ at $x_{0}$ to the value $f\left(x_{0}\right)$. (Hardy and Littlewood [2].)
[Apply the preceding reeult and observe that $\int_{1 / n}^{1 / n t} \frac{d t}{t \log t}=O(1)$.]
7. Consider a sequence $p_{0}, p_{1}, p_{2}, \ldots$ of positive numbers with the properties

$$
P_{n}=p_{0}+p_{1}+\ldots+p_{n} \rightarrow \infty, \quad p_{n} / P_{n} \rightarrow 0
$$

A series $u_{0}+u_{1}+\ldots$, with partial sums $s_{n}$, is said to be summable by Norrlund's method corre. sponding to the sequence $\left\{p_{\nu}\right\}$, or summable $\mathrm{N}\left\{p_{\nu}\right\}$, to sum 8 , if

$$
\sigma_{n}=\left(s_{0} p_{n}+s_{1} p_{n-1}+\ldots+s_{n} p_{0}\right) / P_{n}=\left(u_{0} P_{n}+u_{1} P_{n-1}+\ldots+u_{n} P_{0}\right) / P_{n}
$$

tends to $s$ as $n \rightarrow \infty$.
If $P_{n}=A_{n}^{\alpha}, \alpha>0$, we obtain as a special case Cesaro's method of summation. Show that
(i) if $\Sigma u_{n}$ converges, it is summable $N\left\{p_{\nu}\right\}$ to the same sum;
(ii) if $0<p_{0} \leqslant p_{1} \leqslant \ldots$, and if $\Sigma u_{\nu}$ is summsble ( $\mathrm{C}, 1$ ), it is also summsble $\mathrm{N}\left\{p_{p}\right\}$ to the same sum.
[For more facts, and literature, concerning the methods $\mathbf{N}\left\{p_{\nu}\right\}$, see, for example, Hardy's Divergent series.]
8. Let $p_{\nu}>p_{\nu+1} \rightarrow 0, P_{\nu} \rightarrow \infty$. A necessary and sufficient condition that the method $N\left\{p_{\nu}\right\}$ should sum $S[f]$ to sum $f\left(x_{0}\right)$ at every point $x_{0}$ of continuity of $f$, is that the sequence

$$
\lambda_{n}=P_{n}^{-1} \sum_{1}^{n} P_{\nu} / \nu
$$

should be bounded.
[For details, see Hilleand Tamarkin [ $1_{\mathrm{u}}$ ](or the first edition of this book, p. 186); also Karamata [6]
9. Using the polynomials (1-4) show that for any positive sequence $\varepsilon_{n} \rightarrow 0$ there exists a continuous function $f$ such that $\left|S_{n}(0 ; f)\right| \geqslant \epsilon_{n} \log n$ for infinitely many $n$ (compare (1-2)).
10. Let $0<\alpha<1$. Show that the function

$$
f(x)=\sum_{1}^{\infty} 4^{-k a} Q\left(x, 2.4^{k}, 4^{k}\right)
$$

(the $Q$ 's being defined by (1-4)) belongs to $\Lambda_{\alpha}$ and that $\left|S_{m}(0 ; f)-f(0)\right| \geqslant C m^{-\alpha} \log m$ for infinitely many $m$. Thus the factor $\log n$ in Theorem $(10.8)$ of Chapter II cannot be omitted. (Lobeague [1].)
[The proof is similar to that of (2-1). For $\alpha=1, f$ is of the class $\Lambda_{*}$ but not of the class $\Lambda_{1}$. To obtain an example from the latter class a different argument is needed.]
11. There is an $f \in L$ with the following property: for almost every $x$ we can find a sequence $q_{1}<q_{2}<\ldots$ (depending in general on $x$ ) such that

$$
\text { (i) }\left|S_{\sigma_{k}}(x ; f)\right| \rightarrow \infty, \quad \text { (ii) } \Sigma 1 / q_{k}=\infty
$$

(This is not poesible if $S[f$ ] is of power seriee type; cf. Chapter XV, (4.3), (5.10).) [The proof is similar to that of (3.1).]

## CHAPTER IX

## RIEMANN'S THEORY OF TRIGONOMETRIC SERIES

## 1. General remarks. The Cantor-Lebesgue theorem

In the previous chapters we have almost exclusively been concerned with Fourier series. We shall now prove a number of properties of trigonometric series

$$
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right),
$$

with coefficients tending to 0 , but otherwise quite arbitrary. Riemann found the first fundamental results in the subject, and these with their subsequent extensions constitute what is now called the Riemann theory of trigonometric series. The chief points of the theory are the problem of uniqueness and the problem of localization, which we now proceed to discuss.

In this chapter we suppose, unless otherwise stated, that the coefficients of the trigonometric series considered tend to 0 . We recall the notation

$$
\begin{aligned}
& \frac{1}{2} a_{0}+ \sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)= \\
& \sum_{n=0}^{\infty} A_{n}(x), \\
& \sum_{n=1}^{\infty}\left(a_{n} \sin n x-b_{n} \cos n x\right)=\sum_{n=1}^{\infty} B_{n}(x), \\
& A_{n}(x)= \rho_{n} \cos \left(n x+\alpha_{n}\right) \quad\left(\rho_{n}^{2}=a_{n}^{2}+b_{n}^{2}, \rho_{n} \geqslant 0\right) .
\end{aligned}
$$

(1-2) The Cantor-Lebesgle theorem. If $A_{n}(x) \rightarrow 0$ for $x$ belonging to a set $E$ of pasitive measure, then $a_{n}, b_{n} \rightarrow 0$.

If $\rho_{n}$ does not tend to 0 , there exists a sequence $n_{1}<n_{2}<\ldots$ of indices and an $\epsilon>0$ such that $\rho_{n_{k}}>\epsilon$ for all $k$. From this and the relation $\rho_{n} \cos \left(n x+\alpha_{n}\right) \rightarrow 0$ in $E$ we see that $\cos \left(n_{k} x+\alpha_{n_{k}}\right) \rightarrow 0$ in $E$. A fortiori, $\cos ^{2}\left(n_{k} x+\alpha_{n_{k}}\right) \rightarrow 0$ in $E$. The terms of the last sequence do not exceed 1, so that, by Lebesgue's theorem on the integration of bounded sequences, the integral

$$
\int_{E} \cos ^{2}\left(n_{k} x+\alpha_{n_{k}}\right) d x
$$

tends to 0 wheress, after Theorem (4.5) of Chapter II, it tends to $\frac{1}{2}|E|$. The contradiction proves (1-2).
(1-3) Theorem. If $\Sigma A_{n}(x)$ converges in a set $E$ of positive measure, then $a_{n} \rightarrow 0, b_{n} \rightarrow 0$. More generally, if $\Sigma A_{n}(x)$ is summable ( $\mathrm{C}, k$ ), $k>-1$, in a set $E$ of positive measure, then $a_{n}=o\left(n^{k}\right), b_{n}=o\left(n^{k}\right)$.

We prove the second statement. A consequence of the hypothesis is that

$$
a_{n} n^{-k} \cos n x+b_{n} n^{-k} \sin n x \rightarrow 0 \quad(x \in E),
$$

(Chapter III, (1-22)) so that, by (1-2), $a_{n} n^{-k} \rightarrow 0, b_{n} n^{-k} \rightarrow 0$.
(1-4) Theorem. If $A_{n}(x)=O(1)$ for each $x \in E,|E|>0$, then $a_{n}=O(1), b_{n}=O(1)$.
If $\Sigma A_{n}(x)$ is finite (C,k), $k>-1$, in $E,|E|>0$, then $a_{n}=O\left(n^{k}\right), b_{n}=O\left(n^{k}\right)$.
The proof is left to the reader.
(1-5) Theorem. Let $\chi(n)$ be a positive sequence tending monotonically to 0 . Suppose that $\Sigma A_{n}(x)$ converges in $E,|E|>0$, to sum $f(x)$ and that

$$
s_{n-1}(x)-f(x)=o\{\chi(n)\}
$$

for each $x \in E$. Then $a_{n}=o\{\chi(n)\}, b_{n}=o\{\chi(n)\}$.
The result holds if the ' $o$ ' is replaced by ' $O$ ' throughout.
Considering the ' $o$ ' case, set $r_{n}(x)=f(x)-s_{n}(x)$. Then

$$
A_{n}(x)=r_{n-1}(x)-r_{n}(x)=o\{\chi(n)\}+o\{\chi(n+1)\}=o\{\chi(n)\}
$$

in $E$, and the conclusion follows from (1-2).
(1-2) asserts that if $\left|a_{n}\right|+\left|b_{n}\right|$ does not tend to 0 , then $A_{n}(x)$ cannot tend to 0 except possibly in a set of measure 0 . We shall investigate the nature of this set.

A set $E$ is said to be of type H , if there is a sequence of positive integers $n_{1}<n_{2}<n_{3}<\ldots$ and an interval $\Delta$ such that for each $x \in E$ no point
is in $\Delta(\bmod 2 \pi)$.

$$
n_{k} x \quad(k=1,2,3, \ldots)
$$

The closure of a set of type $H$ is also of type $H$. A set of type $H$ is non-dense.
Recalling the definition of an equidistributed sequence of numbers (Chapter IV, § 4) we see that if $E$ is of type H , then for a suitable $\left\{n_{k}\right\}$ and each $x \in E$ the sequence $n_{k} x$. reduced $\bmod 2 \pi$, is non-equidistributed over ( $0,2 \pi$ ) in a rather strong sense; not only do some intervals get less than their proper share of points $n_{k} x$, but there even exist intervals totally devoid of such points.

The following is an equivalent definition of sets of type H : a set $E \mathrm{C}(0,2 \pi)$ is of type $H$ if there exist integers $0<n_{1}<n_{2}<\ldots$, a number $\alpha$ and a number $\delta<1$ such that

$$
\begin{equation*}
\cos \left(n_{k} x+\alpha\right)<\delta \quad \text { for } \quad x \in E \quad(k=1,2, \ldots) \tag{1.6}
\end{equation*}
$$

We can construct a set of type H as follows. Denote by $\langle x\rangle$ the fractional part of $x$,

$$
\langle x\rangle=x-[x],
$$

fix a number $d, 0<d<1$, and a number $a$, and consider for each integer $n>0$ the set $E_{n}$ of points $x$ such that

$$
\left\langle\frac{n x-a}{2 \pi}\right\rangle \leqslant d .
$$

Then for any sequence $0<n_{1}<n_{2}<\ldots$, the set

$$
E=E_{n_{1}} E_{n_{2}} \ldots E_{n_{k}} \ldots
$$

(possibly empty) is of type $H$. For if $x \in E$, then $x \in E_{n_{k}}$; thus $n_{k} x$ is situated, mod $2 \pi$, in the interval ( $a, a+2 \pi d$ ), and so never enters $\Delta=(a+2 \pi d, a+2 \pi)$.

The set $E_{n}$ of points $x$ satisfying (1•7) consists of intervals of length $2 \pi d / n$ separated by intervals of length $2 \pi(1-d) / n$. If we identify points congruent $\bmod 2 \pi$ (that is, if we consider $E_{n}$ on the circumference of the unit circle), then $E_{n}$ consists of $n$ equal and equally distributed intervals, and $\left|E_{n}\right|=2 \pi d$, a quantity independent of $n$ and $a$.

The Cantor ternary set $C$ constructed on $(0,2 \pi)$ is of type $\mathbf{H}$ with

$$
n_{k}=3^{k-1}, \quad \Delta=\left(\frac{2}{3} \pi, \frac{4}{3} \pi\right) \quad(k=1,2, \ldots) .
$$

For, as we easily see geometrically or deduce from the parametric representation of the points of $C$ (Chapter $V, \S 3$ ), the set of the points $3^{k-1} x, x \in C$, is, when reduced $\bmod 2 \pi$, identical with $C$.

The same argument shows generally that a perfect set of constant ratio of dissection $(\xi, 1-2 \xi, \xi)$ is an H set if $\xi=1 / q, q=3,4,5, \ldots$.

The following observation is useful. Suppose that in the definition of a set of type $H$ we make $\Delta$ depend on $k$; that is, we assume that for $x \in E$ the point $n_{k} x$, reduced $\bmod 2 \pi$, does not enter an interval $\Delta_{k}=\left(a_{k}, b_{k}\right)$. Then the set $E$ is still of type H , provided the lengths of the $\Delta_{k}$ stay above a positive number $\eta$. For selecting a sequence $k_{j}$ such that $a_{k_{j}}$ and $b_{k_{j}}$ converge, say to limits $a$ and $b$, we see that $b-a \geqslant \eta$ and that any interval $\Delta^{\prime}$ interior to ( $a, b$ ) has the following property: for $j$ large enough and for each $x \in E, n_{k_{j}} x$ never enters $\Delta^{\prime}(\bmod 2 \pi)$. Hence $E$ is of type $H$.

Correspondingly, in (1.6) we may make $\alpha$ depend on $k$.
We may present the result in a slightly different form. Given any periodic set $\mathcal{E}$. denote by $\mathscr{E}^{n}$ the set of points $n x$, where $x \in \mathscr{E}$, and let $l_{n}$ be the upper bound of the lengths of intervals without points in common with $\mathscr{E}^{n}$ (if $\mathscr{E}$ is closed, $l_{n}$ is the length of the largest interval contiguous to $\mathscr{E}^{n}$ ). $\mathscr{E}$ is of type $\mathbf{H}$ if and only if $\lim \sup l_{n}>0$.

A denumerable sum of sets $H$ is called an $H_{\sigma}$ set. $H_{\sigma}$ sets are of the first category. They are also of measure 0 . This is a corollary of the following theorem:
(1-8) Theorem. A set of type H is of measure 0 .
Let $E$ be a set of type $H$ associated with a sequence $\left\{n_{k}\right\}$ and an interval $\Delta$. Let $E_{n}$ be the set of points $x$ such that $n x$ is not in $\Delta(\bmod 2 \pi)$. Clearly $E \subset \mathscr{E}=E_{n_{1}} E_{n,} \ldots$, and it is enough to show that $|\mathscr{E}|=0$.

Let $d=(2 \pi-|\Delta|) / 2 \pi$. If we omit factors in $E_{n_{1}} E_{n_{2}} \ldots$ the product can only increase. Also, if $S$ is any finite system of intervals, then $\left|S E_{n}\right| \rightarrow d|S|$ as $n \rightarrow \infty$. Let now $d<d_{1}<1, m_{1}=n_{1}$, and suppose that $m_{1}, m_{2}, \ldots, m_{k-1}$ have been defined. If

$$
S_{k-1}=E_{m_{1}} E_{m_{2}} \ldots E_{m_{k-1}}
$$

we find an $m_{k}>m_{k-1}$ in $\left\{n_{i}\right\}$ such that

$$
\left|S_{k-1} E_{m_{k}}\right| \leqslant d_{1}\left|S_{k-1}\right|
$$

It follows that

$$
\left|E_{m_{1}} E_{m_{2}} \ldots E_{m_{k}}\right| \leqslant 2 \pi d_{1}^{k}
$$

Hence $\left|E_{m_{1}} E_{m_{3}} \ldots\right|=0$ and, a fortiori, $|\mathcal{8}|=\left|E_{n_{1}} E_{n_{2}} \ldots\right|=0$.
(1-9) Theorem. Except perhaps in a set of type $\mathbf{H}_{\sigma}$ (and measure 0) we have, as $n \rightarrow \infty$.

$$
\lim \sup A_{n}(x)=\lim \sup \rho_{n}, \lim \inf A_{n}(x)=-\lim \sup \rho_{n},
$$

and, in particular, $\lim \sup \left|A_{n}(x)\right|=\limsup \rho_{n}$.
We first show that if $\alpha_{1}, \alpha_{2}, \ldots$ are real, and $n_{1}<n_{2}<\ldots$ positive integers, then, except perhaps in a set of type $H_{\sigma}$, we have

$$
\limsup \cos \left(n_{k} x+\alpha_{k}\right)=+1, \quad \lim \inf \cos \left(n_{k} x+\alpha_{k}\right)=-1
$$

It is enough to prove that the first of these holds outside a set $E$ of type $\mathbf{H}_{\sigma}$. Let $0<\delta<1$, and denote by $Z_{i}^{\delta}$ the set of $x$ such that

$$
\cos \left(n_{k} x+\alpha_{k}\right) \leqslant \delta \quad \text { for } \quad k \geqslant i .
$$

In view of the observation made above, $Z_{i}^{\delta}$ is an $H$ set. Outside the $H_{\sigma}$ set

$$
Z^{\delta}=Z_{1}^{\delta}+Z_{\mathbf{2}}^{\delta}+\ldots
$$

we have

$$
\limsup \cos \left(n_{k} x+\alpha_{k}\right) \geqslant \delta,
$$

and outside the $\mathrm{H}_{\sigma}$ set

$$
E=Z^{\frac{1}{2}}+Z^{\frac{1}{3}}+Z^{\frac{1}{2}}+\ldots
$$

we have the first equation ( $1 \cdot 11$ ).
Return to (1.9). It is enough to consider the first equality (1-10). Let $\left\{n_{k}\right\}$ be such that $\lim \sup \rho_{\boldsymbol{n}}=\lim \rho_{n_{k}}$. Outside the set $E$ just considered (with $\alpha_{n_{k}}$ for $\alpha_{k}$ ) we have

$$
\lim \sup A_{n}(x) \geqslant \lim \sup A_{n_{k}}(x)=\lim \rho_{n_{k}}=\lim \sup \rho_{n},
$$

that is, $\lim \sup A_{n}(x) \geqslant \lim \sup \rho_{n}$. Since the opposite inequality is valid for all $x$, the first equation ( $1 \cdot 10$ ) holds in the complement of $E$. This completes the proof of (1-9).

A corollary of (l-9) is that if $\left|a_{n}\right|+\left|b_{n}\right|$ does not tend to $0, A_{n}(x)$ can tend to 0 at most in a set $\mathrm{H}_{\sigma}$. Hence ( $\mathrm{H}_{\sigma}$ being of the first category), if $A_{n}(x)$ tends to 0 in a set of the second category, then $a_{n}$ and $b_{n}$ tend to 0 .

## 2. Formal integration of series

Given a series

$$
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)
$$

with $a_{n}, b_{n} \rightarrow 0$, consider the function

$$
\begin{equation*}
F(x)=4 a_{0} x^{2}-\sum_{n=1}^{\infty} \frac{a_{n} \cos n x+b_{n} \sin n x}{n^{2}}, \tag{2.2}
\end{equation*}
$$

obtained by integrating the series ( $2 \cdot 1$ ) formally twice. $F(x)$ is continuous since its series converges absolutely and uniformly. It is readily seen that

$$
\frac{F(x+2 h)+F(x-2 h)-2 F(x)}{4 h^{2}}=A_{0}+\sum_{n=1}^{\infty} A_{n}(x)\left(\frac{\sin n h}{n h}\right)^{2} .
$$

The numerator of the ratio on the left will be denoted by

$$
\Delta^{2} F(x, 2 h) .
$$

We denote the upper and lower limits of $\Delta^{\mathbf{2}} F(x, h) / h^{\mathbf{2}}$, as $h \rightarrow 0$, by $\bar{D}^{\mathbf{s}} F(x)$ and $\underline{D}^{\mathbf{s}} F(x)$ respectively; if $\bar{D}^{2} F(x)=\underline{D}^{2} F(x)$, the common value is denoted by $D^{2} F(x)$ and is called the second symmetric derivative of $F$ at the point $x$. If $D^{2} F\left(x_{0}\right)$ exists we say that (2.1) is, at the point $x_{0}$, summable by the Riemann method of summation, or summable $\mathbf{R}$, to sum $D^{2} F\left(x_{0}\right)$.
(2-4) Riemann's First Theorem. If $\Sigma A_{n}(x)$, with $a_{n}, b_{n} \rightarrow 0$, converges at a point $x$ to a finite sum $s$, it is also summable R to $s$.

We have to show that $\Delta^{2} F\left(x, 2 h_{i}\right) / 4 h_{i}^{\mathbf{g}} \rightarrow 8$ for every positive $\left\{h_{i}\right\} \rightarrow 0$. Set

$$
s_{n}=A_{0}+A_{1}+\ldots+A_{n}, \quad\left(\sin ^{2} h\right) / h^{2}=u(h) .
$$

Applying summation by parts we find that the right-hand side of (2.3) is, for $h=h_{i}$. equal to

$$
\sum_{n=0}^{\infty} s_{n}\left\{u\left(n h_{i}\right)-u\left((n+1) h_{i}\right)\right\} .
$$

This is a linear transformation of the sequence $\left\{s_{n}\right\} \rightarrow s$, and it is enough to show that the transformation satisfies the conditions of regularity (Chapter III, §1). This is obvious for conditions (i) and (iii). To verify (ii) we observe that

$$
\sum_{n=0}^{\infty}\left|u\left(n h_{i}\right)-u\left((n+1) h_{i}\right)\right|=\sum_{n=0}^{\infty}\left|\int_{n h_{1}}^{\left(n+1 i h_{4}\right.} u^{\prime}(t) d t\right| \leqslant \int_{0}^{\infty}\left|u^{\prime}(t)\right| d t,
$$

and the last integral is finite since the integrand is $O\left(t^{-2}\right)$ for $t \rightarrow \infty$.
Theorem (2.4) can be generalized as follows:
(2.7) Theorem. If $\Sigma A_{n}(x)$ has partial sums $s_{n}(x)$ bounded at $x$, and if

$$
s(x)=\liminf s_{n}(x), \quad \bar{s}(x)=\lim \sup s_{n}(x)
$$

then the numbers $\underline{D}^{2} F(x)$ and $\bar{D}^{2} F(x)$ are both contained in the interval ( $s-k \delta, s+k \delta$ ), where $s=\frac{1}{2}\{\bar{s}(x)+\underline{s}(x)\}, \delta=\frac{1}{2}\{\bar{s}(x)-\underline{s}(x)\}$, and $k$ is an absolute constant.

This follows from Theorem (1-5) of Chapter III; $k$ is the upper bound, for all $\left\{h_{i}\right\}$, of the sums on the left in (2.6).
(2.8) Riemann's Second Theorem. If $a_{n}, b_{n} \rightarrow 0$, then

$$
\begin{equation*}
\frac{F(x+2 h)+F(x-2 h)-2 F(x)}{4 h}=A_{0} h+\sum_{n=1}^{\infty} A_{n} \frac{\sin ^{2} n h}{n^{2} h} \rightarrow 0 \tag{2.9}
\end{equation*}
$$

"s $h \rightarrow 0$, uniformly in $x$.
It is again enough to prove that (2.9) holds for each positive $\left\{h_{i}\right\} \rightarrow 0$. The series in $(2 \cdot 9)$ is a linear transformation of the sequence $A_{n} \rightarrow 0$, so it is enough to verify conditions (i) and (ii) of regularity. (Condition (iii) is irrelevant here.) Condition (i) is obviously satisfied. To verify (ii) we observe that

$$
h_{i}+\sum_{n=1}^{\infty} \frac{\sin ^{2} n h_{i}}{n^{2} h_{i}} \leqslant h_{i}+\sum_{n=1}^{N} \frac{n^{2} h_{i}^{2}}{n^{2} h_{i}}+\sum_{n=N+1}^{\infty} \frac{1}{n^{2} h_{i}}<(N+1) h_{i}+1 / N h_{i} .
$$

If we set $N=\left[1 / h_{i}\right]+1$, then $1 / h_{i}<N \leqslant 1+1 / h_{i}$ and the right-hand side $\dagger$ of (2.10) is less than 4 for $\left|h_{i}\right| \leqslant 1$. This completes the proof of (2.8).

It is clear that if $a_{n}$ and $b_{n}$ are $O(1)$, the ratio in (2.9) is uniformly bounded as $h \rightarrow 0$.
The relation (2.9) is satisfied at every point $x$, irrespective of the convergence or divergence of $\sum A_{\text {/ }}(x)$. Following the terminology of Chapter II, § 3, we may say that $F(x)$ is uniformly smooth, or belongs to the class $\lambda_{*}$, or satisfies condition $\lambda_{*}$. The sum of any trigonometric series with coefficients $o\left(1 / n^{2}\right)$ satisfies condition $\lambda_{*}$; for it can be obtained by twice formally integrating a series with coefficients tending to 0 . If the coefficients of $\Sigma A_{n}(x)$ are $O\left(\dot{1} / n^{2}\right)$, the sum of the series satisfies condition $\Lambda_{*}$.

The following theorem is a generalization of these results:
(2-11) Theorem. If the $\rho_{n}=\left(a_{n}^{2}+b_{n}^{2}\right)^{\frac{1}{2}}$ satisfy the condition

$$
\sigma_{n}=\sum_{k=1}^{n} k^{2} \rho_{k}=o(n)
$$

[^17]then $\Sigma A_{n}(x)$ converges absolutely and uniformly, and its sum $f(x)$ satisfies condition $\lambda_{*}$. If we have ' $O$ ' in (2-12) instead of ' $o$ ', then $f \in \Lambda_{*}$.

It is enough to consider the ' $o$ ' case. If $\rho_{n}=o\left(1 / n^{2}\right),(2 \cdot 11)$ is immediate. To prove the absolute and uniform convergence of (2-1) in the general case we observe that

$$
\sum_{1}^{\infty} \rho_{k}=\lim _{N \rightarrow \infty} \sum_{1}^{N}\left(\sigma_{k}-\sigma_{k-1}\right) k^{-2}=\sum_{1}^{\infty} \sigma_{k}\left(k^{-2}-(k+1)^{-2}\right)=\sum_{1}^{\infty} o(k) O\left(k^{-s}\right)<\infty
$$

Now, supposing for simplicity that $a_{0}=0$,

$$
\begin{aligned}
\left|\frac{f(x+2 h)+f(x-2 h)-2 f(x)}{4 h}\right| & \leqslant h^{-1} \sum_{1}^{\infty} \rho_{k} \sin ^{2} k h \\
& \leqslant h \sum_{1}^{N} k^{2} \rho_{k}+h^{-1} \sum_{N+1}^{\infty} \rho_{k}=P+Q
\end{aligned}
$$

say. Set $N=[1 / h]$. Then $P \leqslant \sigma_{N} / N=o(1)$ as $h \rightarrow 0$, and arguing as in (2.13) we have

$$
Q \leqslant h^{-1} \sum_{N+1}^{\infty} \sigma_{k}\left(k^{-2}-(k+1)^{-8}\right)=h^{-1} \sum_{N+1}^{\infty} o\left(k^{-2}\right)=h^{-1} o\left(N^{-1}\right)=o(1) .
$$

Hence $P+Q=o(1)$ and (2•11) follows.
Set

$$
\rho_{n}=\eta_{n} / n \quad(n=1,2, \ldots)
$$

The condition $\sum_{1}^{n} k \eta_{k}=o(n)$, identical with (2.12), is satisfied in the following two special cases (see Chapter III, p. 79).
(i) $\Sigma n \eta_{n}^{2}<\infty$;
(ii) $\boldsymbol{\eta}_{\boldsymbol{n}} \rightarrow 0 ; \boldsymbol{\eta}_{\boldsymbol{n}}=0$ except possibly for a sequence $\boldsymbol{n}_{\boldsymbol{k}}$ such that $\boldsymbol{n}_{\boldsymbol{k}+\boldsymbol{1}} / \boldsymbol{n}_{\boldsymbol{k}}>\boldsymbol{q}>1$.

The idea of associating with $\Sigma A_{n}(x)$ the function $F(x)$ of (2.2) is due to Riemann. In some cases we may also consider the function

$$
L(x)=\frac{1}{2} a_{0} x+\sum_{1}^{\infty}\left(a_{n} \sin n x-b_{n} \cos n x\right) / n,
$$

obtained from (2-1) by a single integration. Then

$$
\frac{L(x+h)-L(x-h)}{2 h}=A_{0}+\sum_{1}^{\infty} A_{n}(x) \frac{\sin n h}{n h} .
$$

The difficulty in using $L(x)$ is that the series (2-14) need not converge everywhere even if $\Sigma A_{n}(x)$ does. (A simple example is provided by the series $\Sigma(\sin n x) / \log n$.) Furthermore, even if (2-14) does converge ererywhere, $L(x)$ need not be a continuous function.

On the other hand, the series (2-14) converges almost everywhere. For its periodic part is the Fourier series of a function in $L^{2}$ (Chapter IV, § 1), and since this has terms o(l/n) it must be convergent wherever it is summable (C, 1 ).

If $L(x)$ exists in the neighbourhood of a point $x_{0}$ and if

$$
\left\{L\left(x_{0}+h\right)-L\left(x_{0}-h\right)\right\} / 2 h \rightarrow 8 \quad \text { as } \quad h \rightarrow 0,
$$

we say that $\Sigma A_{n}(x)$ is summable at the point $x_{0}$ by the Lebesgue method of summation, or summable L , to sum 8 .
(2-16) Theorem. Suppase that $a_{n}$ and $b_{n}$ are $o(1 / n)$ or, more generally, that

$$
\sum_{1}^{n} k \rho_{k}=o(n)
$$

Then, if $s_{n}(x)$ are the partial sums of $\Sigma A_{n}(x)$ and $N=N(h)=[1 / h]$, we have, uniformly in $x$,

$$
\begin{gathered}
L(x+h)-L(x-h) \\
2 h^{\prime}
\end{gathered}
$$

as $h \rightarrow 0$. In particular, a necessary and sufficient condition for $\Sigma A_{n}(x)$ to converge at $x$ to sum 8 (finite or infinite) is that it should be summable $L$ at $x$ to sum 8 .
From (2.17) and Theorem (2.11) we deduce that the function $L(x)$ exists everywhere and satisfies condition $\lambda_{*}$. The difference last written is

$$
\sum_{1}^{N} A_{n}\left(\frac{\sin n h}{n h}-1\right)+\sum_{N+1}^{\infty} A_{n} \frac{\sin n h}{n h}=P+Q .
$$

Denote by $\tau_{n}$ the left-hand side of (2.17). Since $(\sin u) / u-1=O\left(u^{\mathbf{2}}\right)=O(u)$ for $|u| \leqslant 1$,

$$
\begin{aligned}
& \qquad|P|=O\left\{h \sum_{1}^{N} n \rho_{n}\right\}=O\left\{N^{-1} \tau_{N}\right\}=o(1), \\
& |Q| \leqslant h^{-1} \sum_{N+1}^{\infty} \frac{\rho_{n}}{n}=h^{-1} \sum_{N+1}^{\infty} \frac{\tau_{n}-\tau_{n-1}}{n^{2}} \leqslant h^{-1} \sum_{N+1}^{\infty} \tau_{n}\left(\frac{1}{n^{2}}-\frac{1}{(n+1)^{2}}\right)=O(N) \sum_{N+1}^{\infty} o\left(\frac{1}{n^{2}}\right)=O(1) .
\end{aligned}
$$

Hence $P+Q=0$ (1) and (2.16) follows.
Part of Theorem (2-16) can be generalized as follows:
(2-18) Theorem. If $a_{n}$ and $b_{n}$ are $O(1 / n)$, then $\Sigma A_{n}(x)$ is summable L at $x_{0}$ to a finite sum $s$ if and only if it converges at $x_{0}$ to 8 .

Let $\Sigma A_{n}(x)$ converge at $x_{0}$ to $s$. We may suppose that $s=0$. Write

$$
\frac{L\left(x_{0}+h\right)-L\left(x_{0}-h\right)}{2 h}=\left\{\frac{2}{2} a_{0}+\sum_{1}^{k N} A_{n}\left(x_{0}\right) \frac{\sin n h}{n h}\right\}+\left\{\sum_{k N+1}^{\infty} A_{n}\left(x_{0}\right) \frac{\sin n h}{n h}\right\}=P+Q,
$$

where $N=[1 / h]$ and $k$ is a fixed integer. From

$$
|Q| \leqslant h^{-1} \sum_{k N+1}^{\infty}\left|A_{n}\left(x_{0}\right)\right| n^{-1} \leqslant O(N) \sum_{k N+1}^{\infty} O\left(n^{-2}\right)=O(N) O(1 /(k N)),
$$

we see that $|Q|$ is arbitrarily small if $k$ is large enough. By Theorem (12.2) of Chapter III, $P$ tends to 0 as $h \rightarrow 0$. It follows that $\left\{L\left(x_{0}+h\right)-L\left(x_{0}-h\right) / 2 h\right\} \rightarrow 0$ as $h \rightarrow 0$.
Conversely, let $\Sigma A_{n}(x)$ be summable L at $x_{0}$ to sum $s$. We may suppose that $a_{0}=0$. The linear term in (2.14) then disappears and $\Sigma A_{n}(x)$ is $S^{\prime}[L]$. By Theorem (7.9) of Chapter III, $\Sigma A_{n}(x)$ is, at $x_{0}$, summable $A$ to sum $s$, and so also converges to $s \operatorname{since}$ its terms are $O(1 / n)$ (Chapter III, ( 1.38 )).

While a series $\Sigma A_{n}(x)$ with coefficients o( $\left.1 / n\right)$ is a Fourier series, this no longer holds if we impose only the condition (2.17); the lacunary series $\Sigma n-1 \cos 2^{n} x$ is an instance in point (see Chapter V, §6).
(2.19) Theorem. Suppose that $\Sigma A_{n}(x)$ satisfies (2.17) and is $S[f]$. Then
(i) if $f(x) \rightarrow s,-\infty \leqslant s \leqslant+\infty$, as $x \rightarrow x_{0}+0$, the series converges at $x_{0}$ to sum $s$;
(ii) if $f(x)$ is continuous $\dagger$ in an interval $a \leqslant x \leqslant b$, it converges uniformly in $(a, b)$.
$\dagger$ At $a$ and $b$ only ono-mided continuity is required.
(i) $L(x)$ has at $x_{0}$ a right-hand derivative equal to $s$. Since $L(x)$ is smooth, the lefthand derivative at $x$ also exists and equals $s$. Hence $\left\{L\left(x_{0}+h\right)-L\left(x_{0}-h\right)\right\} / 2 h \rightarrow 8$ and, by ( $2 \cdot 16$ ), $s_{N}(x) \rightarrow s$.
(ii) If $h \rightarrow+0$, then $\{L(x+h)-L(x)\} / h \rightarrow f(x)$ uniformly in the interval

$$
I: a \leqslant x \leqslant a+\frac{1}{2}(b-a)
$$

Since $L \in \lambda_{*}$, we have $\{L(x)-L(x-h)\} / h \rightarrow f(x)$, and so also

$$
\{L(x+h)-L(x-h)\} / 2 h \rightarrow f(x),
$$

uniformly in $I$. The last relation holds uniformly also in the remaining part of ( $a, b$ ). by an analogous argument, and it only remains to apply (2-16).

If we were to assume the two-sided continuity of $f$ at $a$ and $b$, the uniform convergence of $\Sigma A_{n}(x)$ in ( $a, b$ ) would follow at once from the uniform summability ( $\mathrm{C}, 1$ ) there since, owing to (2.17), the $s_{n}$ and the ( $\mathrm{C}, 1$ ) means of $\Sigma A_{n}(x)$ are uniformly equiconvergent.

We recall the following definition (Chapter II, §3). A function $f(x)$ defined on a set $E$ is said to have property D, if $f(x)$ takes all intermediate values; i.e. for any two points $x_{1}$ and $x_{2}$ in $E$ and any number $\eta$ between $f\left(x_{1}\right)$ and $f\left(x_{2}\right)$, there is a point $\xi \in E$ between $x_{1}$ and $x_{2}$ such that $f(\xi)=\eta$.
(2-20) Theorem. Suppose that $\Sigma A_{n}(x)$ satisfies (2-17). Then the set $E$ of the points of convergence of the series is of the power of the continuum in every interval, and the sum $f(x)$ has property D on $E$.

After (2.11), the function $L(x)$ in (2.14) is in the class $\lambda_{*}$. By Chapter II, (3.3), (3.6), a finite derivative $L^{\prime}(x)$ exists, and has property D , in a set $E$ which is of the power of the continuum in every interval. Since for smooth functions the existence of $L^{\prime}(x)$ is equivalent to the existence of the first symmetric derivative, it is enough to apply (2-16).

Example. As the series

$$
\begin{equation*}
\Sigma \nu^{-1} \cos 10^{v} x \tag{2.21}
\end{equation*}
$$

shows, the set $E$ in (2.20) may be of measure 0 (Chapter V , (6.4)). In every interval we can find points $x_{1}$ and $x_{2}$ such that $\limsup s_{n}\left(x_{1}\right)=+\infty, \liminf s_{n}\left(x_{2}\right)=-\infty, s_{n}$ being the partial sums of (2.21) (Chapter VI, $\mu .250$ ). It follows from (2-16) that the ratio $\{L(x+h)-L(x-h)\} / 2 h$ has at $x_{1}$ the limit superior $+\infty$ and at $x_{2}$ the limit inferior $-\infty$. By the Remark in Chapter II, p. 44, we deduce that given any finite $\eta$ there is a point $\xi$ between $x_{1}$ and $x_{2}$ such that (2-21) converges at $\xi$ to sum $\eta$. Hence though the series (2.21) diverges almost everywhere it converges to any given sum at some point of any interval.

Given a function $f(x)$ on a (measurable) set $E$ and a point $x_{0}$, we say that $f(x)$ has an approximate limit as $x \rightarrow x_{0}$, in symbols

$$
\lim _{x \rightarrow x_{0}} f(x)=8
$$

if $f(x)$ tends to $s$ as $x$ tends to $x_{0}$ through a set $\mathscr{E}$, subset of $E$, having $x_{0}$ as a point of density. Since two sets having $x_{0}$ as a point of density must have points in common in each neighbourhood of $x_{0}$, there is at most one approximate limit.

Correspondingly, the two limits

$$
\operatorname{limap}_{h \rightarrow 0}\left\{f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\} / h, \quad \operatorname{limap}_{h \rightarrow 0}\left\{f\left(x_{0}+h\right)-f\left(x_{0}-h\right)\right\} / 2 h
$$

are called the approximate and the symmetric approximate derivative of $f$ at $x_{0}$ and denoted by $f_{\Delta p}^{\prime}\left(x_{0}\right)$ and $f_{\text {mpp }}^{\prime}\left(x_{0}\right)$.
The following theorem shows the effect of a single integration on convergent trigonometric series:
(2.22) Theorem. If $a_{n}, b_{n} \rightarrow 0$ and if $\Sigma A_{n}(x)$ converges at $x_{0}$ to a (fnite) sum s, then $L_{\text {sap }}^{\prime}\left(x_{0}\right)$ exists and equals $s$.
We may suppose that $a_{0}=0$ and $s=0 . L(x)$ exists almost everywhere. If $L\left(x_{0} \pm h\right)$ exist, then

$$
\frac{L\left(x_{0}+h\right)-L\left(x_{0}-h\right)}{2 h}=\sum_{1}^{2 \pi} A_{n}\left(x_{0}\right) \frac{\sin n h}{n h}+\sum_{2 x+1}^{\infty} A_{n}\left(x_{0}\right) \frac{\sin n h}{n h}=P(h)+Q(h),
$$

where the integer $N$ is defined by the condition $2^{-(N+1)}<h \leqslant 2^{-N}$. A simple summation by parts (or an application of Theorem (12.2) of Chapter III) shows that

$$
P(h) \rightarrow 0 \quad(h \rightarrow 0) .
$$

Applying summation by parts to $Q(h)$, and writing $s_{n}\left(x_{0}\right)=s_{n}$, we have

$$
\begin{aligned}
Q(h) & =0(1)+\sum_{2^{N+1}}^{\infty} s_{n}\left(\frac{\sin n h}{n h}-\frac{\sin (n+1) h}{(n+1) h}\right) \\
& =o(1)+\sum_{2^{N+1}}^{\infty} s_{n} \frac{\sin n h}{n(n+1) h}-\frac{2 \sin h h}{h} \sum_{2 n+1}^{\infty} \frac{s_{n} \cos \left(n+\frac{1}{1}\right) h}{n+1} \\
& =0(1)+Q_{1}(h)+Q_{2}(h),
\end{aligned}
$$

say. Clearly

$$
\left|Q_{1}\right| \leqslant h^{-1} \max _{n>2^{B}}\left|\delta_{n}\right| \sum_{2^{N}+1}^{\infty} \frac{1}{n(n+1)}=o\left(h^{-1} 2^{-N}\right)=o(1) .
$$

Hence, collecting results, we see that (2.22) will be proved if we show that

$$
\operatorname{limap}_{h \rightarrow 0} Q_{2}(h)=0 .
$$

Since

$$
\begin{aligned}
\int_{2-N-1}^{2-N} Q_{2}^{2}(h) d h & \leqslant \int_{0}^{\pi}\left(\sum_{\sum_{2+1}^{\infty}}^{\infty} s_{n} \frac{\cos \left(n+\frac{1}{2}\right) h}{n+1}\right)^{2} d h=2 \int_{0}^{l \pi}\left(\sum_{2^{n}+1}^{\infty} s_{n} \frac{\cos (2 n+1) t}{n+1}\right)^{2} d t \\
& \leqslant \pi \sum_{2 \sum^{2}+1}^{\infty} \frac{s_{n}^{2}}{(n+1)^{2}}=o\left(2^{-N}\right),
\end{aligned}
$$

the integral on the left is $\epsilon_{N} 2^{-N-1}$, where $\epsilon_{N} \rightarrow 0$. Let $E^{N}$ be the set of those $h$ in ( $2^{-N-1}, 2^{-N}$ ) at which $Q_{2}(h)$ exists and $\left|Q_{2}(h)\right| \geqslant \epsilon_{k}^{k}$. Then

$$
\epsilon_{N}^{k}\left|E^{N}\right| \leqslant \epsilon_{N} 2^{-N-1}, \quad\left|E^{N}\right| / 2^{-(N+1)} \leqslant \epsilon_{N}^{N},
$$

that is, the average density of $E^{N}$ in $\left(2^{-N-1}, 2^{-N}\right)$ does not exceed $\epsilon$. It follows immediately that the set $E=E^{1}+E^{2}+\ldots$ has density 0 at $h=0$, and that $Q_{2}(h) \rightarrow 0$ as $h$ tends to 0 outside $E$. Hence linn ap $Q_{2}(h)=0$, and the theorem is proved.

Remark. Even without the hypothesis $a_{n}, b_{n} \rightarrow 0$ the convergence of $\Sigma A_{n}\left(x_{0}\right)$ to $s$ implies that $A_{n}\left(x_{0}\right) \rightarrow 0$, so that $\Sigma A_{n}\left(x_{0}\right) \frac{\sin n h}{n h}$ converges for almost all $h$, and,
as the foregoing proof shows, the sum of the last series has approximate limit 8 as $h \rightarrow 0$. The hypothesis $a_{n}, b_{n}=o(1)$ was used only to establish the existence of the function $L(x)$. (It would be enough to suppose that $a_{n}, b_{n}=O\left(n^{\ddagger-r}\right), \varepsilon>0$; see Chapter IV, (1-1).)

We now consider the special case when $\Sigma A_{n}(x)$ is of power-series type

$$
\sum_{0}^{\infty} c_{n} e^{i n x}
$$

with $c_{\boldsymbol{n}} \boldsymbol{\rightarrow} \mathbf{0}$. For such series

$$
F(x)=\frac{1}{2} c_{0} x^{2}-\sum_{1}^{\infty} \frac{c_{n}}{n^{2}} e^{i n x} .
$$

If, for a fixed $x_{0}$, as $h \rightarrow 0$ we have

$$
F\left(x_{0}+h\right)=\alpha_{0}+\alpha_{1} h+\frac{1}{2} \alpha_{2} h^{2}+o\left(h^{2}\right)
$$

we say that $F$ has at $x_{0}$ a second generalized derivative equal to $\alpha_{2}$. We observe that (2.25) implies not only
(2-26) Theorem. If (2.23) converges at $x_{0}$ to (finite) sum $s$, then the function $F(x)$ of (2.24) has at $x_{0}$ a second generalized derivative $s$.

We omit the proof here; a much more general result will be proved in Chapter XI,§ 2.
(2-27) Theorem. If (2-23) converges at $x_{0}$ to (a finite) sum 8 , then the function

$$
L(x)=c_{0} x+\sum_{1}^{\infty} \frac{c_{n}}{i n} e^{i n x}
$$

has an approximate derivative at $x_{0}$ equal to $8: L_{\text {ap }}^{\prime}\left(x_{0}\right)=8$.
This is an analogue of (2.22) and it is enough to sketch the proof. We may suppose that $c_{0}=0, x_{0}=0, s=0$. The convergence of $\Sigma c_{n}$ implies that of $\Sigma c_{n} / n$, and defining $N$ as before we have

$$
\frac{L(h)-L(0)}{h}=\sum_{1}^{2 N} c_{n} \frac{e^{i n h}-1}{i n h}+\sum_{9+1}^{\infty} c_{n} \frac{e^{i n h}-1}{i n h}=P(h)+Q(h) .
$$

Here again $P(h) \rightarrow 0$. Summation by parts shows that $h^{-1} \sum_{2^{n+1}}^{\infty} c_{n} / n=o(1)$. Hence

$$
Q(h)=o(1)+\sum_{2^{N}+1}^{\infty} \frac{c_{n} e^{i n h}}{i n h},
$$

and the last term tends approximately to 0 as $h \rightarrow 0$.
It will be shown in Chapter XIV, (4-1), that if $\Sigma A_{n}(x)$ converges in a set $E$, the conjugate series $\Sigma B_{n}(x)$ converges almost everywhere in $E$. From this and (2.27) we deduce the following consequence:
(2-28) Theorem. If $\Sigma A_{n}(x)$ converges in a set $E$, then $L(x)=\frac{1}{2} a_{0} x+\Sigma B_{n}(x) / n$, has an approximate derivative almost everywhere in $E$.

## 3. Uniqueness of the representation by trigonometric series

The theory of Fourier series associates with every integrable and periodic function $f(x)$ a special trigonometric series-the Fourier series of $f(x)$-which, as we have shown,
represents $f(x)$ in various ways. It is natural to inquire whether functions can be represented by trigonometric series other than Fourier series. The problem has a number of answers, since the word 'represent' may have various meanings. The problem of summability, and so of convergence, in mean was discussed in Chapter IV. In this section we consider the representation of functions by everywhere convergent trigonometric series. The following result is fundamental:
(3-1) Throrem. (i) If

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) \tag{3•2}
\end{equation*}
$$

converges everywhere to 0 , the series vanishes identically; that is, all its coefficients are 0 .
(ii) More generally, if (3-2) converges $\dagger$ everywhere to an integrable function $f(x)$, then (3.2) is $S[f]$.

We begin with the proof of (i), though it is a special case of (ii).
By (1-3), $a_{n} \rightarrow 0, b_{n} \rightarrow 0$. It follows that the function

$$
\begin{equation*}
F(x)=\left\{a_{0} x^{2}-\sum_{n=1}^{\infty} \frac{a_{n} \cos n x+b_{n} \sin n x}{n^{2}}\right. \tag{3•3}
\end{equation*}
$$

is continuous. By (2.4), $D^{2} F(x)=0$ for all $x$ and so (Chapter $\mathrm{I},(10 \cdot 7)$ ), $F(x)$ is linear. $F(x)=\alpha x+\beta$. Comparing this with (3.3), making $x \rightarrow \infty$, and observing that the periodic part of the series (3.3) is bounded, we find that $a_{0}=0, \alpha=0$. Hence

$$
\beta+\sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) / n^{2}=0 .
$$

The series on the left converges uniformly and so is the Fourier series of the right-hand side. Hence all the coefficients in (3.4) are 0 , and this completes the proof of (i).

A corollary of (i) is that if two trigonometric series converge everywhere to the same sum, then the two series are identical, that is, the corresponding coefficients of both series are the same.

We precede the proof of (ii) by the following remark: an arbitrary series (3.2), convergent or not, is $S[f]$ if the $F(x)$ of (3.3) satisfies an equation

$$
F(x)=\int_{a}^{x} d y \int_{a}^{y} f(t) d t+A x+B
$$

where $A$ and $B$ are constants. For let $F_{1}(x)=F(x)-t a_{0} x^{2}$. The periodic part of the series (3.3) is then $S\left[F_{1}\right]$, and (3.2) without the constant term is $S^{\prime \prime}\left[F_{1}\right]$. Since, by (3.5), $F_{1}$ is a second integral, we have

$$
S^{\prime \prime}\left[F_{1}\right]=S\left[F_{1}^{\prime \prime}\right]=S\left[f-\frac{1}{2} a_{0}\right]
$$

(Chapter II, (2.1)), and (3.2) is S[f].
Hence (ii) will follow if we show that under the hypothesis of the theorem we have (3.5). The proof of the latter will be based on a number of lemmas which give more than we actually require but which will be useful in generalizations of (ii) (see especislly §8 below).

> † By 'convergence' we mean convergence to a finite mum.
(3.6) Lemma. If a function $F(x), a<x<b$, has $a$ finite derivative $F^{\prime}(x)$, and if at $a$ point $x_{0}$ all the Dini numbers of $F^{\prime}(x)$ are contained between $m$ and $M$, then

$$
m \leqslant \underline{D}^{\mathbf{3}} F\left(x_{0}\right) \leqslant \bar{D}^{\mathbf{2}} F\left(x_{0}\right) \leqslant M .
$$

This has already been proved in Chapter I, p. 23.
(3-7) Lemma. Suppose that $F(x)$ is continuous for $a<x<b$ and satisfies $\bar{D}^{2} F \geqslant 0$ for all $x$ in $(a, b)$. Then $F$ is convex.

This is Theorem (10.7) of Chapter I.
Given a function $f(x), a \leqslant x \leqslant b$, not necessarily finite-valued, we call a continuous $\psi(x)$ a major function for $f$, if for each $x$ the Dini numbers of $\psi$ are not less than $f(x)$ and are distinct from $-\infty$; a continuous $\phi(x)$ is a minor function for $f$, if the Dini numbers of $\phi(x)$ are not greater than $f(x)$ and are distinct from $+\infty$.
(3-8) Lemma. Let $f(x), a \leqslant x \leqslant b$, be integrable, $f_{1}(x)=\int_{a}^{x} f d t$, and let $\epsilon$ be positive. Then there exist major and minor functions, $\psi$ and $\phi$, for $f$ such that

$$
\left|f_{1}(x)-\psi(x)\right|<\epsilon, \quad\left|f_{1}(x)-\phi(x)\right|<\epsilon
$$

in $(a, b)$. The functions $\psi$ and $\phi$ can even be absolutely continuous.
This is a well-known result from the theory of the Lebesgue integral and we take it for granted here. $\dagger$
(3.9) Lemma. Let $f(x), a<x<b$, be integrable over $(a, b)$ and greater than $-\infty$. Let $F(x), a<x<b$, be continuous and such that

Then

$$
\begin{gather*}
\bar{D}^{\mathbf{s}} F(x) \geqslant f(x) . \\
G(x)=F(x)-\int_{a}^{x} d y \int_{a}^{y} f(t) d t
\end{gather*}
$$

is convex.
Let $\phi_{n}$ be a minor function of $f$ such that $\left|\phi_{n}(x)-\int_{a}^{x} f(t) d t\right| \leqslant 1 / n, n=1,2, \ldots$. Write

$$
f_{1}(x)=\int_{a}^{x} f d t, \quad f_{2}(x)=\int_{a}^{x} f_{1} d t, \quad \Phi_{n}(x)=\int_{a}^{x} \phi_{n} d t
$$

By (3.10) and (3.6),

$$
\begin{equation*}
\bar{D}^{2} F(x) \geqslant f(x) \geqslant \underline{D}^{2} \Phi_{n}(x) . \tag{3.12}
\end{equation*}
$$

Since the extreme terms here cannot be infinities of the same sign, we have $\bar{D}^{2}\left(F-\Phi_{n}\right) \geqslant 0$, and $F-\Phi_{n}$ is convex in (a,b). As $n \rightarrow \infty, F-\Phi_{n}$ tends to $F-f_{2}$, which is therefore also convex, and the lemma follows.
(3-13) Lemмa. Let $f(x), a<x<b$, be integrable and finite-valued. Let $F(x)$ be continuous and such that

Then

$$
\begin{gather*}
\bar{D}^{2} F(x) \geqslant f(x) \geqslant \underline{D}^{2} F(x) \\
F(x)=\int_{a}^{x} d y \int_{a}^{y} f(t) d t+A x+B
\end{gather*}
$$

where $A$ and $B$ are constants.

[^18]Since the $G$ in (3.11) is both convex and concave, it is linear.
Part (ii) of (3•1) now follows easily. For the $F$ in (3.3) satisfies $D^{\boldsymbol{8}} F=f$ for all $x$. Hence $F$ satisfies (3.15) which, as we know, proves that $\Sigma A_{n}(x)$ is $\mathrm{S}[f]$.

The hypothesis that $\Sigma A_{n}(x)$ converges was used only to show that $a_{n}, b_{n} \rightarrow 0$ and that $\Sigma A_{n}(x)$ is summable $R$. Theorem (3•1) would still hold, therefore, under these weaker assumptions.
(3.16) Lemma. If $F(x)$ is convex in $(a, b)$, then $D^{2} F(x)$ exists for almost all $x$ in $(a, b)$ and is integrable over any interval ( $a^{\prime}, b^{\prime}$ ) totally interior to $(a, b)$.

Since $F(x)$ is the integral of a non-decreasing function $\xi(x)$ (Chapter I, (10•11)), we have

$$
\frac{F(x+h)+F(x-h)-2 F(x)}{h^{2}}=\frac{1}{h^{2}} \int_{0}^{h}\{\xi(x+t)-\xi(x-t)\} d t ;
$$

and $\xi^{\prime}(x)$ exists almost everywhere in ( $a, b$ ) and is integrable over ( $a^{\prime}, b^{\prime}$ ). At each point where a finite $\xi^{\prime}(x)$ exists we have

$$
\xi(x+t)-\xi(x-t)=2 t \xi^{\prime}(x)+o(t)
$$

the right-hand side of (3.17) tends to $\xi^{\prime}(x)$, and $D^{2} F(x)=\xi^{\prime}(x)$.
(3-18) Theorem. Suppose that $\Sigma A_{n}(x)$ converges everywhere to a sum $f(x)$ such that $f(x) \geqslant \chi(x)$, where $\chi$ is integrable. Then $f$ is integrable and the series is $S[f]$.

We may suppose, by changing $\chi$ if necessary in a set of measure 0 , that $\chi$ is finitevalued. We have $D^{2} F \geqslant \chi$. By Lemma (3.9),

$$
H(x)=F(x)-\int_{a}^{x} d y \int_{a}^{y} \chi(t) d t
$$

is convex. Hence $D^{2} H$ exists almost everywhere and is integrable over ( $0,2 \pi$ ). It follows that $D^{2} F=f$ is integrable. Hence the series is $S[f]$.

In particular, if $\Sigma \boldsymbol{A}_{\boldsymbol{n}}(x)$ converges everywhere to a non-negative sum, the sum is integrable.
(3.19) Theorem. Suppose that $a_{n}, b_{n} \rightarrow 0$ and denote by $s^{*}(x)$ and $s_{*}(x)$ the upper and lower sums of $\Sigma A_{n}(x)$ :

$$
s^{*}(x)=\underset{n \rightarrow \infty}{\limsup } s_{n}(x), \quad s_{*}(x)=\underset{n \rightarrow \infty}{\liminf } s_{n}(x) .
$$

If $s^{*}(x)$ and $s_{*}(x)$ are finite outside a denumerable set $E$, and are both integrable, then $\Sigma A_{n}(x)$ is $\mathrm{S}[f]$, where $f=\underline{D}^{2} F, F(x)=\frac{1}{} a_{0} x^{2}-\Sigma A_{n}(x) / n^{2}$.

We need a few lemmas.
(3-20) Lemma. Suppose that $F(x)$ is continuous for $a<x<b$, and that $\bar{D}^{\mathbf{2}} F \geqslant 0$ for each $x$, except possibly in a denumerable set $E$. Suppose also that

$$
\limsup _{h \rightarrow+0} \Delta^{2} F(x, h) / h \geqslant 0 \text { for } x \in E \text {, }
$$

where $\Delta^{2} F(x, h)=F(x+h)+F^{\prime}(x-h)-2 F(x)$. Then $F$ is convex in $(a, b)$.
This is a generalization of (3.7). As in the proof of the latter we may suppose that $\bar{D}^{2} F>0$ outside $E$, for otherwise we apply the argument to $F(x)+x^{2} / n$ and then make $n \rightarrow \infty$.

Suppose that $F$ is not convex. There is then an arc of the curve $\boldsymbol{y}=\boldsymbol{F}(\boldsymbol{x})$ lying partly above the corresponding chord. Let $\alpha, \beta$ be the terminal abscissae of the arc, and let $y=l_{\mu}(x)$ be the equation of the straight line through ( $\alpha, F(\alpha)$ ) with slope $\mu$. If $\mu$ exceeds the slope of the chord but is close to it, the function $G_{\mu}(x)=F(x)-l_{\mu}(x)$ takes positive values at some points of $(\alpha, \beta)$. Let $x_{0}=x_{0}(\mu)$ be a point where $G_{\mu}$ attains its absolute maximum in $(\alpha, \beta)$. We have $\alpha<x_{0}<\beta$, since $G_{\mu}(\alpha)=0, G_{\mu}(\beta)<0$.

Clearly $\Delta^{2} G_{\mu}\left(x_{0}, h\right) \leqslant 0$ for small $h>0$. Hence $\Delta^{2} F\left(x_{0}, h\right) \leqslant 0$ for such $h$ and, in particular, $\bar{D}^{2} F\left(x_{0}\right) \leqslant 0$. Therefore $x_{0} \in E$.

Since (3.21) holds with $G_{\mu}$ for $F$, and since $\Delta^{2} G_{\mu}\left(x_{0}, h\right) \leqslant 0$ for small $h$, we have

$$
\limsup _{h \rightarrow+0} \Delta^{2} G_{\mu}\left(x_{0}, h\right) / h=0
$$

But $G_{\mu}\left(x_{0} \pm h\right)-G_{\mu}\left(x_{0}\right) \leqslant 0$ for small $h$. Hence $\lim \sup \left\{G_{\mu}\left(x_{0}+h\right)-G_{\mu}\left(x_{0}\right)\right\} / h=0$ and

$$
\limsup _{A \rightarrow+0}\left\{F^{\prime}\left(x_{0}+h\right)-F\left(x_{0}\right)\right\} / h=\mu .
$$

This shows that to different admissible $\mu$ there correspond different $x_{0}=x_{0}(\mu)$, which is impossible since $x_{\sigma} \in E$ and the set of the $\mu$ is of the power of the continuum.
(3-22) Leмma. Let $f(x), a<x<b$, be integrable over $(a, b)$ and greater than $-\infty$, except possibly in a denumerable set $E$. Let $F(x), a<x<b$, be continuous and such that $\bar{D}^{2} F(x) \geqslant f(x)$ outside $E$. Suppose that $F$ satisfies (3-21). Then (3.11) is convex.
(3-23) Lemma. Let $f(x), a<x<b, b e$ integrable over ( $a, b$ ) and finite outside $a$ denumerable set $E$. Let $F(x), a<x<b$, be continuous and such that $\bar{D}^{2} F \geqslant f \geqslant \underline{D}^{2} F$ outside E. Suppose that

$$
\begin{equation*}
\limsup _{h \rightarrow+0} \Delta^{2} F(x, h) / h \geqslant 0 \geqslant \liminf _{h \rightarrow+0} \Delta^{2} F(x, h) / h \tag{3.24}
\end{equation*}
$$

in $E$. Then $F$ satisfies (3-15).
If we use Lemma (3.20) instead of (3.7), the proofs of (3.22) and (3.23) run parallel to those of (3.9) and (3.13).

We pass to the proof of (3.19). By Lemma (2.7), $\bar{D}^{\mathbf{2}} F(x)$ and $\underline{D}^{\mathbf{2}} F(x)$ are contained between

$$
\frac{1}{2}\left\{s^{*}(x)+s_{*}(x)\right\} \pm \frac{1}{2} k\left\{s^{*}(x)-s_{*}(x)\right\} .
$$

In particular, $\bar{D}^{2} F$ and $\underline{D}^{2} F$ are integrable. Write $f=\underline{D}^{2} F$. Then $\bar{D}^{2} F \geqslant f \geqslant \underline{D}^{2} F$, and since $F$ is smooth an application of (3.23) shows that $F$ differs from a second integral of $f$ by a linear function, and in particular that $D^{2} F$ exists almost everywhere. It follows that $\Sigma A_{n}(x)$ is $S[f]$, with $f=D^{2} F=D^{2} F$ almost everywhere.

The theorem below is a generalization of (3•19). Its proof is less simple and we shall obtain it as a corollary of results proved in $\S 8$ below.
(3-25) Theorem. Suppose that $a_{n}, b_{n} \rightarrow 0$. If the upper and lower sums of $\Sigma A_{n}(x)$ are both finite, except possibly in a denumerable set $E$, and if $s_{*}(x) \geqslant \chi(x)$ where $\chi$ is integrable (in particular, if $s_{*}$ is integrable), then the series is a Fourier series.

Return to Lemma (3.20). The continuity of $F$ there was used merely to guarantee that $G_{\mu}$ attains its maximum, and for that purpose the upper semi-continuity of $F^{\prime}$
is sufficient. The same applies to Lemma (3.22). Hence we have the following result, which will find application later:
(3-26) Lemma. Lemmas (3.20) and (3.22) hold if the condition that $F$ is continuous is replaced by the condition that $F$ is upper semi-continuous.

## 4. The principle of localization. Formal multiplication of trigonometric series

We proved in Chapter II, §6, that the behaviour of $S[f]$ at a point $x_{0}$ depends only on the values of $f$ in an arbitrarily small neighbourhood of $x_{0}$. This is a special case of the following localization principle of Riemann for general trigonometric series with coefficients tending to 0 :

The behaviour of a series

$$
\frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\sum_{0}^{\infty} A_{n}(x)
$$

at a point $x_{0}$ depends only on the values of the function

$$
F(x)=\nmid a_{0} x^{2}-\sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) / n^{2}
$$

in an arbitrarily small neighbourhood of $x_{0}$.
More precisely, and somewhat more generally, we have the following:
(4-3) Theorem. Let $S_{1}$ and $S_{2}$ be two trigonomesric series with coefficients tending to 0 , and let $F_{1}$ and $F_{2}$ be the functions $F$ corresponding to $S_{1}$ and $S_{2}$. If $F_{1}(x)=F_{2}(x)$ in an interval $(a, b)$, or more generally if $F_{1}(x)-F_{2}(x)$ is linear in $(a, b)$, then in every interval ( $a^{\prime}, b^{\prime}$ ) interior to $(a, b)$
(i) $S_{1}$ and $S_{2}$ are uniformly equiconvergent;
(ii) $S_{1}$ and $S_{2}$ are uniformly equiconvergent in the wider sense.

If two integrable functions $f_{1}$ and $f_{2}$ coincide in an interval ( $a, b$ ), then, since Fourier series may be integrated termwise, the $F_{1}$ and $F_{2}$ corresponding to $S\left[f_{1}\right]$ and $S\left[f_{2}\right]$ differ in ( $a, b$ ) by a linear function. Hence the principle of localization for Fourier series-as well as for conjugate series (see Chapter II, (6.6))-is a special case of (4.3).

We base the proof of (4.3) on Rajchman's theory of formal multiplication of trigonometric series, which is of independent interest and has a number of other applications. It will be convenient to write our series in the complex form.

Given two series
we call

$$
\begin{align*}
& \sum_{-\infty}^{+\infty} c_{n} e^{i n x} \\
& \sum_{-\infty}^{+\infty} \gamma_{n} e^{i n x}
\end{align*}
$$

$$
\sum_{-\infty}^{+\infty} C_{n} e^{i n x}
$$

their formal product if

$$
C_{n}=\sum_{p=-\infty}^{+\infty} c_{p} \gamma_{n-p}
$$

for all $n$. We assume that the series defining the $C_{n}$ converge absolutely. This is certainly the case if, for example, the $c_{n}$ are bounded (in particular, if $c_{n} \rightarrow 0$ ) and $\Sigma\left|\gamma_{n}\right|<\infty$.
(4.8) Lempa. If $c_{n} \rightarrow 0$ as $n \rightarrow \pm \infty$, and if $\Sigma\left|\gamma_{n}\right|<\infty$, then $C_{n} \rightarrow 0$.

Let $M=\max \left|c_{n}\right|$ As $n \rightarrow+\infty$, we have

$$
\begin{aligned}
\left|C_{n}\right| & \leqslant M \sum_{p<+n}\left|\gamma_{n-p}\right|+\max _{p>\text { in }}\left|c_{p}\right| \sum_{p>+n}\left|\gamma_{n-p}\right| \\
& \leqslant M \sum_{q>i n}\left|\gamma_{q}\right|+\max _{p>+n}\left|c_{p}\right| \sum_{-\infty}^{+\infty}\left|\gamma_{q}\right| \rightarrow 0 .
\end{aligned}
$$

As regards the case $n \rightarrow-\infty$, it is enough to observe that

$$
C_{-m}=\sum_{p m-\infty}^{+\infty} c_{p}^{\prime} \gamma_{m-p}^{\prime}, \quad \text { where } \quad c_{p}^{\prime}=c_{-p}, \gamma_{p}^{\prime}=\gamma_{-p}
$$

Remark. If $c_{n}$ and $\gamma_{n}$ depend on a parameter, and the conditions imposed on $c_{n}$ and $\gamma_{n}$ are satisfied uniformly, then $C_{n} \rightarrow 0$ uniformly.

We shall be occupied a good deal with series $\Sigma \gamma_{n} e^{i n x}$ which satisfy the condition

$$
\Sigma\left|n \gamma_{n}\right|<\infty .
$$

The condition is satisfied if, for instance, $\Sigma \gamma_{n} e^{i n x}$ is the development of a function having three continuous derivatives.

Let

$$
\Gamma_{n}=\sum_{n}^{\infty}\left|\gamma_{p}\right| \quad(n \geqslant 0), \quad \Gamma_{n}=\sum_{-\infty}^{n}\left|\gamma_{p}\right| \quad(n<0) .
$$

$\Sigma\left|n \gamma_{n}\right|<\infty$ is equivalent to $\Sigma \Gamma_{n}<\infty$. For

$$
\sum_{n=1}^{\infty}\left(\Gamma_{n}+\Gamma_{-n}\right)=\sum_{n=1}^{\infty} \sum_{v=n}^{\infty}\left(\left|\gamma_{v}\right|+\left|\gamma_{-v}\right|\right)=\sum_{v=1}^{\infty}\left(\left|\gamma_{v}\right|+\left|\gamma_{-v}\right|\right) \nu .
$$

(4.9) Theorem of Rajchman. Suppose that $c_{n} \rightarrow 0, \Sigma\left|n \gamma_{n}\right|<\infty$, and that $\Sigma \gamma_{n} e^{i n e}$ converges to sum $\lambda(x)$. Then the two series

$$
\sum_{-\infty}^{+\infty} C_{n} e^{i n x}, \quad \sum_{-\infty}^{+\infty} \lambda(x) c_{n} e^{i n x}
$$

are uniformly equiconvergent. In particular, if $\lambda(x)$ is 0 in a set $E, \Sigma C_{n} e^{i n x}$ converges uniformly to 0 in $E$.

We first prove the special case. Let

If $x_{0} \in E$, then

$$
R_{k}(x)=\sum_{n>k} \gamma_{n} e^{i n x}
$$

for $k \geqslant 0$, and so $\Sigma\left|R_{k}\left(x_{0}\right)\right|$ converges uniformly in $E$. Now

$$
\begin{aligned}
S_{m}\left(x_{0}\right) & =\sum_{n=-m}^{m} C_{n} e^{i n x_{0}}=\sum_{n=-m}^{m} e^{i n x_{0}} \sum_{p=-\infty}^{+\infty} c_{p} \gamma_{n-p} \\
& =\sum_{p=-\infty}^{+\infty} c_{p} e^{i p x_{0}} \sum_{n=-m}^{m} \gamma_{n-p} e^{u n-p) x_{0}} \\
& =\sum_{p=-\infty}^{+\infty} c_{p} e^{i p x_{0}} R_{-m-p}\left(x_{0}\right)-\sum_{p=-\infty}^{+\infty} c_{p} e^{i p x_{0}} R_{m-p+1}\left(x_{0}\right) .
\end{aligned}
$$

Applying Lemma (4.8) (with $c_{p} e^{i p x_{0}}$ and $R_{p}\left(x_{0}\right)$ for $c_{p}$ and $\gamma_{p}$ ) and the Remark to it, we see that $S_{m}\left(x_{0}\right)$ tends uniformly to 0 in $E$.

The result just obtained remains valid even if the $c_{n}$ and $\gamma_{n}$ in (4.4) and (4.5) themselves depend on the variable $x$, provided that the formal product of the two series is defined by (4.6) and (4.7); for the result is nothing but a theorem on the Laurent multiplication of arbitrary two-way infinite series. Using this observation we can easily prove the general statement in (4.9).

Write

$$
\gamma_{0}^{*}=\gamma_{0}-\lambda(x), \quad \gamma_{n}^{*}=\gamma_{n} \quad \text { for } \quad n \neq 0,
$$

and consider the formal product $\Sigma C_{n}^{*} e^{i n x}$ of $\Sigma C_{n} e^{i n x}$ and $\Sigma \gamma_{n}^{*} e^{i n x}$. The remainders $R_{k}^{*}(x)$ of $\Sigma \gamma_{n}^{*} e^{i n x}$ satisfy the inequalities

$$
\left|R_{k}^{*}\right| \leqslant \Gamma_{k}, \quad\left|R_{-k}^{*}\right| \leqslant \Gamma_{-k-1}
$$

for $k>0$. Hence $\Sigma C_{n}^{*} e^{i n x}$ converges uniformly to 0 for all $x$ and (4.9) follows if we observe that

$$
C_{n}^{*}=C_{n}-\lambda(x) c_{n} .
$$

We state separately a number of immediate corollaries of (4.9).
(4-11) Theorem. If $\lambda\left(x_{0}\right) \neq 0$, a necessary and sufficient condition that $\Sigma C_{n} e^{i n x_{0}}$ should converge is that $\Sigma c_{n} e^{i n x_{0}}$ should converge.

Let T be any linear method of summation satisfying the conditions of regularity (Chapter III, §1). Observing that since $\Sigma C_{n}^{*} e^{i n x}$ converges to 0 it is summable T to 0 , we obtain the following:
(4-12) Theorem. If $\lambda\left(x_{0}\right) \neq 0$, a necessary and sufficient condition that $\Sigma C_{n} e^{i n x_{0}}$ should be summable T is that $\Sigma c_{n} e^{i n x_{0}}$ should be summable T . If the sum of the latter series is $s$, the sum of the former is $\lambda\left(x_{0}\right) s$.
(4-13) Theorem. If $\Sigma c_{n} e^{i n x}$ is uniformly convergent, or summable $T$, over a set $\mathcal{B}$, so is $\Sigma C_{n} e^{i n x}$. The converse is also true if $|\lambda(x)| \geqslant \epsilon>0$ in $\delta$.

Theorem (4.11) can be completed by considering limits of indetermination of the partial sums. Restricting ourselves to the case of ordinary convergence (there is no difficulty in stating a result for summability T) we have:
(4-14) Theorem. If the upper and lower sums of $\Sigma c_{n} e^{i n x_{0}}$ are $\overline{8}, \underline{8}$, then the upper and lower sums of $\Sigma C_{n} e^{i n x_{0}}$ are $\lambda\left(x_{0}\right) \overline{\bar{s}}, \lambda\left(x_{0}\right) \underline{8}$ if $\lambda\left(x_{0}\right)>0$, and $\lambda\left(x_{0}\right) \underline{\varepsilon}, \lambda\left(x_{0}\right) \bar{s}$ if $\lambda\left(x_{0}\right)<0$.

We now prove an analogue of (4.9) for the series

$$
\begin{equation*}
\Sigma c_{n} \epsilon_{n} e^{i n x} \quad\left(\epsilon_{n}=-i \operatorname{sign} n\right) \tag{4•15}
\end{equation*}
$$

conjugate to $\Sigma c_{n} e^{i n x}$.
(4.16) Theorem. Under the hypotheses of (4.9), the series

$$
\Sigma C_{n} \epsilon_{n} e^{i n x}, \quad \Sigma \lambda(x) c_{n} \epsilon_{n} e^{i n x}
$$

are uniformly equiconvergent in the wider sense. In particular, if $\lambda(x)=0$ in $a$ set $E$ the series

$$
\Sigma C_{n} \epsilon_{n} e^{i n x_{0}}
$$

conjugate to the formal product converges uniformly in $E$.

Let $S_{m}\left(x_{0}\right)$ denote the partial sum of (4.18). Writing $c_{n}^{\prime}=c_{n} e^{i n x_{0}}$ and defining $C_{n}^{\prime}$ and $\gamma_{n}^{\prime}$ similarly, we have

$$
\begin{aligned}
& \Xi_{m}\left(x_{0}\right)=\sum_{-m}^{m} \epsilon_{n} C_{n}^{\prime}= \sum_{-m}^{m} \epsilon_{n} \sum_{p=-\infty}^{+\infty} c_{p}^{\prime} \gamma_{n-p}^{\prime}= \\
&=\sum_{p=-\infty}^{+\infty} c_{p}^{\prime} \sum_{n=-n}^{m} \gamma_{n-p}^{\prime} \epsilon_{n} \\
&=-i \sum_{p=-\infty}^{+\infty} c_{p}^{\prime} \sum_{n=1}^{m}\left(\gamma_{n-p}^{\prime}-\gamma_{-n-p}^{\prime}\right) \\
&=-i \sum_{p=-\infty}^{+\infty} c_{p}^{\prime}\left\{R_{1-p}\left(x_{0}\right)-R_{m-p+1}\left(x_{0}\right)-R_{-m-p}\left(x_{0}\right)+R_{-p}\left(x_{0}\right)\right\}
\end{aligned}
$$

It follows, by the same proof as for (4.9), that if $\lambda$ vanishes in $E$, and $x_{0} \in E$, then

$$
S_{m}\left(x_{0}\right) \rightarrow-i \sum_{-\infty}^{+\infty} c_{p}^{\prime}\left\{R_{1-p}\left(x_{0}\right)+R_{-p}\left(x_{0}\right)\right\}
$$

uniformly in $x_{0}$. This gives the second part of (4-16).
To prove the general statement, we use the same device as before and consider the formal product $\Sigma C_{n}^{*} e^{i n x}$ of $\Sigma c_{n} e^{i n x}$ and $\Sigma \gamma_{n}^{*} e^{i n x}$. The coefficients $C_{n}^{*}$ depend on $x$, but if we define the series 'conjugate' to $\Sigma C_{n}^{*} e^{i n x}$ as $\Sigma C_{n}^{*} \epsilon_{n} e^{i n x}$, the latter series will be uniformly convergent, as the proof just given shows, and it is enough to apply (4•10).

The following is one of the corollaries of (4-16).
(4-19) Theorem. If $\Sigma c_{n} \epsilon_{n} e^{i n x}$ is uniformly summable $T$ over a set $\mathcal{E}$, so is $\Sigma C_{n} \epsilon_{n} e^{i n x}$. The converse is also true if $|\lambda(x)| \geqslant \epsilon>0$ in 8 .

A feature of Theorems (4.9) and (4.16) is that we suppose next to nothing about one of the factors of the formal product, while we impose rather stringent conditions on the other. However, if the first series is a Fourier series, the conditions imposed upon the second can be relaxed. It is not difficult to see that Theorems (6.7) and (6.10) of Chapter II may be considered as theorems on the formal multiplication of trigonometric series in the case when the 'bad 'series is a Fourier series.

We now pass to the proof of (4.3).
Let $T$ be a linear method of summation satisfying conditions (i), (ii) and (iii) of regularity (Chapter III, § 1). We say that T is of type U if every trigonometric series with coefficients tending to 0 and summable $T$ to a finite and integrable function $f(x)$ is $S[f]$. In § 3 we proved that ordinary convergence and Riemann summability are both of type $U$.

In what follows we frequently consider formal products of trigonometric series by the Fourier series of a function $\lambda$. We suppose always that $\lambda$ has a continuous third derivative. Then the coefficients of $\lambda$ are $O\left(n^{-3}\right)$ and we can apply Theorems (4.9) and (4.16). It will also be convenient to suppose that if of two functions $\phi(x)$ and $\psi(x)$ one is equal to 0 in an interval ( $\alpha, \beta$ ), the product $\phi \psi$ is defined and equal to 0 in ( $\alpha, \beta$ ), even if the other factor is not defined in the interval.

We first prove the following result:
(4-20) Theorem. Let T be any method of summation of type U. If $\Sigma c_{n} e^{i n x}$, with $c_{n} \rightarrow 0$, is summable T for $a<x<b$ to $a$ finite and integrable function $f(x)$, then in any interval ( $a^{\prime}, b^{\prime}$ ) totally interior to $(a, b)$ the series is uniformly equiconvergent with $S[\lambda f]$, where $\lambda(x)$ is equal to 1 in ( $a^{\prime}, b^{\prime}$ ) and equal to 0 outside $(a, b)$. The series $\Sigma c_{n} \epsilon_{n} e^{i n x}$ and $\tilde{S}[\lambda f]$ are uniformly equiconvergent in the vider sense in ( $a^{\prime}, b^{\prime}$ ).

To prove the first part of the theorem we observe that the formal product of $\Sigma c_{n} e^{i n x}$ and $S[\lambda]$ converges to 0 outside $(a, b)$ and is summable $T$ to $\lambda f$ in $(a, b)$. Hence the product is summable $T$ in the whole interval $(0,2 \pi)$ to sum $\lambda f$. This sum is integrable. Hence the product is $S[\lambda f]$, and we apply (4.9). To obtain the second part of the theorem we apply (4.16).

We are now in a position to prove (4.3).
Let $S=S_{1}-S_{2}$. We have to show that both $S$ and ite conjugate converge uniformly over ( $a^{\prime}, b^{\prime}$ ), and that the sum of the former series is 0 . Integrating $S$ termwise twice, we obtain a function $F(x)=F_{1}(x)-F_{\mathrm{g}}(x)$ which is linear in $(a, b)$. Since $D^{\mathbf{2}} F(x)=0$ for each $x$ interior to ( $a, b$ ), $S$ is summable R to 0 for $a<x<b$ and it is enough to apply (4-20) with $f=0$.

As a special case of (4.3) we have the following theorem:
(4-21) Theorem. Let $S$ be a trigonometric series with coefficients tending to 0 , and let $F(x)$ be the sum of the series obtained by integrating $S$ termwise twice. Suppose that

$$
\begin{equation*}
F(x)=A x+B+\int_{a}^{x} d y \int_{a}^{y} f(t) d t \quad(a \leqslant x \leqslant b), \tag{4-22}
\end{equation*}
$$

where $A$ and $B$ are constants and $f$ is integrable over $(a, b)$. Let $f^{*}(x)$ be equal to $f(x)$ in $(a, b)$ and to 0 elsewhere. Then $S$ and $S\left[f^{*}\right]$ are uniformly equiconvergent in every interval ( $a^{\prime}, b^{\prime}$ ) totally interior to $(a, b)$; and $S$ and $S_{[ }\left[f^{*}\right]$ are uniformly equiconvergent in the wider sense in ( $a^{\prime}, b^{\prime}$ ).

It is enough to observe that Fourier series may be integrated termwise; hence if $F_{1}(x)$ is the sum of $S\left[f^{*}\right]$ integrated termwise twice, $F_{1}(x)$ satisfies an equation similar to (4-22), and so $F(x)-F_{1}(x)$ is linear in ( $a, b$ ).

A special case of (4-3), which was actually used in the proof of the theorem, deserves a separate statement:
(4-23) Theorem. If the sum $F(x)$ of a trigonometric series $S$ integrated termwise twice is linear in $(a, b)$, then $S$ and $S$ are uniformly convergent in every interval interior to $(a, b)$, the sum of $S$ being 0 .

The following theorem gives an equivalent form of the condition (4-22):
(4-24) Theorem. Let $S=\Sigma A_{n}(x), F(x)=\ddagger a_{0} x^{3}-\Sigma^{\prime} A_{n}(x) / n^{2}$, and consider the series

$$
\frac{1}{2} a_{0} x+\sum_{1}^{\infty}\left(a_{n} \sin n x-b_{n} \cos n x\right) / n .
$$

We have (4.22) for $a \leqslant x \leqslant b$ if and only if (4.25) converges uniformly in the closed interval $a \leqslant x \leqslant b$ to an indefinite integral of $f$.

We may suppose that $a_{0}=0$, so that both $F$ and (4.25) are periodic. Let $F_{1}$ be the $F$ corresponding to (4.25). If $F$ satisfies (4.22) for $a \leqslant x \leqslant b$, then $F_{1}$, which is obtained by integrating (4-2), is equal in ( $a, b$ ) to a third (repeated) integral of $f$ and is a second integral of the absolutely continuous function

$$
\begin{equation*}
L(x)=A+\int_{a}^{x} f d t . \tag{4-26}
\end{equation*}
$$

Since Fourier series of absolutely continuous functions converge uniformly, an application of $(4 \cdot 20)$ to the series (4-25) shows that (4-25) converges uniformly to sum $(4 \cdot 26)$ in every ( $a^{\prime}, b^{\prime}$ ) interior to $(a, b)$. By (2-19), (4-25) converges to $L(x)$ uniformly in ( $a, b$ ). Conversely, if ( $4 \cdot 25$ ) converges uniformly in $(a, b)$ to (4-26), termwise integration of (4-25) immediately gives (4.22) in (a,b). The same conclusion holds if we only assume that (4.25) converges to (4.26) at every $x$ interior to $(a, b)$; for, by ( $4 \cdot 20$ ), the series (4-25) must converge uniformly in every ( $a^{\prime}, b^{\prime}$ ) interior to ( $a, b$ ) and so, by (2.10), uniformly in $(a, b)$.
(4-27) Throrem. If $\Sigma A_{n}(x)$ converges in ( $a, b$ ), except possibly for $a$ denumerable set of points, to a finite and integrable function $f(x)$, then $\frac{1}{2} a_{0} x+\Sigma B_{n}(x) / n$ converges uniformly in $(a, b)$ to an indefinite integral of $f$.

By (3.23), $F$ satisfies (4.22) in ( $a, b$ ) and it is enough to apply (4.24).
Suppose that $\Sigma A_{n}(x)$ is $S^{\prime}[\Phi]$, where $\Phi$ is a function which in an interval $(a, b)$ is the indefinite integral of an $f \in L(a, b)$. We then call the series a restricted Fourier series associated with the interval $(a, b)$ and function $f$. Of course, the $a_{n}, b_{n}$ need not tend to 0 (though they must be $o(n)$ ).
(4-28) Theorem. Let $S$, with coefficients tending to 0 , be a restricted Fourier series associated with $(a, b)$ and $f$, and let $f^{*}$ be equal to $f$ in $(a, b)$ and to 0 elsewhere. Then $S$ and $\mathrm{S}\left[f^{*}\right]$ are uniformly equiconvergent in every interval $\left(a^{\prime}, b^{\prime}\right)$ interior to $(a, b) ; S$ and $\mathrm{S}^{2}\left[f^{*}\right]$ are, in ( $a^{\prime}, b^{\prime}$ ), uniformly equiconvergent in the wider sense.

This is a corollary of $(4 \cdot 21)$, since the $F^{\prime}(x)$ corresponding to $S$ satisfies the condition (4.22) in ( $a, b$ ).

Return to the principle of localization. Riemann deduced it from an important formula which we are now going to prove in a somewhat more general form.

Let $a<a^{\prime}<b^{\prime}<b$, and let $\lambda(x)$ be a function equal to 1 in ( $a^{\prime}, b^{\prime}$ ), equal to 0 outside $(a, b)$ and having coefficients $O\left(n^{-6}\right)$. The latter condition could be relaxed but the point is without importance.
(4-29) Theorem. Let $\Sigma A_{k}(x)$ have coefficients tending to 0 and let

$$
F(x)=t a_{0} x^{2}-\Sigma^{\prime} A_{n}(x) / n^{2}
$$

Then the sequences

$$
\begin{array}{r}
\frac{1}{2} a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right)-\frac{1}{\pi} \int_{a}^{b} F(t) \lambda(t) \frac{d^{2}}{d d^{2}} D_{n}(x-t) d t \\
\sum_{k=1}^{n}\left(a_{k} \sin k x-b_{k} \cos k x\right)-\frac{1}{\pi} \int_{a}^{b} F(t) \lambda(t) \frac{d^{2}}{d t^{2}} D_{n}(x-t) d t
\end{array}
$$

converge uniformly in ( $a^{\prime}, b^{\prime}$ ). In the case of (4.30) the limit is 0 .
$D_{n}$ and $D_{n}$ denote the Dirichlet kernel and the conjugate Dirichlet kemel. Since the integrals (4.30) and (4.31) depend only on the values of $F(x)$ in the interval $(a, b)$, the theorem includes the principle of localization.

To grasp the meaning of the theorem, suppose for simplicity that $a_{0}=0$ and denote $\Sigma A_{k}(x)$ by $S ; F$ is then periodic and has coefficients o( $\left.n^{-2}\right)$. Assume for the moment that the formal product $S[F] S[\lambda]=\Sigma C_{n} e^{i n x}$ has coefficients o( $n^{-2}$ ) (this is easy to show, but is not needed for the proof of (4-28)). Then $F \lambda-C_{0}$ may be considered as the function $F_{1}(x)$
corresponding to a trigonometric series $S_{1}$ with coefficients tending to 0 . Since $\lambda=1$, and so $F=H_{1}^{\prime}+C_{0}$, in ( $a^{\prime}, b^{\prime}$ ), the difference $S$-- $S_{1}$ converges uniformly to 0 in every interval ( $a^{\prime \prime}, b^{\prime \prime}$ ) interior to ( $a^{\prime}, b^{\prime}$ ) (see (4.3)). But (4-30) is the difference of the $n$th partial sums of the series $S$ and $S^{\prime \prime}\left[F_{1}\right]=S_{1}$. Hence (4-30) converges to 0 uniformly in every interval ( $a^{\prime \prime}, b^{\prime \prime}$ ) interior to ( $a^{\prime}, b^{\prime}$ ); and a similar argument proves the uniform convergence of (4-31) in ( $a^{\prime \prime}, b^{\prime}$ ). In other words, Riemann's formulae are, very nearly, consequences of the principle of localization. The only drawback of this argument is that it gives convergence in ( $a^{\prime \prime}, b^{\prime \prime}$ ) and not in ( $a^{\prime}, b^{\prime}$ ). Though this point is of minor importance, we shall prove the theorem in its complete form partly for aesthetic reasons and partly because the above argument cannot be applied to the case $a^{\prime}=b^{\prime}$ (considered by Riemann).
(4-32) Lemma. If $V$ and $W$ are trigonometric series, then

$$
(V W)^{\prime \prime}=V^{\prime \prime} W+2 V^{\prime} W^{\prime}+V W^{\prime \prime}
$$

where products are formal products and dashes denote termwise differentiation.
If $c_{n}, \gamma_{n}, C_{n}$ are the coefficients of $V, W, V W$ respectively, then the $n$th coefficient of $(V W)^{\prime \prime}$ is

$$
-\sum_{p=-\infty}^{+\infty} c_{p} \gamma_{n-p} n^{2}
$$

and it is enough to observe that

$$
-n^{2}=-(n-p)^{2}+2 i(n-p) i p-p^{2} .
$$

The argument presupposes that the formal products in (4.32) exist.
Returning to (4-29), suppose that $a_{0}=0$ and denote $\Sigma A_{k}(x)$ Jy $S$. The difference $(4 \cdot 30)$ is the $n$th partial sum of the series

$$
\begin{aligned}
S-S^{\prime \prime}[F \lambda] & =S-\left\{S\left[F^{\prime}\right] S[\lambda]\right\}^{\prime \prime} \\
& =\left(S-S^{\prime \prime}\left[F^{\prime}\right] S[\lambda]\right)-2 S^{\prime}\left[F^{\prime}\right] S^{\prime}[\lambda]-S[F] S^{\prime}[\lambda]
\end{aligned}
$$

Since $S^{\prime \prime}[F]=S$, we have

$$
\begin{equation*}
S-S^{\prime \prime}[F \lambda]=S S[1-\lambda]-2 S^{\prime}[F] S^{\prime}[\lambda]-S[F] S^{\prime \prime}[\lambda] . \tag{4•33}
\end{equation*}
$$

Observing that $S, S^{\prime}[F], S[F]$ have coefficients tending to 0 , and $S[1-\lambda], S^{\prime}[\lambda], S^{\prime \prime}[\lambda]$ have coefficients $O\left(n^{-3}\right)$ and converge to 0 in ( $a^{\prime}, b^{\prime}$ ), we deduce from (4.9) that $S-S^{\prime \prime}[F \lambda]$ converges uniformly to 0 in ( $a^{\prime}, b^{\prime}$ ). This gives the first half of the theorem. To provethe second half, we note that, by (4.16), the series conjugate to each of the products on the right of (4.33) converge uniformly over ( $a^{\prime}, b^{\prime}$ ), and that (4.31) is the $n$th partial sum of the series conjugate to $S-S^{\prime \prime}[F \lambda]$.

Since the general series $\Sigma A_{n}(x)$ can be represented as a sum of two series, one consisting of the single term $\frac{1}{2} a_{0}$ and the other of the remaining terms, it remains to prove (4.29) in the case $S=\frac{1}{2} a_{0}$. Integrating by parts twice we see that (4.30) and (4.31) are then equal to

$$
\begin{align*}
\frac{1}{2} a_{0} & -\frac{1}{\pi} \int_{0}^{2 \pi}\{F(t) \lambda(t)\}^{\prime \prime} D_{n}(x-t) d t \\
& -\frac{1}{\pi} \int_{0}^{2 \pi}\{F(t) \lambda(t)\}^{\prime \prime} D_{n}(x-t) d t \tag{4•35}
\end{align*}
$$

respectively. Since $F^{\prime}(t)=\frac{1}{4} a_{0} t^{2}$ and $\{F(t) \lambda(t)\}^{\prime \prime}=\frac{1}{2} a_{0}$ in ( $a^{\prime}, b^{\prime}$ ), the simplest criteria for the convergence of Fourier series and conjugate series show that, for $a^{\prime} \leqslant x \leqslant b^{\prime}$,
the expressions ( 4.34 ) and $(4 \cdot 35)$ tend uniformly to limits, the limits of the first being 0 . This completes the proof of (4-29).

Remarks. (a) We supposed that $a^{\prime}<b^{\prime}$, but the theorem and its proof remain valid if $a^{\prime}=b^{\prime}$, provided $\lambda^{\prime}=\lambda^{\prime \prime}=0$ at that point. The conditions $\lambda^{\prime}=\lambda^{\prime \prime}=0$ are automatically satisfied in the whole interval ( $a^{\prime}, b^{\prime}$ ) if $a^{\prime}<b^{\prime}$ and the coefficients of $\lambda$ are $O\left(n^{-5}\right)$.
(b) The proof which gave (4-29) in a somewhat weaker form, and which elucidated the meaning of Riemann's formulae, also shows that Rajchman's method of formal multiplication is sometimes more advantageous than the original method of Riemann. Following Rajchman, to show that the behaviour of $F$ outside $(a, b)$ has no effect upon the behaviour of $S$ in the interior of ( $a, b$ ), we multiply $S$ by $S[\lambda]$, where $\lambda$ is a function vanishing outside $(a, b)$; the behaviour of $S S[\lambda]$ is known at every point. Riemann's method consists in integrating $S$ twice, multiplying the resulting function $F(x)$ by $\lambda(x)$ and differentiating $S[F \lambda]$ twice. That the resulting series $S_{1}$ is equiconvergent with $S$ in ( $a^{\prime}, b^{\prime}$ ) is simply Riemann's theorem; and it can easily be shown that $S_{1}$ converges to 0 outside ( $a, b$ ). Riemann's theorem tells us nothing about the behaviour of $S_{1}$ in the remaining intervals $\left(a, a^{\prime}\right)$ and $\left(b^{\prime}, b\right)$. Using the theorems on formal multiplication we can deduce this behaviour from the formula (4-33), and we see that it involves not only the series $S$ but also the series $S^{\prime}[F]$ obtained by a single integration of $S$.

However, it must be stressed that Riemann's idea of introducing the function $F$ into problems of localization is of fundamental importance. The method of formal multiplication complements it but can in no way replace it.

## 5. Formal multiplication of trigonometric series (cont.)

We give a few more applications of the theory.
(5.1) Theorem. Given an arbitrary closed set E on the real axis, of period $2 \pi$, there is a trigonometric series with coefficients tending to zero which converges in $E$ and divergex elsewhere.

We know that there is a trigonometric series $S$ with coefficients tending to zero which diverges everywhere (Chapter VIII, §4). Let $\lambda(x)$ be a periodic function with coefficients $O\left(n^{-3}\right)$ which is 0 in $E$ and different from 0 elsewhere. (See below for the construction of $\lambda$.) The formal product of $S$ by $S[\lambda]$ has the required properties since. by (4.9), it converges in $E$ and diverges elsewhere.

Since, by (4-16), the series conjugate to the product converges in $E$, the power series $\Sigma \alpha_{n} e^{i n x}$, whose real part is that product, converges in $E$ and diverges elsewhere. Consequently, we have the following:
(5-2) Theorem. For any closed set $E$ situated on the circumference of the unit circle there is a power series $\sum_{0}^{\infty} \alpha_{n} z^{n}$ with coefficients tending to 0 which converges in $E$ and diverges at the remaining points of the circumference.

Return to the function $\lambda$. Consider all the intervals ( $\alpha_{n}, \beta_{n}$ ) contiguous to $E$ and situated in a period. Let $\lambda_{n}(x)$ be the periodic function which is

$$
\left\{\sin \frac{1}{2}\left(x-\alpha_{n}\right) \sin \frac{1}{2}\left(x-\beta_{n}\right)\right\}^{4} \text { in }\left(\alpha_{n}, \beta_{n}\right)
$$

and is 0 elsewhere. Set

$$
\lambda(x)=\Sigma \mu_{n} \lambda_{n}(x),
$$

where the numbers $\eta_{n}$ are positive and $\Sigma \eta_{n}<\infty$. Clearly $\lambda$ is 0 in $E$ and only there, and termwise differentiation of the last series shows that $\lambda^{\prime \prime}(x)$ exists and is continuous.

Remark. If the series $S$ used in the last two proofs is a Fourier series, then we need not appeal to the theory of formal multiplication but can use instead Theorem (6.7) of Chapter II.

The only everywhere divergent trigonometric series with coefficients tending to 0 which we so far know is that obtained in Chapter VIII, § 4-which is in fact a Fourier series. We give here a simpler construction (for a series that is not a Fourier series).
(5-3) Theorem. The series

$$
\sum_{k=2}^{\infty} \frac{\cos k(x-\log \log k)}{\log k}
$$

diverges for every $x$.
Write
and set

$$
l_{n}=[\log n], \quad L_{n}=\log \log n,
$$

$$
I_{n}=\left(L_{n}, L_{n+1}\right)
$$

$$
G_{n}=\sum_{n+1}^{n+l_{n}} \frac{1}{\log k}, \quad G_{n}(x)=\sum_{n+1}^{n+l_{n}} \frac{\cos k\left(x-L_{k}\right)}{\log k} .
$$

Clearly,

$$
G_{n} \geqslant l_{n} / \log \left(n+l_{n}\right) \rightarrow 1,
$$

and, $\sin \omega|\sin u| \leqslant|u|$,

$$
G_{n}-G_{n}(x) \leqslant \frac{1}{2 \log n} \sum_{n+1}^{n+L_{n}} k^{2}\left(x-L_{k}\right)^{2}
$$

Suppose that $x \in I_{n}$ and $k$ has the same range as in (5.5). Then

$$
\left|x-L_{k}\right| \leqslant L_{n+l_{n}}-L_{n} \leqslant l_{n} / n \log n \leqslant 1 / n,
$$

by an application of the mean-value theorem to the function $\log \log n$. Hence

$$
G_{n}-G_{n}(x) \leqslant \frac{\left(n+l_{n}\right)^{2} l_{n}}{2 n^{2} \log n} .
$$

The right-hand side here tends to $\frac{1}{2}$ as $n \rightarrow \infty$. Applying this and (5.4) to the equation

$$
G_{n}(x)=G_{n}-\left(G_{n}-G_{n}(x)\right),
$$

we see that $G_{n}(x)$ stays above a fixed positive quantity, provided $n$ is large enough. Since each $x$ belongs $(\bmod 2 \pi)$ to infinitely many of the intervals $I_{n}$, the divergence of the series follows.

We shall now apply localization and formal multiplication to power series on the circle of convergence.

If the series

$$
\begin{equation*}
\sum_{0}^{\infty} \alpha_{n} z^{n} \tag{5.6}
\end{equation*}
$$

converges at some point of the unit circle $|z|=1$, then $\alpha_{n} \rightarrow 0$. The converse is falsethe power series whose real part for $z=e^{i x}$ is the series in (5.3) diverges at every point on the unit circle. We have, however, the following result:
(5.7) Theorem of Fatou-Riesz. Suppose that $\alpha_{n} \rightarrow 0$, so that (5.6) converges in $|z|<1$ to a regular function $\Phi(z)$. Then (5.6) converges at every point of the unit circle where $\Phi(z)$ is regular, and the convergence is uniform over every closed arc of regularity.

It is enough to prove the part about uniform convergence. We may suppose, for simplicity, that $\alpha_{0}=0$. The continuous function

$$
F(x)=-\sum_{1}^{\infty} \alpha_{n} n^{-2} e^{i n x}
$$

obtained by integrating $\Sigma \alpha_{n} e^{i n x}$ termwise twice, is the boundary value, for $z=e^{i z}$, of the function

$$
\Psi(z)=-\int_{0}^{s} \frac{d \zeta}{\zeta} \int_{0}^{\zeta} \frac{\Phi(w)}{w} d w
$$

Let ( $a, b$ ) be a closed arc of regularity of $\Phi$ on the unit circle. For $\epsilon>0$ sufficiently small. $\Phi$ is regular on the closed arc $(a-\epsilon, b+\epsilon)$. The same holds of $\Psi$; hence $F$ has infinitely many derivatives on $(a-\epsilon, b+\epsilon)$. Let $\lambda(x)$ be periodic, equal to 1 in ( $a-\frac{1}{2} \epsilon, b+\frac{1}{2} \epsilon$ ) and to 0 outside $\left(a-\epsilon, b+\epsilon\right.$ ). The function $F_{1}(x)=\lambda(x) F(x)$ is periodic and has as many derivatives as we wish (as many as $\lambda$ has), so that we may suppose that the coefficients of $F_{1}$ are, say, $O\left(n^{-\bullet}\right)$. But then $F_{1}(x)$ is obtained by integrating termwise twice a trigonometric series $S_{1}$ with coefficients $O\left(n^{-2}\right)$. The latter series converges uniformly, and since $F=F_{1}$ on ( $a-\frac{1}{2} \epsilon, b+\frac{1}{2} \epsilon$ ), it follows, by (4-3), that $\Sigma \alpha_{n} e^{i n x}$ and $S_{1}$ are uniformly equiconvergent on ( $a, b$ ), that is, $\Sigma \alpha_{n} e^{i n x}$ converges uniformly on $(a, b)$. This proves the theorem.

If $e^{i x_{0}}$ is a point of regularity of $\Phi$ and $\Sigma \alpha_{n} e^{i n x_{0}}$ converges to $s$, then

$$
s=\lim _{r \rightarrow 1} \sum \alpha_{n} r^{n} e^{i n x_{0}}=\lim _{r \rightarrow 1} \Phi\left(r e^{i x_{0}}\right)=\Phi\left(e^{i x_{0}}\right) .
$$

Hence (5.6) converges to $\Phi$ at every point $e^{i x}$ of regularity.
The condition imposed upon the behaviour of $\Phi$ on the circle of convergence can be considerably relaxed. If we only know that in $(a, b) \boldsymbol{F}(x)$ is a second integral of a function $f$ (which is certainly the case if, for instance, $\Sigma \alpha_{n} e^{i n x}$ is uniformly summable A on ( $a, b$ ), $f$ being then continuous), it is enough to assume that $f$ satisfies one of the tests for the convergence of Fourier series.

The proof of the theorem that follows, which contains (5.7) as a special case, employs this idea.
(5.8) Theorem. Let $\alpha_{n} \rightarrow 0$, and let $\Phi(z)=\alpha_{0}+\alpha_{1} z+\alpha_{2} z^{2}+\ldots,|z|<1$. Let $\Gamma$ be a sector of $|z|<1$ having the circular arc $I\left(z=e^{i x}, a \leqslant x \leqslant b\right)$ on its boundary. Suppose that the integral

$$
\begin{equation*}
J=\iint_{\Gamma}\left|\Phi^{\prime}\left(r e^{i x}\right)\right|^{2} r d r d x \tag{5.9}
\end{equation*}
$$

is finite. (This is certainly the case if, for example, $\Phi$ is univalent and bounded in $\Gamma$.) Then $\Sigma \alpha_{n} z^{n}$ converges at almost all points of $I$; and converges uniformly on every arc $I^{\prime}$ totally interior to $I$, if $\Phi(z)$ admits of a continuous extension to $I$.

If $\Gamma$ coincides with $|z|<1,(5 \cdot 8)$ reduces to Theorem (10.6) of Chapter VII.
The finiteness of $J$ implies the finiteness of $\int_{0}^{1}\left|\Phi^{\prime}\left(r e^{i x}\right)\right|^{2} d r$, and so also of $\int_{0}^{1}\left|\Phi^{\prime}\left(r e^{i x}\right)\right| d r$, for almost all $x$ in $(a, b)$. In particular, the radial limit

$$
\Phi\left(e^{i x}\right)=\lim _{r \rightarrow 1} \Phi\left(r e^{i x}\right)=\lim _{r \rightarrow 1}\left\{\Phi(0)+\int_{0}^{r e^{x}} \Phi^{\prime}(\zeta) d \zeta\right\}
$$

exists for almost all $x$ in ( $a, b$ ).

Let $0<r<r_{1}<1$. Making first $r_{1} \rightarrow 1$ and then $r \rightarrow 1$ in

$$
\begin{aligned}
& \int_{a}^{b}\left|\Phi\left(r_{1} e^{i x}\right)-\Phi\left(r e^{i x}\right)\right|^{2} d x \\
& \quad=\int_{a}^{b}\left|\int_{r}^{r_{1}} \Phi^{\prime}\left(\rho e^{i x}\right) d \rho\right|^{2} d x \leqslant\left(r_{1}-r\right) \int_{a}^{b} \int_{r}^{r_{2}}\left|\Phi^{\prime}\left(\rho e^{i x}\right)\right|^{2} d x d \rho \leqslant \frac{1-r}{r} J,
\end{aligned}
$$

we see that $\int_{a}^{b}\left|\Phi\left(e^{i x}\right)-\Phi\left(r e^{i x}\right)\right|^{2} d x \rightarrow 0$ as $r \rightarrow 1$. In particular, $\Phi\left(e^{i x}\right) \in L^{2}(a, b)$. It follows immediately that

$$
\int_{a}^{t}\left\{\Phi\left(e^{i u}\right)-\Phi\left(r e^{i u}\right)\right\} d u=\int_{a}^{\xi} \Phi\left(e^{i u}\right) d u-\Sigma \alpha_{n}(i n)^{-1} r^{n}\left\{e^{i n u}\right\}_{a}^{\xi} \rightarrow 0
$$

uniformly in $a \leqslant \xi \leqslant b$.
This implies that $\Sigma \alpha_{n}(i n)^{-1}\left\{e^{i n u}\right\}_{a}$ is uniformly summable $A$, and so, by Tauber's theorem (Chapter III, ( $1 \cdot 36$ )), uniformly convergent in $a \leqslant \xi \leqslant b$. Thus

$$
\int_{a}^{\xi} \Phi\left(e^{i u}\right) d u=\Sigma \alpha_{n}(i n)^{-1}\left(e^{i n \xi}-e^{-i n a}\right) \quad(a \leqslant \xi \leqslant b) .
$$

Integrating this with respect to $\xi$ we deduce that $\Sigma \alpha_{n}(i n)^{-1} e^{i n a}$ converges, and that $F(x)$ differs from the second integral of $\Phi\left(e^{i x}\right)$ by a linear function. We show that $\Phi\left(e^{i x}\right)$ satisfies condition $\lambda_{i}^{2}$ in every interval $\left(a^{\prime}, b^{\prime}\right)$ totally interior to ( $a, b$ ), i.e. that

$$
\int_{a^{\prime}}^{b^{\prime}}\left|\Phi\left(e^{\iota(x+k)}\right)-\Phi\left(e^{i x}\right)\right|^{2} d x=o(h) .
$$

Since functions in $\lambda_{i}^{\mathbf{2}}$ satisfy Lobesgue's test for the convergence of Fourier series (Chapter II, ( $11 \cdot 10$ ) $\dagger$, ( $5 \cdot 8$ ) will follow by (4-21).

Suppose, for example, that $h>0$. If $x$ and $x+h$ are in $(a, b)$, and $\Phi\left(e^{i x}\right)$ and $\Phi\left(e^{i(x+\lambda)}\right)$ exist, we have

$$
\left|\Phi\left(e^{i(x+n)}\right)-\Phi\left(e^{i x}\right)\right| \leqslant\left|\int_{C_{1}} \Phi^{\prime}(z) d z\right|+\left|\int_{C_{1}} \Phi^{\prime}(z) d z\right|+\left|\int_{C_{0}} \Phi^{\prime}(z) d z\right|=P+Q+R
$$

where $C_{1}$ is the segment $z=\rho e^{i x}, 1-h \leqslant \rho \leqslant 1 ; C_{2}$ is the $\operatorname{arc} z=(1-h) e^{i u}, x \leqslant u \leqslant x+h$; and $C_{3}$ is the segment $z=\rho e^{i(x+n)}, 1-h \leqslant \rho \leqslant 1$.

We easily see that $\int_{a^{\prime}}^{b^{\prime}} P^{2} d x \leqslant h \int_{a^{\prime}}^{b^{\prime}} d x \int_{1-h}^{1}\left|\Phi^{\prime}\left(\rho e^{i x}\right)\right|^{2} d \rho=o(h)$, and similarly $\int_{a^{\prime}}^{b^{\prime}} R^{2} d x=o(h)$. If we also show that $\int_{a^{\prime}}^{b^{\prime}} Q^{2} d x=o(h),(5 \cdot 11)$ will follow.

Let ( $a^{\prime \prime}, b^{\prime \prime}$ ) be an interval containing ( $a^{\prime}, b^{\prime}$ ) and contained in ( $a, b$ ). Write $r_{h}=1-h$. For $h$ small enough, we have

$$
\int_{a^{\prime}}^{b^{\prime}} Q^{2} d x \leqslant h \int_{a^{\prime}}^{b^{\prime}} d x \int_{x}^{x+\Lambda}\left|\Phi^{\prime}\left(r_{h} e^{i u}\right)\right|^{2} d u \leqslant h^{2} \int_{a^{\prime}}^{b^{-}}\left|\Phi^{\prime}\left(r_{h} e^{i u}\right)\right|^{2} d u .
$$

For any $z_{0}$ on the arc $z=r_{h} e^{i u}, a^{\prime \prime} \leqslant u \leqslant b^{\prime \prime}$, with $h$ small enough and $0<\sigma<h$, we also have

$$
\left|\Phi^{\prime}\left(z_{0}\right)\right|^{2} \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\Phi^{\prime}\left(z_{0}+\sigma e^{i \phi}\right)\right|^{2} d \phi
$$

Multiplying this by $\sigma$ and integrating over $0<\sigma<h$, we obtain

$$
\left|\Phi^{\prime}\left(z_{0}\right)\right|^{2} \leqslant \frac{1}{\pi h^{2}} \iint_{\left|\varepsilon-z_{0}\right|<A}\left|\Phi^{\prime}(z)\right|^{2} d \omega,
$$

$\dagger$ The argument there is given for functions in $\lambda_{\mathbf{i}}^{\mathbf{2}}(0,2 \pi)$, but remains valid in our case.
where $d \omega$ is an element of area. The last integral can also be written

$$
\int_{|z|<1}\left|F^{\prime}(z)\right|^{2} \chi\left(z ; z_{0}, h\right) d \omega,
$$

where $\chi\left(z ; z_{0}, h\right)$ is the characteristic function of the circle with centre $z_{0}$ and radius $h$. Hence, by (5•13),

$$
\begin{aligned}
& \int_{a^{\prime}}^{b^{\prime}} Q^{2} d x \leqslant \pi^{-1} \int_{a^{-}}^{b^{-}}\left\{\int_{|z|<1}\left|F^{\prime}(z)\right|^{\mathbf{2}} \chi\left(z ; r_{h} e^{i x}, h\right) d \omega\right\} d u \\
&=\pi^{-1} \int_{|z|<1}\left|F^{\prime \prime}(z)\right|^{\mathbf{2}}\left\{\int_{a^{-}}^{b^{-}} \chi\left(z ; r_{h} e^{i u}, h\right) d u\right\} d \omega
\end{aligned}
$$

The inner integral on the right is 0 if $|z| \leqslant 1-2 h$; it is also 0 if $z$ is outside $\Gamma$ and $h$ is small enough; for $z$ in $\Gamma$ and satisfying $|z| \geqslant 1-2 h$ the integral is $O(h)$. Hence

$$
\int_{a^{\prime}}^{b^{\prime}} Q^{2} d x=O(h) \int_{a}^{b} d u \int_{1-2 h}^{1}\left|\Phi^{\prime}\left(\rho e^{i u}\right)\right|^{2} d \rho=o(h) .
$$

This completes the proof of (5•8).
In the remainder of this section we give a few more theorems on the multiplication of trigonometric series.

Consider two series $\quad S=\Sigma c_{n} e^{i n x}, \quad T=\Sigma \gamma_{n} e^{i n x}$,
and their product

$$
S T=\Sigma C_{n} e^{i n x} \quad\left(C_{n}=\sum_{p+q=n} c_{p} \gamma_{q}\right)
$$

The numbers $C_{n}$ are defined and tend to 0 as $n \rightarrow \infty$, provided

$$
c_{p} \rightarrow 0, \quad \Sigma\left|\gamma_{q}\right|<\infty
$$

Simple examples show that, if $\Sigma\left|\gamma_{\boldsymbol{q}}\right|<\infty$, the mere vanishing of

$$
\phi(x)=\Sigma \gamma_{n} e^{i n x}
$$

at a point $x_{0}$ does not guarantee the convergence of $S T$ at $x_{0}$ (see example 19 at the end of the chapter). Part (i) of the theorem that follows shows that the situation is different if $\phi$ vanishes in a neighbourhood of $x_{0}$ :
(5-16) Theorkm. Suppose (5-14) is satisfied and write $\phi(x)=\Sigma \gamma_{n} e^{i n x}$. Then
(i) if $\phi=0$ in an interval (a,b), both the product ST and its conjugate ( $\tilde{S T}$ ) converge uniformly in every subinterval $(a+\epsilon, b-\epsilon)$, the sum of ST being 0 ;
(ii) if there is a function $\phi_{1}(x)$ which coincides in $(a, b)$ with $\phi(x)$ and is such that $S\left[\phi_{1}\right]=\Sigma \gamma_{n}^{\prime} e^{i n x}$ satisfies $\Sigma\left|n \gamma_{n}^{\prime}\right|<\infty$ then in every $(a+\epsilon, b-\epsilon)$ the two series

$$
S T-\phi(x) S, \quad(\tilde{S T})-\phi(x) \tilde{S}
$$

converge uniformly, and the sum of the first is 0 .
The proof of (i) is based on the following lemma:
(5-17) Lemma. Under the hypothesis (5-14), and denoting by $U=\Sigma \delta_{n} e^{i n x}$ any absolutely convergent trigonometric series, we have the associativity relation

$$
(S T) U=S(T U)
$$

Since the coefficients of $S T$ tend to 0 , the left-hand side of ( $5 \cdot 18$ ) is defined, and its $n$th coefficient is

$$
\sum_{a+t=n}\left(\sum_{r+s=q} c_{r} \gamma_{s}\right) \delta_{t}=\sum_{r+s+t=n} c_{r} \gamma_{s} \delta_{t}
$$

the series on the right being absolutely convergent. Since $T U$ converges absolutely, the right-hand side of $(5 \cdot 18)$ is also defined and its $n$th coefficient is

$$
\sum_{r+q-n}\left(\sum_{s+l-q} \gamma_{z} \delta_{l}\right) c_{r}=\sum_{r+s+l=n} c_{r} \gamma_{s} \delta_{t} .
$$

This proves the lemma. (Of course, the assumption $c_{n}=O(1)$ would have been sufficient.)

Let $U=S[\lambda]$, where $\lambda$ equals 1 in $(a+\epsilon, b-\epsilon$ ), equals 0 outside ( $a, b$ ), and has coefficients $O\left(n^{-3}\right)$. Since $T U \equiv 0,(5 \cdot 18)$ shows that ( $S T$ ) $U$ converges uniformly to 0 , and, using (4.9), we see that $S T$ converges uniformly to 0 in ( $a+\epsilon, b-\epsilon$ ). This implies that $(S \tilde{T})$ converges uniformly in ( $a+2 \epsilon, b-2 \varepsilon$ ), and so also in ( $a+\epsilon, b-\epsilon$ ).

To prove (ii) we write $S T=S S[\phi]=S S\left[\phi-\phi_{1}\right]+S S\left[\phi_{1}\right]$.
By (i), $S S\left[\phi-\phi_{1}\right]$ converges uniformly to 0 in ( $a+\epsilon, b-\epsilon$ ) and, by (4.9), $S S\left[\phi_{1}\right]$ is uniformly eouiconvergent with $\phi_{1}(x) S=\phi(x) S$ in (a,b). Hence $S T$ is uniformly equiconvergent with $\phi(x) S$ in $(a+\epsilon, b-\epsilon)$. Similarly we prove the result about ( $\tilde{S T})$.
(5-19) Theorem. Let $S=\Sigma c_{\nu} e^{i \nu x}$, where $c_{\nu} \rightarrow 0$, and let $T=\Sigma \gamma_{\nu} e^{i v x}$, where $\Sigma\left|\gamma_{\nu}\right|<\infty$. Then:
(i) if $S$ converges to 0 in $a<x<b$, so does $S T$;
(ii) if $S$ converges in $(a, b)$ to a finite $f \in \mathrm{~L}(a, b)$ or, more generally, if the function $F$ obtained by integrating $S$ termwise twice is, in ( $a, b$ ), the second integral of an $f \in L(a, b)$ then in every interval ( $a^{\prime}, b^{\prime}$ ) interior to ( $\left.a, b\right) S T$ is uniformly equiconvergent with $S\left[\phi f^{*}\right]$, where $\phi(x)$ is the sum of $\Sigma \gamma_{\nu} e^{i \nu x}$, and $f^{*}=f$ in $(a, b)$ and $f^{*}=0$ elsewhere.
(i) If $c_{\nu} \rightarrow 0 . \Sigma\left|\gamma_{\nu}\right|<\infty$, and if $U$ is any absolutely convergent series, we have a formula
$(S T) U=(S U) T$,
which is proved in the same way as (5.18). Let now $U=S[\lambda]$, where $\lambda$ is the same as above. Since $S U$ converges to 0 everywhere, and so is identically 0 , the same holds for $(S U) T=(S T) U$, which implies that $S T$ converges uniformly to 0 in ( $a^{\prime}, b^{\prime}$ ).
(ii) By (4.3), $S=\mathrm{S}\left[f^{*}\right]+S_{1}$, where $S_{1}$ converges to 0 in $a<x<b$, and it is enough to observe that $S\left[f^{*}\right] T=S\left[\phi f^{*}\right]$ and that, by (i), $S T$ converges to 0 in $a<x<b$.
(5-20) Theorem. If two trigonometric series $S$ and $T$ have coefficients o( $1 / n$ ) and $O(1 / n)$ respectively and converge at $x_{0}$ to sums 8 and $t$, then the product $S T$ converges at $x_{0}$ to sum st.

The conclusion of the theorem is false if both $S$ and $T$ have coefficients $O(1 / n)$. For if $S=T=\Sigma n^{-1} \sin n x$, both series converge at $x=0$ to sum 0 , whilst $S T$, which is the Fourier series of $\left\{\frac{1}{2}(\pi-x)\right\}^{2}$ in $|x| \leqslant \pi$, converges at $x=0$ to $\frac{1}{4} \pi^{2}$ (cf. Example 21 on p. 371).

We may suppose that $x_{0}=0$. By subtracting 8 from the constant term of $S$, we may also suppose that $8=0$. Let

$$
s_{n}=\sum_{-n}^{n} c_{v}, \quad t_{n}=\sum_{-n}^{n} \gamma_{v}, \quad S_{n}=\sum_{-n}^{n} C_{\nu} .
$$

The series defining the $C_{\nu}$ converge absolutely, and

$$
\begin{aligned}
S_{n} & =\sum_{p=-n}^{n} \sum_{p=-\infty}^{+\infty} c_{p} \gamma_{\nu-p}=\sum_{p=-\infty}^{+\infty} c_{p} \sum_{v=-n-p}^{n-p} \gamma_{p}, \\
& =\sum_{|p|<+n}+\sum_{|n<|p|<n}+\sum_{n<|p|<9_{n}}+\sum_{|p|>2 n}=P_{1}+P_{2}+P_{3}+P_{4} .
\end{aligned}
$$

We have to show that $S_{\boldsymbol{n}} \rightarrow \mathbf{0}$. (We shall see that in our special case, $s=0$, it is enough to suppose that $t_{n}=O(1)$.)

Let $m=\left[\frac{1}{2} n\right]$. For $|p| \leqslant m$, considering separately $p$ positive and negative, we have
so that

$$
\sum_{n=-n-p}^{n-p} \gamma_{v}=\sum_{-(n-|p|)}^{n-|p|} \gamma_{n}+o\left\{\left\{_{n-|p|+1}^{n+|p|} \sum_{p} \frac{1}{2}\right\},\right.
$$

and

$$
\begin{aligned}
P_{1}=\sum_{|p|<m} c_{p} t_{n-|p|}+\frac{1}{n} \sum_{|p|<m} o(1) & =\sum_{p=0}^{m}\left(s_{p}-s_{p-1}\right) t_{n-p}+o(1) \\
& =\sum_{p=0}^{m} s_{p}\left(t_{n-p}-t_{n-p-1}\right)+o(1) \\
=\sum_{p=0}^{m} s_{p} O\left(\frac{1}{n-p}\right)+o(1) & =O\left(\frac{1}{n}\right) \sum_{p=0}^{m} o(1)+o(1)=o(1) .
\end{aligned}
$$

Using (5.21) also for $m<|\boldsymbol{p}|<n$, we have

$$
\begin{aligned}
P_{2} & =\sum_{m<|p|<n} o\left(\frac{1}{p}\right) t_{n-|p|}+\sum_{m<|p|<n} o\left(\frac{1}{|p|}\right) \log \frac{n+|p|}{n-|p|}+o(1) \\
=o\left(\frac{1}{n}\right) \sum_{m<|p|<n} O(1) & +o\left(\frac{1}{n}\right) \sum_{m<|p|<n} \log \frac{n+|p|}{n-|p|}+o(1) \\
& =o(1) \quad+o(1) \int_{i}^{1} \log \frac{1+x}{1-x} d x+o(1)=o(1) .
\end{aligned}
$$

Similarly, observing that for $|\boldsymbol{p}|>n$ we have

$$
\sum_{n-\infty}^{n-p} \gamma_{\nu}=O\left\{\sum_{|p|-n}^{|p|+n} \frac{1}{\nu}\right\}=O\left\{\log \left\lvert\, \frac{p \mid+n}{p \mid-n}\right.\right\},
$$

we find that $P_{8}$ tends to 0 .
Finally, using the last equation we obtain

$$
P_{4}=\sum_{|p|>2 n} o\left(\frac{1}{|p|}\right) O\left(\frac{n}{|p|}\right)=o(n) \sum_{p \geqslant 2 n} \frac{1}{p^{2}}=o(1) ;
$$

and collecting resulte, $S_{n}=P_{1}+P_{2}+P_{3}+P_{4}=o(1)$. This proves (5-18).
Consider the sine and the cosine developments of an $f \in L(0, \pi)$. While the twodevelopments are uniformly equiconvergent in every interval totally interior to $(0, \pi)$, their behaviour at $x=0$ (or at $x=\pi$ ) may be entirely different.
(5-22) Theorem. Suppose that

$$
\begin{align*}
& \sum_{n=1}^{\infty} a_{n} \sin n x, \\
& \frac{1}{2} a_{0}^{\prime}+\sum_{n=1}^{\infty} a_{n}^{\prime} \cos n x
\end{align*}
$$

are the sine and cosine developments of an $f \in \mathrm{~L}(0, \pi)$. Then
(i) if $a_{n}=0(1 / n),(5 \cdot 24)$ converges at $x=0$ to sum 0 ;
(ii) if $a_{n}=O(1 / n)$ and $f$ is continuous at $0,(5 \cdot 24)$ converges uniformly at $x=0$;
(iii) if $a_{n}=O(1 / n)$ and $f$ is continuous in a neighbourhood $0 \leqslant x \leqslant \delta$, ( $5 \cdot 24$ ) converges uniformly in ( $0, \delta$ ).
(i) Let $\chi(x)=\operatorname{sign} x(|x|<\pi)$. By Chapter I, (4•13),

$$
S[\chi]=\frac{4}{\pi} \sum_{0}^{\infty} \frac{\sin (2 \nu+1) x}{2 \nu+1}=\frac{2}{\pi} \sum_{\nu=-\infty}^{+\infty} \frac{e^{(2 \nu+1) i x}}{i(2 \nu+1)} .
$$

Since (5.24) is the product of (5.23) by $S[\chi]$, (i) follows from (5.20).
(ii) An anslysis of the proof of (5.19) shows that if (with the previous notation)

$$
\left|s_{n}\right| \leqslant \epsilon, \quad\left|t_{n}\right| \leqslant 1, \quad\left|c_{n}\right| \leqslant 1 /|n|, \quad\left|\gamma_{n}\right| \leqslant 1 /|n|
$$

for all $n$, then $\left|S_{n}\right| \leqslant A \varepsilon$, where $A$ is an absolute constant.
Suppose first that $f(+0)=0$; then the partial sums $s_{n}$ of (5-23) converge uniformly at $x=0$ (Chapter III, (3.8)). Hence, omitting if necessary the first few terms in (5.23), we have $\left|s_{n}(x)\right| \leqslant \epsilon$ for $|x| \leqslant \eta$. Since the partial sums of $S[\chi]$ are uniformly bounded, it follows that the partial sums $S_{n}(x)$ of (5-24) satisfy $\left|S_{n}(x)\right| \leqslant A \epsilon$ for $|x| \leqslant \eta$, and since the contribution to $S_{n}(x)$ of the omitted terms converges uniformly to a limit, (ii) is established. The case $f(+0) \neq 0$ is reduced to the preceding one by subtracting $f(+0) S[\chi]$ from (5-23).
(iii) At every $x$ interior to ( $0, \pi$ ) the uniform convergence of (5-23) implies that of (5-24). Hence, using (ii), (5-24) converges uniformly at every point of the closed interval $(0, \delta)$, and so converges uniformly in that interval.

We may interchange the roles of the sine and cosine series in (5.22). While (i) has no interesting counterpart, (ii) has the following analogue; if $a_{n}^{\prime}=O(1 / n), f$ is continuous at $x=0$ and $f(0)=0$, then (5-23) converges uniformly at $x=0$. A similar extension holds for (iii). The proofs remain unchanged.

## 6. Sets of uniqueness and sets of multiplicity

A set $E$ is called a set of uniqueness, or U-set, if every trigonometric series converging to 0 outside $E$ vanishes identically. In § 3 we showed that every denumerable set is a $U$-set. If $E$ is not denumerable but does not contain any perfect subset (such sets exist if we assume Zermelo's axiom), $E$ is also a $U$-set. This follows from the fact that the set of points where a trigonometric series does not converge to 0 is a Borel set, and so, if it does not contain a perfect subset, must be denumerable; this implies that the series vanishes identically.

If $E$ is a U-set, so is every subset of $E$.
A set $E$ which is not a U-set is called a set of multiplicity, or M-set. If $E$ is an M-set, then there is a trigonometric series which converges to 0 outaide $E$ but does not vanish identically.

Every set $E$ of positive measure is an M-set. For let $E_{1}$ be a subset of $E$ which is perfect and of positive measure, and let $f(x)$ be the characteristic function of $E_{1}$. The Fourier series of $f$ converges to 0 outaide $E_{1}$, and so also outside $E$, but does not vanish identically since ite constant term is $\left|E_{1}\right| / 2 \pi>0$.

It follows that it is only the case of sets of measure 0 which requires study, and it is a very curious fact that among perfect sets of measure 0 we find both $U$-sets and M-sets. Whether a given set $E$ of measure 0 is of type $U$ or $M$ seems to depend rather on the arithmetic than on the metric properties of $E$, and the problem of characterizing, in structural torms, sets $U$ and $M$ is still open.

We shall now construct a family of perfect U-sets.
(6-1) Theorem. A set $E$ is a U-set if there exists a sequence of periodic functions $\lambda_{1}(x), \lambda_{2}(x), \ldots$ having the following properties:
(i) all $\lambda_{k}$ vanish on $E$;
(ii) each $\mathrm{S}\left[\lambda_{k}\right]=\Sigma \gamma_{n}^{k} e^{i n x}$ satisfies $\sum_{n}\left|n \gamma_{n}^{k}\right|<\infty$;
(iii) $\sum_{n}\left|\gamma_{n}^{k}\right|<A(k=1,2, \ldots ; A$ independent of $k)$;
(iv) $\lim _{k} \gamma_{n}^{k}=0$ for $n \neq 0$;
(v) $\lim \sup \left|\gamma_{0}^{k}\right|>0 . \dagger$

We may assume that $|E|=0$. Suppose that

$$
S=\sum_{-\infty}^{+\infty} c_{n} e^{i n x}
$$

converges to 0 outside $E$; by (1.2), $c_{n} \rightarrow 0$. By (i) and (ii), and (4.9), the product

$$
S S\left[\lambda_{k}\right]=\Sigma C_{n}^{k} e^{i n x}
$$

converges to 0 both in $E$ (since $\lambda_{k}=0$ in $E$ ) and outside $E$ (since $S$ converges to 0 outside $E$ ). It follows that the product vanishes identically. In particular

$$
C_{0}^{k}=\sum_{n} c_{-n} \gamma_{n}^{k}=c_{0} \gamma_{0}^{k}+\Sigma^{\prime} c_{-n} \gamma_{n}^{k}=0
$$

But (iii) and (iv) imply that, for fixed $N$,

$$
\begin{aligned}
& \sum_{|n|<N}^{\prime} c_{-n} \gamma_{n}^{k} \rightarrow 0 \quad \text { as } \quad k \rightarrow \infty, \\
& \left|\sum_{m \mid \geqslant N} c_{-n} \gamma_{n}^{k}\right| \leqslant A \underset{n \geqslant N}{\max }\left|c_{n}\right| . \\
& \Sigma^{\prime} c_{-n} \gamma_{n}^{k} \rightarrow 0 \quad \text { as } \quad k \rightarrow \infty,
\end{aligned}
$$

and so $c_{0} \gamma_{0}^{k} \rightarrow 0$, which, by ( $v$ ), gives $c_{0}=0$.
Hence the constant term of every series $S$ converging to 0 outside $E$ is 0 . This shows that all the coefficients of $S$ must be 0 ; for if $c_{k} \neq 0$ for some $k$, the formal product of $S$ by $e^{-i k x}$ is a series converging to 0 outside $E$ with a non-zero constant term, which is impossible. This completes the proof of (6.1).
(6.3) Theorem. Sets of type H are sets of uniqueness.

Let $E$ be of type H . This means that there exists a sequence of integers $n_{1}<n_{2}<\ldots$ and an interval $\Delta$ such that for $x \in E$ the numbers $n_{k} x$ are all outside $\Delta, \bmod 2 \pi$. Let $\lambda(x)$ be a periodic function having three continuous derivatives, equal to 0 outaide $\Delta$ and positive in the interior of $\Delta$. We write

$$
\begin{gathered}
\lambda(x)=\Sigma \gamma_{n} e^{i n x}, \\
\lambda_{k}(x)=\lambda\left(n_{k} x\right)=\Sigma \gamma_{n} e^{i n n_{S} x}=\Sigma \gamma_{n}^{k} e^{i n x}
\end{gathered}
$$

and verify that the $\lambda_{k}$ satisfy conditions (i)-(v) of Theorem (6.1). Hence $E$ is a $U$ set.
In particular, Cantor's ternary set constructed on $(0,2 \pi)$ is a $U$-set.

[^19]We now consider a generalization of H -sets. Denote points, or vectors, in the Euclidean $m$-dimensional space $R^{m}$ by ( $x^{\prime}, x^{\prime \prime}, \ldots, x^{(m)}$ ). Suppose we have a sequence of vectors $V_{1}, V_{3}, \ldots$ with positive integral components,

$$
V_{k}=\left(n_{k}^{\prime}, n_{k}^{\prime \prime}, \ldots, n_{k}^{(m)}\right)
$$

We call the sequence $\left\{V_{k}\right\}$ normal, if for each fixed non-zero vector ( $a^{\prime}, a^{\prime \prime}, \ldots, a^{(m)}$ ) with integral components we have

$$
\left|a^{\prime} n_{k}^{\prime}+a^{\prime \prime} n_{k}^{\prime \prime}+\ldots+a^{(m)} n_{k}^{(m)}\right| \rightarrow \infty \quad \text { as } \quad k \rightarrow \infty
$$

By taking all the $a^{())}$except one equal to 0 , we see that each $n\left(\frac{d}{c}\right.$ tends to $\infty$ with $k$. The sequence $\left\{V_{k}\right\}$ is normal if, for example, $n_{k}^{\prime}$ and all the ratios $n_{k}^{\prime \prime} / n_{k}^{\prime}, n_{k}^{\prime} / n_{k}^{\prime \prime}, \ldots, n_{k}^{(m)} / n_{k}^{(m-1)}$ tend to $+\infty$.

A set $E$ is said to be of type $\mathrm{H}^{(m)}$, if there is a normal sequence $V_{1}, V_{\mathbf{2}}, \ldots$ and a domain $\Delta$ in $R^{m}$ such that for each $x \in E$ the points

$$
\left(n_{k}^{\prime} x, n_{k}^{\prime \prime} x, \ldots, n_{k}^{(\mu)} x\right)
$$

are outside $\Delta(\bmod 2 \pi)$ (that is, if $\Delta$ has no points with co-ordinates congruent $\bmod 2 \pi$ to the co-ordinates in (6.5)). For $m=1$ we get H sets. It is obvious that the alosure of an $H^{(m)}$ set is also $H^{(m)}$.
(6.6) Theorem. Sets $\mathrm{H}^{(m)}$ are sets of uniqueness.

It is enough to consider the case $m=2$, which is typical. Lat $E$ be of type $H^{(3)}$. We may suppose that $\Delta$ is a rectangle $a^{\prime} \leqslant x^{\prime} \leqslant b^{\prime}, a^{\prime \prime} \leqslant x^{\prime \prime} \leqslant b^{\prime \prime}$. Denote by ( $n_{k}^{\prime}, n_{k}^{\prime \prime}$ ) a normal sequence such that for each $x \in E$ the point ( $n_{k}^{\prime} x, n_{k}^{\prime \prime} x$ ) never enters $\Delta$. Let $\mu_{1}(x)=\Sigma \delta_{\nu}^{\prime} e^{i v x}$ be a periodic function having three continuous derivatives which vanishes outside ( $a^{\prime}, b^{\prime}$ ) and is positive in the interior of ( $a^{\prime}, b^{\prime}$ ); by $\mu_{2}(x)=\Sigma \delta_{v}^{\prime \prime} e^{i x x}$ we denote an analogous function for ( $a^{\prime \prime}, b^{\prime \prime}$ ). The product $\mu_{1}\left(x^{\prime}\right) \mu_{9}\left(x^{\prime \prime}\right)$ is zero outaide $\Delta$, and positive in the interior of $\Delta(\bmod 2 \pi)$. Let

$$
\lambda_{k}(x)=\mu_{1}\left(n_{k}^{\prime} x\right) \mu_{2}\left(n_{k}^{\prime \prime} x\right)=\Sigma \delta_{\nu}^{\prime} e^{i \nu n_{k}^{\prime} x} \Sigma \delta_{\nu}^{\prime \prime} e^{i v n_{j}^{\prime} x}=\Sigma \gamma_{n}^{k} e^{i n x} .
$$

Clearly $\lambda_{k}(x)$ vanishes in $E$. Also, since the formal product $\Sigma D_{n} e^{i n x}$ of any two eories $\Sigma d_{\nu}^{\prime} e^{i v x}$ and $\Sigma d_{v}^{\prime \prime} e^{i v x}$ satigfies the inequality $\Sigma\left|D_{n}\right| \leqslant \Sigma\left|d_{\nu}^{\prime}\right| \Sigma\left|d_{\nu}^{\prime \prime}\right|$, we have

$$
\sum_{n}\left|\gamma_{n}^{k}\right| \leqslant\left(\Sigma\left|\delta_{\nu}^{\prime}\right|\right)\left(\Sigma\left|\delta_{\nu}^{\prime \prime}\right|\right)=A,
$$

and on differentiating $S\left[\lambda_{k}\right]$,

$$
\sum_{n}\left|n \gamma_{n}^{k}\right| \leqslant\left|n_{k}^{\prime}\right|\left(\Sigma\left|\nu \delta_{v}^{\prime}\right|\right)\left(\Sigma\left|\delta_{v}^{\prime \prime}\right|\right)+\left|n_{k}^{\prime \prime}\right|\left(\Sigma\left|\delta_{v}^{\prime}\right|\right)\left(\Sigma\left|\nu \delta_{v}^{\prime \prime}\right|\right)<\infty .
$$

Hence the $\lambda_{k}$ satiafy conditions (i), (ii) and (iii) of (6-1). We shall now show that conditions (iv) and ( $v$ ) also hold.

We write

$$
\gamma_{n}^{k}={\underset{v n_{n}^{\prime}}{\prime}+r_{n} n_{i}-n} \delta_{v}^{\prime} \delta_{r}^{\prime \prime},
$$

and first consider the case $n=0$. Then

$$
\gamma_{0}^{k}=\delta_{0}^{\prime} \delta_{0}^{\prime}+\underset{v^{\prime} n_{k}^{\prime}+\nu^{\prime} n_{i}^{\prime}-0}{\Sigma_{v}^{\prime}} \delta_{v}^{\prime} \delta_{r}^{\prime}
$$

and we show that the last sum (in which $\left|\nu^{\prime}\right|+\left|\nu^{\prime \prime}\right|>0$ ) tends to 0 as $k \rightarrow \infty$. We fix an $N$ and split the sum into two, $\Sigma^{(1)}$ and $\Sigma^{(3)}$, collecting in $\Sigma^{(\alpha)}$ all the terms with $\left|\nu^{\prime}\right| \leqslant N,\left|\nu^{\prime \prime}\right| \leqslant N$. Since the sequence $\left\{\left(n_{k}^{\prime}, n_{k}^{\prime \prime}\right)\right\}$ is normal, $\nu^{\prime} n_{k}^{\prime}+\nu^{\prime \prime} n_{k}^{\prime \prime}$ cannot be 0 if
$\left|\nu^{\prime}\right| \leqslant N,\left|\nu^{\prime \prime}\right|<N, \nu^{\prime}$ and $\nu^{\prime \prime}$ are not simultaneously 0 , and $k$ is large enough. Hence $\Sigma^{\prime \prime}=0$ for $k$ large enough. In $\Sigma^{(2)}$ either $\left|\nu^{\prime}\right|$ or $\left|\nu^{\prime \prime}\right|$ must be greater than $N$ and so

$$
\left|\Sigma^{(z)}\right| \leqslant\left(\sum_{|\nu|>N}\left|\delta_{\nu}^{\prime}\right|\right)\left(\sum_{-\infty}^{+\infty}\left|\delta_{p}^{\prime \prime}\right|\right)+\left(\sum_{|\nu|>N}\left|\delta_{v}^{\prime \prime}\right|\right)\left(\sum_{-\infty}^{+\infty}\left|\delta_{v}^{\prime}\right|\right) .
$$

Since the right-hand side is arbitrarily small for $N$ large enough, we see that $\Sigma^{(1)}+\Sigma^{(2)} \rightarrow 0$ as $k \rightarrow \infty$. This proves that $\gamma_{0}^{k} \rightarrow \delta_{0}^{\prime} \delta_{0}^{\prime \prime}>0$ as $k \rightarrow \infty$, and so condition (v) is verified.

Suppose now that $n \neq 0$. In the formula (6.7) the sum on the right does not contain the pair $\left(\nu^{\prime}, \nu^{\prime \prime}\right)=(0,0)$. Hence, arguing as before, we see that $\gamma_{n}^{k} \rightarrow 0$ for each $n \neq 0$ and condition (iv) is established. Thus the $\lambda_{k}$ satisfy all the conditions of (6.1) and $E$ is a U-set.
(6.8) Theorem. A necessary and sufficient condition for $a$ closed set $E$ to be $a$ set of multiplicity is that there exists a function $\Phi(x),-\infty<x<+\infty$, which is constant in each interval contiguous to $E$ but not constant identically, and which after subtraction of $a$ suitable linear function is periodic and has coefficients o(1/n).

Suppose that $S=\Sigma c_{n} e^{i n x}$ converges to 0 outside $E$ but not everywhere. By the principle of localization, $S$ converges uniformly in every closed interval without points in common with $E$. Therefore, integrating $S$ termwise, we see that in the equation

$$
\begin{equation*}
\Phi(x)=c_{0} x+\Sigma^{\prime} c_{n}(i n)^{-1} e^{i n x} \tag{6.9}
\end{equation*}
$$

the series on the right converges outside $E$, that the sum $\Phi(x)$ is constant in each interval contiguous to $E$, that the periodic part of the series is $S\left[\Phi-c_{0} x\right]$, and that its coefficients are o(l/n). The function $\Phi$ cannot be constant identically, since otherwise the periodic part of $\Phi$ would be equal to a linear function; and this is only possible when $c_{0}=0$ and $c_{1}=c_{-1}=c_{2}=\ldots=0$.

Conversely, suppose that there is a function $\Phi(x)$ which is constant in each interval contiguous to $E$ but not constant identically, and for which, with a suitable $c_{0}, \Phi-c_{0} x$ is periodic and has coefficients o( $1 / n$ ). We write

$$
\Phi(x)-c_{0} x \sim C+\Sigma^{\prime} c_{n}(i n)^{-1} e^{i n x}
$$

where $c_{n} \rightarrow 0$. Let $S_{1}=\Sigma^{\prime} c_{n} e^{i n x}$ be the series obtained by termwise differentiation of the right-hand side. Since Fourier series can be integrated termwise, the Riemann function $F_{1}=-\Sigma^{\prime} c_{n} n^{-2} e^{i n x}$ associated with $S_{1}$ and obtained by integrating the series $\Sigma^{\prime}$ in (6.10) differs from - $\frac{1}{2} c_{0} x^{2}$ by a linear function, in each interval contiguous to $E$. By the principle of localization, (4-3), $S_{1}$ converges to $-c_{0}$ outside $E$, that is,

$$
S=c_{0}+S_{1}=\Sigma c_{n} e^{i n x}
$$

converges to 0 outside $E$. The series $S$ cannot vanish identically, since this, together with (8.10), would imply that $\Phi$ is identically constant. Hence $E$ is an M-set.

Remark. If $E$ is a set of multiplicity then there is a trigonometric series converging to 0 outside $E$ but not everywhere and having constant term 0 . Suppose that $S$ converges to 0 outside $E$ but not everywhere; $S$ must have at least one non-zero coefficient $c_{k}$. If $l \neq k$,

$$
T=c_{k} e^{-\lambda x} S-c_{7} e^{-k k x} S
$$

is the required example: it has constant term 0 , converges to 0 outside $E$ but not everywhere, since the set $E_{1}$ of points at which $S$ does not converge to 0 is certainly infinite and, by (4.9), $T$ converges to 0 only in a finite subset of $E_{1}$, namely at those points where $c_{k} e^{-i x}-c_{q} e^{-i k x}=0$.

An immediate consequence of this is that, if $E$ is a closed set of multiplicity, then there exists a periodic function $\Phi(x)$ constant in the intervals contiguous to $E$, but not everywhere, and having coefficients $o(1 / n)$.

We call a set $E$ a set of multiplicity in the restricted sense, or $M_{0}$-set, if there is a Fourier-Stieltjes series $S[d \Phi]$ converging to 0 outside $E$ but not everywhere. If $|E|=0$ (the only interesting case), then $\Phi^{\prime}(x)=0$ almost everywhere (see Chapter III, (8.1)) and $\Phi$ is singular.
(6.11) Theorem. A necessary and sufficient condition for a closed set $E$ to be an $\mathrm{M}_{0}$-set is that there exists a function $\Phi(x)$, of bounded variation over every finite interval, constant in each interval contiguous to $E$ but not in $(-\infty,+\infty)$, satisfying the condition

$$
\Phi(x+2 \pi)-\Phi(x)=\Phi(2 \pi)-\Phi(0),
$$

and having Fourier-Stieltjes coefficients tending to zero.
The proof is similar to that of (6.8). Suppose that $S=S[d \Phi]=\Sigma c_{n} e^{i n x}$ converges to 0 outside $E$. Then the Fourier coefficients of $d \Phi$ tend to 0 , the function $\Phi$ is, up to an additive constant, given by (6.9) and so, as the proof of the necessity part in (6.8) shows, is constant in each interval contiguous to $E$ but not in $(-\infty,+\infty)$. Moreover, (6.9) implies (6.12). Conversely, suppose that there is a function $\Phi$ having the properties stated in Theorem (6.11). The proof of the sufficiency part of (6.8) shows that $S=S[d \Phi]$ converges to 0 outside $E$ but not everywhere.

As in the case of M-sets, we can replace the condition (6.12) by that of periodicity of $\Phi$.

In connexion with ( $6 \cdot 11$ ), we recall the fact that if the coefficients of $d \Phi$ tend to 0 , then $\Phi$ is necessarily continuous (Chapter III, (9.6)).
(6-13) Theorem. Let $E$ be a closed U -set and $\Phi(x),-\infty<x<+\infty$, a function which is of bounded variation in ( $0,2 \pi$ ), satisfies (6.12), and is constant in each interval contiguous to $E$ but not constant identically. Then the coefficients of $d \Phi$ are not o(1), and the coefficients of $\Phi(x), 0 \leqslant x<2 \pi$, are not $o(1 / n)$.

That the coefficients of $d \Phi$ do not tend to 0 follows from ( $6 \cdot 11$ ). If $\Phi(2 \pi-0) \neq \Phi(+0)$, the function $\Phi(x)$ continued periodically from $0 \leqslant x<2 \pi$ has jumps, and so its coefficients are (trivially) not $o(1 / n)$. If $\Phi(2 \pi-0)=\Phi(0)$, then $S[d \Phi]=S^{\prime}[\Phi]$, and since the coefficients of $d \Phi$ do not tend to 0 , those of $\Phi(x), 0 \leqslant x<2 \pi$, are not $o(1 / n)$.
(6-14) Theorem of Menšov. There exist perfect M-sets of measure 0.
We do not give the original construction of Menchov, since the theorem is a consequence of results which will be proved later, and which we assume here.

Fix a number $\xi, 0<\xi<\frac{1}{2}$, and denote by $E(\xi)$ the set of 'constant ratio of dissection' (Chapter V, §3) which we construct on ( $0,2 \pi$ ) by subdividing at each stage the 'white' intervals in the ratio $\xi, 1-2 \xi, \xi$ and removing the central part. The measure of $E(\xi)$ is 0 . Let $\Phi(x)$ be the Lebesgue singular function associated with $E(\xi)$. In Chapter $V$,
(3.5) we have obtained explicit formulae for the coefficients $c_{n}$ of $d \Phi$. The problem of the behaviour of the $c_{n}$ as $n \rightarrow \infty$ will be solved in Chapter XII, $\S 11$, where we show that $c_{n} \neq 0(1)$ if and only if $\theta=1 / \xi$ is an algebraic integer all whose conjugates are of modulus less than 1. It follows that except for such $\xi$ 's, which form a denumerable set, we always have $c_{n} \rightarrow 0$, and $E(\xi)$ is, by ( $6 \cdot 11$ ), an $M$ - (indeed $\mathrm{M}_{0}$-) set.

Algebraic integers whose conjugates are all in the interior of the unit circle will be called $S$ numbers.

Remarks. (a) The result just stated shows that, among the sets $E(\xi)$, sets M are more numerous than sets $U$.
(b) The result does not say anything about the U or $\mathbf{M}$ character of $E(\xi)$ if $\theta$ is an $S$ number, since it merely aseerts that the coefficients of a special function $\Phi$ do not tend to 0 . In the particular case, however, when $\theta$ is a rational integer ( $\theta=3,4, \ldots$ ), $E(\xi)=E(1 / \theta)$ is an $\mathbf{H}$-set (see § l) and so a U-set.
(c) Though all the sets $E(\xi)$ are of measure 0 , it is natural to think that the 'thiokness' of $E(\xi)$ increases with $\xi$. In particular, $E\left(\frac{1}{3}\right)$ is 'thicker' than $E\left(\frac{4}{13}\right)$. None the less $E\left(\frac{1}{3}\right)$, as an H-set, is a set of uniqueness, while $E\left(\frac{4}{13}\right)$ is a set of multiplicity. This shows that it is not so much metric as number-theoretic properties that determine the $U$ or $M$ character of a set.

If $E_{1}$ and $E_{2}$ are sets of uniqueness, their sum $E_{1}+E_{2}$ may be a set of multiplicity. We obtain an example by breaking a perfect M-set of measure 0 into two subsets $\boldsymbol{E}_{1}$ and $E_{2}$ without perfect subsets. Then $E_{1}$ and $E_{2}$ are U-sets (p. 344), but their sum is not. The sets $E_{1}$ and $E_{2}$ are of measure 0 , but are not Borel sets. Whether the sum of two U-sets masurable B is a U-set is not known. In the case of closed sets we have the following theorem:
(6-15) Throbem of N. Bary. If $E_{1}, E_{2}, \ldots, E_{n}, \ldots$ are closed U-sets, their sum $E=E_{1}+E_{2}+\ldots+E_{n}+\ldots$ is a U-set.

The proof is based on two lemmas.
(6-16) Lemma. Let 8 be a closed U-set contained in an open interval J. Suppose that a trigonometric series $S$
(i) has partial sums bounded at each point of $J-\mathscr{E}$;
(ii) converges to 0 almost everywhere in $J$.

Then it converges to 0 everywhere in $J$.
By (ii), the coefficients of $S$ tend to 0 . Let $J_{1}$ be an open subinterval of $J$ without points in common with $\mathscr{E}$, and let $\lambda_{1}(x)$ be a function having three continuous derivatives, equal to 0 outside $J_{1}$, and positive in $J_{1}$. Since the partial sums of $S$ are bounded at each point of $J_{1}$ and converge to 0 almost everywhere in $J_{1}$, the formal product $S_{1}=S\left[\lambda_{1}\right] S$ has partial sums bounded at each point of $(0,2 \pi)$ and converges to 0 for almost all $x$. By (3•19), $S_{1}$ is identically 0 , and so $S$ converges to 0 in $J_{1}$. It follows that $S$ converges to 0 in $J-\mathscr{E}$.

If now $\lambda(x)$ vanishes outside $J$ and is positive in $J$, the product $S S[\lambda]$ convergee to 0 at each point not in $\mathscr{E}$. Hence it vanishes identically. It follows that $S$ converges to 0 in $J$.
(6-17) Lemma. A set $N$ which is a denumerable product of open sets cannot be of the first category on itself; that is, it cannot be of the form $\Sigma N_{i}$, where the $N_{i}$ are non-dense on $N$.

When $N$ is a closed set, this is Theorem (12.1) of Chapter I. The proof in the general case is similar. We denote by $J_{1}, J_{2}, \ldots$ open intervals and by $J_{1}, J_{2}, \ldots$ their closures. Write $N=G_{1} G_{2} \ldots$, where the $G_{i}$ are open sets. By hypothesis, there is a $J_{1}$ such that $J_{1} N$ is not empty and $\bar{J}_{1}$ has no point in common with $N_{1}$; we may also suppose that $\bar{J}_{1} \subset G_{1}$. Similarly, there is a $J_{2}$ such that $\bar{J}_{2} \subset J_{1}, J_{2} N$ is not empty and $\bar{J}_{2}$ has no point in common with $N_{2}$; moreover $J_{2} \subset G_{2}$. Generally there is a $J_{n}$ such that $J_{n} \subset J_{n-1}, J_{n} N$ is not empty, $\bar{J}_{n}$ has no point in common with $N_{n}$ and $\bar{J}_{n} \subset G_{n}, n=2,3, \ldots$. Since $J_{1} \supset J_{2} \supset \ldots$ and $\bar{J}_{n} \subset G_{n}$, there is a point $x_{0}$ common to all $\bar{J}_{n}$ and this point also belongs to $N=G_{1} G_{2} \ldots$. But since $x_{0} \in \bar{J}_{n}, x_{0}$ cannot be in $N_{n}$ for any $n$. This contradicts $N=\Sigma N_{n}$ and proves the lemma.

Return to (6-15) and suppose that there is a trigonometric series $S$ converging to 0 outside $E$ but not everywhere. Since $|E| \leqslant \Sigma\left|E_{n}\right|=0, S$ converges to 0 for almost all $x$. Let $N$ be the set of points at which the partial sums of $S$ are unbounded. $N$ is not empty; for otherwise, by (3.19), $S$ would be identically zero.

It was shown in Chapter I, $\S 12$, that $N$ is a denumerable product of open sets. Write $N_{i}=N E_{i}$. We have

$$
N=N E=N \Sigma E_{i}=\Sigma N_{i}
$$

By (6.17), some $N_{i}$, say $N_{i_{0}}$, is not non-dense on $N$; thus there is an open interval $J$ such that $N J$ is not empty and $N_{i_{i}} J=E_{i_{0}} N J$ is dense on $N J$. Since $E_{i_{0}}$ is closed, we have $E_{i_{0}} N J=N J$ and, in particular,

$$
N J \subset E_{i_{0}} J
$$

which means that a certain portion of $N$ consists entirely of points of $E_{i_{0}}$.
By reducing $J$ if necessary, we may suppose that the end-points of $J$ are not in $E_{i_{0}}$. Hence the set $\mathscr{E}=E_{i_{0}} \bar{J}=E_{i_{0}} J$ is a closed set of uniqueness situated in the open interval $J$. Since $S$ converges to 0 almost everywhere in $J$ and since at every point of the set

$$
J-\mathscr{C}=J-E_{i_{0}} J \subset J-N J
$$

the partial sums of $S$ are bounded, Lemma (6-16) shows that $S$ convergee to 0 in $J$. This contradicts the fact that $N J \neq 0$ and proves (6.15).

Given any set $E$, denote by $E_{\lambda}$ the set of points $\lambda x$, where $x \in E$. The proof of the following theorem must be postponed to Chapter XVI, §10:
(6-18) Theorem. Suppase that $E$ and $E_{\lambda}$ are both subsets of $(0,2 \pi)$. Then, if $E$ is $a$ U-set, so is $E_{\lambda}$.

The remaining two theorems of the section deal with slightly different aspects of the theory of sets of uniqueness.

We call any set $E$ of measure 0 a $\mathrm{U}^{*}$-set if it has the following property: if a trigonometric series $S$ converges outside $E$ to a finite and integrable function $f$, then $S=S[f]$. Every U*-set is also a U-set. Whether the converse is true is not known, except in the case of a closed $E$ :
(6-19) Theorem. Let $E$ be any closed set of measure 0 situated in $(0,2 \pi)$ and $S$ any trigonometric series which converges outside $E$ to a finite and integrable function $f$. Then the difference $S_{1}=S-S[f]$ is a series which converges to 0 outoide $E$. In particular. $S=S[f]$ if $E$ is a U-set.

This is immediate. For in each interval contiguous to $E$ the Riemann function obtained by integrating $S$ twice differs from the second integral of $f$ by a linear function. Since the same holds for $S[f]$, the principle of localization shows that $S_{1}$ converges to 0 outside $\boldsymbol{E}$.

The hypothesis of (6.19) can be somewhat relaxed by assuming, instead of the convergence of $S$, that the upper and lower sums $f^{*}$ and $f_{*}$ of $S$ are finite at each point outaide $E$ (except for a denumerable set) and are integrable. Then $f^{*}=f_{*}$ almost everywhere and $S-S\left[f^{*}\right]$ converges to 0 outside $E$.

Return to U -sets. Let $\epsilon=\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}, \ldots\right)$ be a sequence of positive numbers tending monotonically to 0 . We call $E$ a $U(\epsilon)$-set if every series $S=\Sigma c_{n} e^{i n x}$ converging to 0 outside $E$ and satisfying the condition

$$
\left|c_{n}\right| \leqslant \epsilon_{|n|}
$$

for all $n$ necessarily vanishes identically. Of course if two sequences $\epsilon$ and $\epsilon^{\prime}$ are multiples of each other, the $U(\epsilon)$ and $U\left(\epsilon^{\prime}\right)$ sets are the same.
(6.21) Theorma. For each sequence $\epsilon=\left(\epsilon_{0}, \epsilon_{1}, \ldots\right)$ decreasing monotonically to 0 , no matter how slowly, there exist $\mathrm{U}(\epsilon)$-sets of positive measure.

The proof is similar to the proof that H-sets are U-sets.
Denote the distance of $x$ from the nearest integer by $\{x\}$; thus $0 \leqslant\{x\} \leqslant \frac{1}{2}$. Let $\delta_{1}, \delta_{2}, \ldots$ be a sequence of positive numbers, less than $\frac{1}{2}$ and tending to 0 , to be determined later; and let $E_{n}$ be the set of points in $(-\pi, \pi)$ at which

$$
\{n x / 2 \pi\} \geqslant \delta_{n} .
$$

The intervals constituting $E_{n}$ are separated by intervals of length $4 \pi \delta_{n} / n$. We fix a sequence $n_{1}<n_{2}<\ldots$ and set $\quad E=E_{n_{1}} E_{n_{1}} \ldots$

We first show that if $\left\{n_{k}\right\}$ increases fast enough, then $|E|>0$. For write $S_{k}=E_{n_{1}} \ldots E_{n_{k}}$. We take $n_{1}=1$, and since $\left|E_{n}\right| \rightarrow 2 \pi$, we can determine $n_{2}, n_{2}, \ldots$ successively so that $\left|S_{k+1}\right| \geqslant\left(1-2^{-k}\right)\left|S_{k}\right|$ for $k=1,2, \ldots$. Then

$$
|E|=\lim \left|S_{k}\right| \geqslant\left|E_{1}\right| \prod_{1}^{\infty}\left(1-2^{-k}\right)>0
$$

Next we consider the function

$$
\lambda(x, h)=1+\sum_{-\infty}^{+\infty}\left(\frac{\sin \nu h}{\nu h}\right)^{8} e^{i v x}=\sum_{-\infty}^{+\infty} \gamma_{\nu}(h) e^{i v x},
$$

where $0<h \leqslant \frac{1}{8} \pi$. This function is 0 for $3 h \leqslant|x| \leqslant \pi$ (see Chapter V, Example 4).
Finally, we determine a sequence of positive $h_{n}$ tending to 0 such that

$$
h_{n}^{-8} \epsilon_{|x|} \rightarrow 0
$$

and define the $\delta_{n}$ in (6.22) by the condition

$$
3 h_{n}=2 \delta_{n} \pi
$$

Having thus defined the $E_{n}$, we shall show that each (6.23) is a $U(\epsilon)$-set. Suppose that $S=\Sigma c_{n} e^{i n x}$ satisfies ( $6 \cdot 20$ ) and converges to 0 outside $E$. In particular, $S$ converges to 0 outside each $E_{n_{k}}$. Since, in view of (6.25), $\lambda\left(n_{k} x, h_{n_{k}}\right)$ is 0 in $E_{n_{k}}$, the product $S S\left[\lambda\left(n_{k} x, h_{n_{k}}\right)\right]$ is identically 0 . The $m$ th coefficient of the product is

$$
\sum_{\nu=-\infty}^{+\infty} c_{m-\nu n_{k}} \gamma_{\nu}\left(h_{n_{k}}\right)=c_{m}+\Sigma^{\prime}=0
$$

and, since $\left|c_{n}\right| \leqslant \epsilon_{|n|}$, for $n_{k} \geqslant 2|m|$ we get

$$
\left|c_{m}\right| \leqslant \epsilon_{\left(\frac{1}{2} n_{k}\right)} \Sigma^{\prime}\left|\gamma_{v}\left(h_{n_{k}}\right)\right| \leqslant\left.\epsilon_{\left\lvert\, \frac{1}{2} n_{k}\right.}\left|h_{n_{k}}^{-3} \Sigma^{\prime}\right| \nu\right|^{-3} .
$$

By (8-24), with $n=n_{k}$, the right-hand side here tends to 0 for $\boldsymbol{k} \rightarrow \infty$. Hence $c_{m}=0$ for each $m$. Since, with a suitable $\left\{n_{k}\right\}$, we have $|E|>0,(6 \cdot 21)$ is established.
$U(\epsilon)$-sets may have measure arbitrarily close to $2 \pi$; whether or not there are $\mathrm{U}(\epsilon)$-sets of measure $2 \pi$ is an open problem.

## 7. Uniqueness of summable trigonometric series

In the preceding section we proved a number of theorems about the uniqueness of the representation of functions by means of convergent trigonometric series. Since, however, there exist Fourier series which diverge everywhere (Chapter VIII, §4), it is natural to ask for theorems of uniqueness for summable trigonometric series. We shall restrict ourselves to Abel's method of summation in view of its significance for the theory of functions. Since Abel's method also applies to series with terms not tending to zero, we may first inquire about the conditions which we must impose upor. the coefficients of the series considered.

Let

$$
P(r, x)=\frac{1}{2}+\sum_{1}^{\infty} r^{n} \cos n x=\frac{1}{2} \frac{1-r^{2}}{1-2 r \cos x+r^{2}} .
$$

The Abel means of the series

$$
\begin{equation*}
\sum_{1}^{\infty} n \sin n x \tag{7•1}
\end{equation*}
$$

are

$$
\sum_{1}^{\infty} n r^{n} \sin n x=-\frac{\partial}{\partial x} P(r, x)=\frac{r\left(1-r^{2}\right) \sin x}{\left(1-2 r \cos x+r^{2}\right)^{2}},
$$

and we see at once that (7-1) is summable $A$ to 0 for all $x$. Hence there is no uniqueness for trigonometric series summable $A$ and having coefficients $O(n)$.

Also, since

$$
\begin{equation*}
\frac{1}{2}+\sum_{1}^{\infty} \cos n x \tag{7•2}
\end{equation*}
$$

is summable $A$ to 0 for each $x \neq 0$, there are no (non-empty) sets of uniqueness for trigonometric series summable $A$ and having bounded coefficients.

Given a trigonometric series

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\sum_{0}^{\infty} A_{n}(x) \tag{S}
\end{equation*}
$$

we shall write

$$
\left.\begin{array}{c}
f(r, x)=\Sigma A_{n}(x) r^{n}, \\
f^{*}(x)=\underset{r \rightarrow 1}{\limsup } \Sigma A_{n}(x) r^{n}, \quad f_{*}(x)=\underset{r \rightarrow 1}{\liminf \Sigma} \Sigma A_{n}(x) r^{n},
\end{array}\right\}
$$

and call $f^{*}$ and $f_{*}$ the upper and lower Abel sums of $S$.
(7-4) Theorem. Suppose that $S$ satisfies the conditions

$$
a_{n}=0(n), \quad b_{n}=0(n)
$$

and is summable $\mathbf{A}$ for each $x$ to a function $f(x)$ finite and integrable. Then $S=S[f]$. In particular, if $f \equiv 0$, then $a_{0}=a_{1}=b_{1}=\ldots=0$.

This theorem can be generalized in several directions. The proofs of these generalizations are, however, far from simple, and it seems desirable to treat them separately (see §8). Without loss of generality we may suppose that $a_{0}=0$.

The following lemma is basic for the whole argument.
(7•6) Rajchman's lemma. Suppose that

$$
\begin{equation*}
C-\sum_{1}^{\infty} \frac{a_{n} \cos n x+b_{n} \sin n x}{n^{2}} \tag{7•7}
\end{equation*}
$$

is an $S[F]$, and that (7-7) is summable $A$ at $x_{0}$ to $F\left(x_{0}\right)$. Then the intervals

$$
\left(\underline{D}^{2} F\left(x_{0}\right), \bar{D}^{2} F\left(x_{0}\right)\right) \text { and } \quad\left(f_{*}\left(x_{0}\right), f^{*}\left(x_{0}\right)\right)
$$

have points in common; that is,

$$
\underline{D}^{2} F\left(x_{0}\right) \leqslant f^{*}\left(x_{0}\right), \quad f_{*}\left(x_{0}\right) \leqslant \bar{D}^{2} F^{\prime}\left(x_{0}\right) .
$$

It is enough to prove the first inequality (7•8), since, when applied to $\boldsymbol{- F}(\boldsymbol{x})$, it gives the second.

Lat $F(r, x)$ be the harmonic function associated with (7.7). We may suppose that $x_{0}=0, F(-x)=F(x)$, and $F(0)=\lim F(r, 0)=0$. We write $F(r, 0)=G(r)$. The lemma will be established if we show that, for any finite $m$,

$$
\begin{equation*}
\underline{D}^{2} F(0)>m \quad \text { implies } \quad f^{*}(0) \geqslant m . \tag{7•9}
\end{equation*}
$$

We may even suppoee that $m=0$, for otherwise consider $F(x)-m(1-\cos x)$ instead of $F(x)$.

Suppose then that $\underline{D}^{\mathbf{a}} F(0)>0$ and that, contrary to what we want to prove, $f^{*}(0)<0$. In the Laplace equation

$$
\frac{1}{r^{2}} \frac{\partial^{2} F(r, x)}{\partial x^{2}}+\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial F(r, x)}{\partial r}\right)=0
$$

the first term on the left is $r^{-2} f(r, x)$. It follows that $r G^{\prime}(r)$ is an increasing function of $r$ in an interval $r_{0} \leqslant r<1$. Since $G(r) \rightarrow 0$ as $r \rightarrow 1$, the Cauchy mean-value theorem gives

$$
\frac{G(r)}{\log r}=\frac{G(r)-G(1)}{\log r-\log 1}=\rho G^{\prime}(\rho) \quad\left(r_{0} \leqslant r<\rho<1\right),
$$

and so, for some $\sigma$ between $\rho$ and 1 ,

$$
\frac{G(r)}{\log r}-\frac{G(\rho)}{\log \rho}=\rho G^{\prime}(\rho)-\sigma G^{\prime}(\sigma)<0
$$

If we show that this is impossible, by proving that

$$
\lim \sup \left\{\frac{G(r)}{\log r}\right\}^{\prime}<0
$$

the lemma will be eetablished.
Write

$$
\begin{gathered}
\Delta=\Delta(r, t)=1-2 r \cos t+r^{2} \\
\phi(t)=\{F(t)+F(-t)-2 F(0)\} / \sin ^{2} t=2 F(t) / \sin ^{2} t
\end{gathered}
$$

Ropresenting $F^{\prime}(r, x)$ as the Poisson integral of $F^{\prime}(x)$ we have

$$
\begin{aligned}
& r \frac{G(r)}{1-r^{2}}=\frac{1}{\pi} \int_{0}^{\pi} F(t) \frac{r}{\Delta} d t \\
&\left\{r \frac{G(r)}{1-r^{2}}\right\}^{\prime}=\frac{1}{\pi} \int_{0}^{\pi} F(t) \frac{1-r^{2}}{\Delta^{2}} d t=\frac{1}{2 \pi} \int_{0}^{\eta} \phi(t) \sin ^{2} t \frac{1-r^{2}}{\Delta^{2}} d t+o(1) \\
&=-\frac{1}{2 \pi r} \int_{0}^{\pi} \phi(t) \sin t \frac{\partial}{\partial t} P(r, t) d t+o(1),
\end{aligned}
$$

where $\eta$ is a fixed positive number less than $\frac{1}{3} \pi$.
By hypothesis, lim inf $\phi(t)>0$. Hence, choosing $\eta$ small enough, we have $\phi(t)>h>0$ for $t$ in $(0, \eta)$. We have also $\cos t \geqslant \frac{1}{2}$ in $(0, \eta)$. Noting that $\partial P / \partial t<0$ in $(0, \pi)$ we obtain

$$
\begin{aligned}
\liminf _{r \rightarrow 1}\left\{r \frac{G(r)}{1-r^{8}}\right\}^{\prime} & \geqslant \liminf \left\{-\frac{h}{2 \pi} \int_{0}^{\pi} \sin t \frac{\partial}{\partial t} P(r, t) d t\right\} \\
& =\liminf \left\{\frac{h}{2 \pi} \int_{0}^{\eta} \cos t P(r, t) d t\right\} \\
& \geqslant \liminf \left\{\frac{h}{4 \pi} \int_{0}^{r} P(r, t) d t\right\} \\
& =\lim \left\{\frac{h}{4 \pi} \int_{0}^{\pi} P(r, t) d t\right\}=\frac{1}{8} h>0 .
\end{aligned}
$$

Thus $\left\{r G(r) /\left(1-r^{2}\right)\right\}^{\prime}$ stays above a positive quantity as $r \rightarrow 1$. Now, with $c(r)=\left(1-r^{2}\right) /(r \log r)$ we have

$$
\left\{\frac{G(r)}{\log r}\right\}^{\prime}=c(r)\left\{\frac{r G(r)}{1-r^{2}}\right\}^{\prime}+c^{\prime}(r) \frac{r G(r)}{1-r^{2}}
$$

and since $c(r) \rightarrow-2, c^{\prime}(r)=O(1-r)$, we obtain (7•11), and so complete the proof of the lemma.

Return to (7.4), and suppose first that the series (7.7), obtained by integrating $S$ twice, is an $S[F]$, with $F$ continuous. By (7.6), $\underline{D}^{3} F \leqslant f \leqslant \bar{D}^{2} F$ for all $x$. By (3.13), $\boldsymbol{F}$ is a second integral of $f$, and this shows that $S=S[f]$ (see p. 326).

The hypothesis (7.5) and the Riesz-Fischer theorem imply that (7.7) is a Fourier series, and in view of what has just been proved, Theorem (7-4) will be established if we show that the hypotheses of (7.4) imply that the function

$$
F(x)=\lim _{r \rightarrow 1} F(r, x)
$$

exists and is continuous.
The existence of $\boldsymbol{F}(x)$ follows by twice applying to $S$ the following lemma:
(7-13) Lemma. If the series $u_{0}+u_{1}+\ldots$ is summable $\mathbf{A}$ (indeed, if only the upper and lower Abel sums of the series are finite), the series $\sum_{1}^{\infty} u_{n} / n$ is summable $A$.

For if $g(r)=u_{0}+u_{1} r+\ldots$, then

$$
G(r)=\sum_{1}^{\infty} \frac{u_{n}}{n} r^{n}=\int_{0}^{r} \frac{g(\rho)-u_{0}}{\rho} d \rho,
$$

and since the integrand is bounded, we have $\left|G(r)-G\left(r^{\prime}\right)\right| \rightarrow 0$ as $r \rightarrow 1, r^{\prime} \rightarrow 1$, which proves the lemma.

The following observation will be useful later. Suppose that the $u_{n}$ are functions of $a$ parameter $x$, and that $g(r)$ is uniformly bounded for $0 \leqslant r<1$ and $x$ belonging to a set $E$; then $u_{1}+\frac{1}{2} u_{2}+\ldots$ is uniformly summable $\mathbf{A}$ for $x \in E$.

Return to the function $F(x)$ in (7-12) and denote by $D$ the set of discontinuities of $F$. We have to show that $D$ is empty. We first show that $D$ has no isolated points.

Suppose that $x_{0}$ is an isolated point of $D$. There is then an interval ( $a, b$ ), containing $x_{0}$ in its interior, such that $F$ is continuous in the interiors of ( $a, x_{0}$ ) and ( $\left.x_{0}, b\right)$. By (3.13) and the inequalities $\underline{D}^{2} F \leqslant f \leqslant \bar{D}^{2} F$, we have $F(x)=\int_{a}^{x} d y \int_{a}^{y} f(t) d t+A x+B$ in the interior of ( $a, x_{0}$ ), since Lemma (3.13) holds also for open intervals. In particular. $F\left(x_{0}-0\right)$ exists and is finite. Similarly, $F\left(x_{0}+0\right)$ exists. Since the coefficients of (7.7) areo(1/n), we have, by (2•19) (i) $\dagger, F\left(x_{0}-0\right)=F\left(x_{0}\right)=F\left(x_{0}+0\right)$ and $F$ is continuous at $x_{0}$. contrary to hypothesis.

Next, let $P$ be any perfect set. Consider $F(x)$ on $P$ and denote by $D_{P}$ the set of points $x \in P$ at which $F$ is discontinuous with respect to $P$. We show that $D_{P}$ is nondense on $P$.

Let $r_{1}<r_{2}<\ldots \rightarrow 1$ be such that

$$
\max _{n \leqslant r \leqslant r_{n+1}}\left|f(r, x)-f\left(r_{n}, x\right)\right| \leqslant 1 \quad(n=1,2, \ldots ; 0 \leqslant x \leqslant 2 \pi) .
$$

By hypothesis, $\left\{f\left(r_{n}, x\right)\right\}$ tends to a finite limit for each $x$. By Theorem (12-3) (i) of Chapter I, on each portion of $P$ there is a sub-portion $\Pi$ on which all the $f\left(r_{n}, x\right)$ are uniformly bounded; by (7•14), $f(r, x)$ is uniformly bounded for $x \in \Pi, 0 \leqslant r<1$. Applying twice to $S$ the observation following Lemme (7.13), wo see that $\lim _{r \rightarrow 1} F(r, x)$ exists uniformly on II; thus $D_{P}$ has no point in common with $\Pi$, and so is non-dense on $P$.

It is now easy to complete the proof of (7.4). Suppose that $D \neq 0 . D$ has no isolated points and is non-dense. Hence the closure $\bar{D}$ of $D$ is perfect. Take a portion $\Pi$ of $\bar{D}$ in which $F(x)$ is continuous with respect to $\bar{D}$; we may suppose that $\Pi$ is perfect. Denote by $d_{i}=\left(a_{i}, b_{i}\right), i=1,2, \ldots$, the open intervals contiguous to $\Pi$. $F(x)$ is continuous in each $d_{i}$ and, as the proof of the absence of isolated points in $D$ shows, $F\left(a_{i}+0\right)$ and $F\left(b_{i}-0\right)$ exist and equal $F\left(a_{i}\right)$ and $F\left(b_{i}\right)$ respectively.

Consider the function

$$
F_{1}(x)=\int_{0}^{x} d y \int_{0}^{y} f(t) d t
$$

The difference $F_{8}(x)=F(x)-F_{1}(x)$ is linear in the closure of each $d_{i}$, and is also continuous at each point of $\Pi$ with respect to $\bar{D}$. Hence at each point of $\Pi \bar{F}(x)$ is continuous with respect to the whole neighbourhood, which is impossible since $\Pi$ contains points of $D$. Hence $D=0, F$ is continuous for all $x$, and (7.4) is proved.

The proof above gives more than was actually stated. Suppose that $S$ satisfies (7.5) and that both $f^{*}(x)$ and $f_{*}(x)$ are finite and integrable. $F(x)$ then exists everywhere and is continuous. Let $f(x)=f^{*}(x)$ wherever $\bar{D}^{\mathbf{a}} F(x) \geqslant f^{*}(x)$, and $f(x)=\bar{D}^{\mathbf{a}} F(x)$ elsewhere; $f$ is integrable and finite, we have $\bar{D}^{2} F \geqslant f \geqslant \underline{D}^{2} F$ for all $x$, and the proof above shows that $S=S[f]$. In particular, $f^{*}=f_{*}$ almost everywhere. All this, however, is included in the theorem which follows.

[^20]
## 8. Uniqueness of summable trigonometric series (cont.)

We keep the notation of the preceding section.
(8-1) Theorem. Suppose that (i) $S=\Sigma A_{n}(x)$ has coefficients $o(n)$, and that
(ii) $f^{*}(x) \geqslant \chi(x)$, where $\chi$ is integrable;
(iii) $f_{*}(x)$ is finite except possibly in a denumerable set $E$;
(iv) for each $x \in E$ and $r \rightarrow 1$ we have

$$
(1-r) f(r, x) \rightarrow 0
$$

Then $S$ is a Fourier series.
Obeerve that we do not assume the finiteness of $f^{*}$. Condition (iv) is automatically satisfied if instead of (i) we aesume the much stronger condition $\left|a_{n}\right|+\left|b_{n}\right| \rightarrow 0$. Conditions (ii) and (iii) are certainly satisfied if both $f^{*}$ and $f_{*}$ are finite everywhere, and one of them is integrable.

Since the limits of indetermination of the partial sums of a series contain the upper and lower Abel sums of the series, Theorem (3-25), stated without proof, is a corollary of (8.1).

We begin with two lemmas on Fourier series.
(8-2) Lemma. If $P$ is integrable and $D^{s} F\left(x_{0}\right)$ exists and is finite, then $S^{\prime \prime}\left[F^{\prime}\right]$ is summable A at $x_{0}$ to sum $D^{2} F\left(x_{0}\right)$.

This lemma, though more elementary than (7.6), is not a consequence of it.
We may suppose that $x_{0}=0, F(0)=0, F$ is even, and $D^{s} F(0)=0$. The Abel means of $S^{\prime \prime}[F]$ at $x=0$ are

$$
\frac{2}{\pi} \int_{0}^{\pi} F(t) P^{\prime \prime}(r, t) d t
$$

where differentiation is with respect to $t$; and we have to show that this integral tends to 0 as $r \rightarrow 1$.

Since the part of (8-3) extended over any interval $(\epsilon, \pi)$, where $\epsilon>0$, tends to zero, and since $F(t)=o\left(t^{2}\right)$ for $t \rightarrow 0$, the lemma will follow if we show that

$$
\begin{equation*}
\int_{0}^{\pi} t^{2}\left|P^{\prime \prime}(r, t)\right| d t=O(1) . \tag{8.4}
\end{equation*}
$$

A simple computation shows that $P^{\prime \prime}(r, t)=0$ means that $y=c o s t$ is given by

$$
2 r y^{2}+\left(1+r^{2}\right) y-4 r=0
$$

The product of the roots is -2 , and so there is at most one value of $t$ in $(0, \pi)$ satisfying $P^{\prime \prime}=0$; there is at least one such $t$ since $P^{\prime}=0$ for $t=0$ and $t=\pi$. Hence $P^{\prime \prime}$ changes sign exactly once in $(0, \pi)$, at a point $t=\eta=\eta(r)$. The integral (8.4) is

$$
\begin{aligned}
-\int_{0}^{\eta} t^{2} P^{\prime} d t+\int_{\eta}^{\pi} t^{2} P^{\prime \prime} d t & =-2 \eta^{2} P^{\prime}(r, \eta)+2 \int_{0}^{\eta} t P^{\prime} d t-2 \int_{\eta}^{\pi} t P^{\prime} d t \\
& <-2 \eta^{2} P^{\prime}(r, \eta)-2 \int_{0}^{\pi} t P^{\prime} d t \\
& <-2 \eta^{2} P^{\prime}(r, \eta)+2 \int_{0}^{\pi} P d t=-2 \eta^{2} P^{\prime}(r, \eta)+\pi
\end{aligned}
$$

and since, as is easily verified, $P^{\prime}=O\left(t^{-2}\right)$ uniformly in $r,(8 \cdot 4)$ follows and the lemma is established.
(8.5) Lemma. $\dagger$ Suppose that $C-\Sigma^{\prime} A_{n}(x) / n^{2}$ is an $S[F]$ and write

$$
\Delta^{2} F(x, t)=F(x+t)+F(x-t)-2 F(x) .
$$

At each point $x_{0}$ at which the series is summable A to $F\left(x_{0}\right)$, we have

$$
\begin{align*}
& \liminf _{h \rightarrow+0} \Delta^{2} F\left(x_{0}, h\right) / h \leqslant \pi \underset{r \rightarrow 1}{\limsup }(1-r) f\left(r, x_{0}\right),  \tag{8.6}\\
& \limsup _{h \rightarrow+0} \Delta^{2} F\left(x_{0}, h\right) / h \geqslant \pi \liminf _{r \rightarrow 1}(1-r) f\left(r, x_{0}\right) . \tag{8.7}
\end{align*}
$$

It is enough to prove (8.6). We may suppose that $x_{0}=0, F(0)=0$ and $F$ is even. Write $f(r, 0)=g(r), F(r, 0)=G(r)$. It is enough to show that, for any finite $m$,

$$
\begin{equation*}
\liminf 2 F(h) / h>m \quad \text { implies } \quad \pi \lim \sup (1-r) g(r) \geqslant m . \tag{8.8}
\end{equation*}
$$

Consider for a moment the special case $F_{1}(x)=\frac{1}{8} \pi^{2}-\sum_{1}^{\infty} n^{-2} \cos n x ; F_{1}$ is an integral of $\Phi_{1}=\Sigma \boldsymbol{n}^{-1} \sin n x$, and $\Phi_{1}$ has jump $\pi$ at $x=0$. We verify that both $2 F_{1}(h) / h$ and $\pi(1-r) g_{1}(r)$ (where $g_{1}$ is the $g$ corresponding to $F_{1}$ ) have limits $\pi$. Hence by subtracting $m \pi^{-1} F_{1}(x)$ from $F(x)$ we reduce the case of general $m$ in (8.8) to that of $m=0$.

The Laplace equation (7-10) gives

$$
\begin{equation*}
g(r)+r \frac{d}{d r}\left(r \frac{d G(r)}{d r}\right)=0 \tag{8.9}
\end{equation*}
$$

If the second inequality (8.8), with $m=0$, is false, then $g(r)<-A r /(1-r)$ for some $A>0$ and $r$ sufficiently close to 1 . Combining this with (8.9) we get

$$
\left\{r G^{\prime}(r)\right\}^{\prime}>A /(1-r) .
$$

This shows that $G^{\prime}(r) \rightarrow+\infty$ as $r \rightarrow 1$, and since simultaneously $G(r) \rightarrow 0$, we see that $G(r)$ is strictly negative for $r$ sufficiently close to 1 .

Consider now the formulae

$$
G(r)=\frac{2}{\pi} \int_{0}^{\pi} F(t) P(r, t) d t, \quad g(r)=\frac{2}{\pi} \int_{0}^{\pi} F(t) P^{\prime \prime}(r, t) d t .
$$

The first inequality ( $8 \cdot 8$ ), with $m=0$, shows that $F>0$ near $x=0$. Since, by the second formula (8.10), limsup ( $1-r$ ) $g(r)$ depends only on the values of $F$ in an arbitrarily small neighbourhood of $x=0$, we may suppose that $F>0$ in $0<x \leqslant \pi$ without impairing the truth or falsehood of (8.8). But with this new $F$ the first.formula (8.10) indicates that $G(r)>0$ as $r \rightarrow 1$, contrary to what we have just shown. This contradiction proves (8.5).

We now pass to the proof of (8.1) and temporarily replace (i) by the hypotheais that $C-\Sigma^{\prime} A_{n}(x) / n^{2}$ is an $S\left[F^{\prime}\right]$, where $F$ is continuous. Our first aim is to show that then

$$
f^{*}(x)=f_{*}(x) \text { almost everywhere. }
$$

[^21]Since $f_{*}(x)>-\infty$ outside a denumerable set, Theorem (12.3) (iii) of Chapter I shows, as in the proof of (7-4), that every interval $J$ contains a subinterval $I$ such that, with a suitable $A=A_{I}$,

$$
f(r, x) \geqslant A \quad \text { for } \quad x \in I \quad(0 \leqslant r<1) .
$$

In particular, $f_{*} \geqslant A$ in $I$. By (7.6), $\bar{D}^{2} F \geqslant A$ in $I$; hence $F(x)-\frac{1}{2} A x^{2}$ is convex in $I$. In particular, by (3.16), a finite $D^{\mathbf{2}} F$ exists almost everywhere in $I$. By (8.2), $f^{*}=f_{*}$ almost everywhere in $I$.

Denote by $Q$ the union of all open intervals $I$ such that $f^{*}=f_{*}$ almost everywhere in $I . Q$ is open and $f^{*}=f_{*}$ at almost all $x \in Q$. The complement $P$ of $Q$ is a closed nondense set. If we show that $P=0,(8 \cdot 11)$ will follow.

Suppose that $P \neq 0$; this implies that $|P|>0$ and, in particular, that $P$ is nondenumerable. We have $f_{*}>-\infty$ in $P$, except possibly in $E P$. Hence there is a portion $\Pi$ of $P$ and a constant $A$ such that

$$
\begin{equation*}
f_{*}(x) \geqslant A \quad \text { for } \quad x \in \Pi . \tag{8.12}
\end{equation*}
$$

Let $\delta_{1}, \delta_{\mathbf{2}}, \ldots$ be the intervals contiguous to $\Pi$. We have $f^{*}=f_{*}$ at almost all points of $\Sigma \delta_{i}$. By modifying $\chi$ in a set of measure 0 we may suppose that $\chi$ is finite in $\Sigma \delta_{i}$, except possibly in $E \Sigma \delta_{i}$, and that

$$
\begin{equation*}
f_{*}(x) \geqslant \chi(x) \quad \text { for } \quad x \in \Sigma \delta_{i} \tag{8•13}
\end{equation*}
$$

Let $J$ be an interval such that $\Pi=J P$. Since $\bar{D}^{2} F \geqslant f_{*},(8 \cdot 12)$ and (8.13) imply that, in $J, \bar{D}^{\mathbf{2}} F$ majorizes an integrable function $g$ which can be $-\infty$ only in a subset of $E$. But, by (8.5),

$$
\begin{equation*}
\lim _{h \rightarrow 0} \sup ^{2} \Delta^{2} F(x, h) / h \geqslant 0 \tag{8.14}
\end{equation*}
$$

in $E$. Hence, by Lemma (3.22), the difference between $F$ and a second integral of $g$ is convex in $J$. It follows that $D^{2} F$ exists and is finite almost everywhere in $J$, and so also $f^{*}=f_{*}$ almost everywhere in $J$. Hence $P J=0$, contrary to the hypothesis that $P J \neq 0$. This contradiction proves (8.11).

Redefining $\chi$ in a set of measure 0 we may suppose that $\chi$ is finite outside $E$ and that

$$
f_{*} \geqslant \chi
$$

for all $x$. In particular, $\bar{D}^{\mathbf{2}} F \geqslant \chi$ for all $x$, and $\bar{D}^{\mathbf{2}} F>-\infty$ outside $E$. Let $\chi_{\mathbf{2}}$ be a second integral of $\chi$. Since we have (8.14) in $E$,

$$
\Delta=F-\chi_{\mathbf{z}}
$$

is conver in $(-\infty,+\infty)$. Hence, by (3.16),

$$
D^{2} F=D^{2} \Delta+D^{2} \chi_{2}=D^{2} \Delta+\chi
$$

exists almost everywhere and is integrable over a period.
It follows that $f_{*}(x)$, which is equal to $D^{\mathbf{2}} F(x)$ almost everywhere, is integrable, and we may take $f_{*}$ for the function $\chi$ of Theorem (8.1).

Since $\Delta(x)$ is convex, it has for each $x$ a right-hand and left-hand derivative $D^{+} \Delta(x)$ and $D^{-} \Delta(x)$, both non-decreasing. Therefore $D^{+} F^{\prime}(x)$ and $D^{-} \boldsymbol{F}^{\prime}(x)$ exist everywhere, and $F$ is the integral of either, say of $D^{+} F(x)=\Phi(x)$. We shall show that $\Phi$ is continuous.

The only possible discontinuities of $\Phi$ are jumps. Since $S^{\prime \prime}[F]=S^{\prime}[\Phi]$, and since, by
the theorem of Fatou (Chapter III, (7-2)), the Abel sums of $S^{\prime}[\Phi]$ at $x_{0}$ are contained between, the upper and lower limits for $t \rightarrow 0$ of $\left\{\Phi\left(x_{0}+t\right)-\Phi\left(x_{0}-t\right)\right\} / 2 t$, we see that

$$
\limsup _{t \rightarrow 0}\left\{\Phi\left(x_{0}+t\right)-\Phi\left(x_{0}-t\right)\right\} / 2 t \geqslant f_{*}\left(x_{0}\right) \geqslant \lim _{t \rightarrow 0} \inf \left\{\Phi\left(x_{0}+t\right)-\Phi\left(x_{0}-t\right)\right\} / 2 t .
$$

If $x_{0} \& E$, and so $f_{*}\left(x_{0}\right)$ is finite, this implies that $\Phi\left(x_{0}+0\right)=\Phi\left(x_{0}-0\right)$. If $x_{0} \in E$, then the Abel means $f(r, x)$ of $S^{\prime}[\Phi]=S^{"}[F]$ satisfy ( $\left.1-r\right) f\left(r, x_{0}\right) \rightarrow 0$, so that, by Lemma (8.5),

$$
\limsup _{h \rightarrow+0} \Delta^{2} F\left(x_{0}, h\right) / h \geqslant 0 \geqslant \liminf _{h \rightarrow+0} \Delta^{2} F\left(x_{0}, h\right) / h .
$$

But the extreme terms here are both equal to $\Phi\left(x_{0}+0\right)-\Phi\left(x_{0}-0\right)$. Hence again $\Phi\left(x_{0}+0\right)=\Phi\left(x_{0}-0\right)$. It follows that $\Phi(x)=D^{+} F(x)$ is continuous for all $x$. This implies that $F^{\prime \prime}(x)$ exists everywhere and is continuous.
Thus $F^{\prime}(x)=\Phi(x)$. From (8.15), with $\chi=f_{*}$, we deduce that

$$
\begin{equation*}
\Phi(x)=\int_{0}^{x} f_{*}(t) d t+\lambda(x), \tag{8•16}
\end{equation*}
$$

where $\lambda$ is non-decreasing and continuous. If we show that $\lambda$ is constant, it will follow that $\boldsymbol{F}$ is a second integral, and so that $S$ is a Fourier series.
By the theorem of Fatou,

$$
\begin{equation*}
\liminf _{h \rightarrow 0}\{\Phi(x+h)-\Phi(x-h)\} / 2 h \leqslant f_{*}(x) . \tag{8•17}
\end{equation*}
$$

Let $\psi(x)$ be a major function for $f_{*}$; we may suppose that $\psi$ is absolutely continuous. All the Dini numbers of $\psi$ are not less than $f_{*}(x)$ and, in particular,

$$
\liminf \{\psi(x+h)-\psi(x-h)\} / 2 h \geqslant f_{*}(x) .
$$

Write $G(x)=\Phi(x)-\psi(x)$. $G$ is continuous and of bounded variation, and in view of (8.17) satisfies

$$
\liminf \{G(x+h)-G(x-h)\} / 2 h \leqslant 0
$$

for $x \notin E$. Let us temporarily take for granted the following lemma:
(8.19) Lemma. If $Q(x)$ is continuous and of bounded variation, and oulside a denumerable set $E$ satisfies (8.18), then $G$ is non-increasing.
Hence $G(x)=\Phi(x)-\psi(x)$ is non-increasing. But $\psi(x)$ can be arbitrarily close to $\int_{0}^{x} f_{*} d t$. Hence $\Phi(x)-\int_{0}^{x} f_{*} d t$ is non-increasing, which is compatible with (8.16) only if $\lambda$ is constant.

This proves Theorem (8.1) in the case when the hypothesis $a_{n}=o(n), b_{n}=o(n)$ is replaced by the condition that $S$ twice integrated is the Fourier series of a continuous function. This result is of independent interest. It covers the important special case of coefficients tending to 0 and, more generally, that of $\left|a_{n}\right|+\left|b_{n}\right|=O\left(n^{*}\right), \eta<1$.

Remark. Suppose that conditions (ii), (iii) and (iv) of ( 8.1 ) are satisfied not in ( $0,2 \pi$ ) but in an interval ( $a, b$ ), and that $-\Sigma^{\prime} A_{n}(x) / n^{\mathbf{2}}$ is the Fourier series of a function $F(x)$ which is continuous in $(a, b)$. Then $f_{*}$ is integrable over each interval totally interior to ( $a, b$ ) and

$$
F(x)=\int_{0}^{x} d y \int_{0}^{y} f_{*}(t) d t+A x+B \quad\left(a<x<b, c=\frac{1}{1}(a+b)\right) .
$$

The proof runs parallel to the preceding argument. In view of Lemma (3.26), the result holds if we assume that $F$ is merely upper semi-continuous in ( $a, b$ ). This remark will be used below.

We now complete the proof of (8.1) by showing that, under the hypotheses of (8.1),

$$
\begin{equation*}
F(x)=\lim F(r, x) \tag{8.20}
\end{equation*}
$$

exists for each $x$ and is continuous, and $-\Sigma A_{n}(x) / n^{2}=S[F]$. We split the proof into several stages.
(i) $F(x)$ exists for each $x$ and satisfies $-\infty \leqslant F(x)<+\infty$. If $x_{0} \& E$, then $f_{*}\left(x_{0}\right)>-\infty$ and the argument of Lemma (7•13) shows that $\lim \Sigma A_{n}\left(x_{0}\right) r^{n} / n$ exists and is finite or $+\infty$; repeating the argument we find that $-F(x)=\lim \Sigma A_{n}\left(x_{0}\right) r^{n} / n^{2}$ is finite or $+\infty$. If $x_{0} \in E$, then $f\left(r, x_{0}\right)=\alpha\left\{(1-r)^{-1}\right\}$, whence $\Sigma A_{n}\left(x_{0}\right) r^{n} / n=o\{\log 1 /(1-r)\}$, and $\Sigma A_{n}\left(x_{0}\right) r^{n} / n^{2}$ tends to a finite limit.
(ii) $F(x)$ is finite for almost all $x$. By the Riesz-Fischer theorem, $\Sigma A_{n}(x) / n^{2}$ is a Fourier series.
(iii) On each perfect set $P$ there is a portion on which $F$ is upper semi-continuous. There is a portion $\Pi$ of $P$ and a number $A$ such that

$$
f(r, x)>A \quad(x \in \Pi, 0 \leqslant r<1) .
$$

Without loss of generality we may suppose that $A=0$, so that $f(r, x)>0$ for $x \in \Pi$ (this we can do without impairing the hypothesis $a_{0}=0$; assuming, as we may, that the diameter of $\Pi$ is less than $\pi$, we subtract from $\delta$ a suitable monomial $B \cos \left(x-x_{0}\right)$ ). Since

$$
F(r, x)=-\int_{0}^{r} \frac{d \rho}{\rho} \int_{0}^{\rho} \frac{f\left(\rho_{1}, x\right)}{\rho_{1}} d \rho_{1}
$$

is a decreasing function of $r$ for each $x \in \Pi, F(x)$ as a limit of a decreasing sequence of continuous functions is upper semi-continuous (but not necessarily finite-valued) on $\Pi$.
(iv) Each interval $J$ contains a subinterval $I$ such that $F(x)$ is finite-valued and continuous on $I$. We have $f(r, x)>A$ in a subinterval $I$ of $J$. Suppose, as before, that $A=0$. The function

$$
\begin{equation*}
F(r, x)=-\Sigma A_{n}(x) r^{n} / n^{2} \tag{8.21}
\end{equation*}
$$

has a non-negative second derivative with respect to $x$, and so is convex, in $I$. For each $x$ in $I, F(r, x)$ tends to a limit which is finite or $-\infty$. It cannot tend to $-\infty$ at any point $x_{0} \in I$. For otherwise, owing to the convexity of $F(r, x)$, the limit would be $-\infty$ in the whole interval $I$, contradicting (ii). It follows that $F(x)$, as a limit of convex functions $F(r, x)$, is convex, and so also finite-valued and continuous, in the interior of $I$.
(v) $F(x)$ is finite-valued and upper semi-continuous. Suppose that this is not so, and denote by $D$ the set of points where $F(x)$ is either not finite or not upper semi-continuous. By (iv), the closure $\bar{D}$ of $D$ is non-dense. We show that $\bar{D}$ has no isolated points.

Suppose that an $x_{0} \in \bar{D}$ is isolated. Then $F$ is finite-valued and upper semi-continuous in the interior of ( $x_{0}-\epsilon, x_{0}$ ) and ( $x_{0}, x_{0}+\epsilon$ ), for some $\epsilon>0$. By the Remark above, the difference between $F$ and a second integral of $\chi$ is convex in the interior of either interval. Hence $F\left(x_{0} \pm 0\right)$ exist and are either finite or $+\infty$. Since the coefficients
of $S[F]$ are o(l/n), we have $F\left(x_{0}+0\right)=F\left(x_{0}-0\right)=F\left(x_{0}\right)\left(\right.$ cf. (2.19)). By (i), $F\left(x_{0}\right)<+\infty$. It follows that $F\left(x_{0}\right)$ is finite and $F$ continuous at $x_{0}$, and so also in the interior of ( $x_{0}-\epsilon, x_{0}+\epsilon$ ), contradicting the supposition that the interval contains points of $\bar{D}$.

It follows that $\bar{D}$ is perfect. Take a portion $\Pi$ of $\bar{D}$ on which $F$ is, by (iii), upper semi-continuous. In each of the intervals ( $a_{i}, b_{i}$ ) contiguous to $\Pi, F$ is continuous and the numbers $F\left(a_{i}+0\right)$ and $F\left(b_{i}-0\right)$, which are equal to $F\left(a_{i}\right)$ and $F\left(b_{i}\right)$ respectively, are finite.

The set of points of $\Pi$ where $F(x)=-\infty$ is non-dense on $\Pi$. For otherwise it would be dense on a portion $\Pi_{1}$ of $\Pi$ and, owing to the upper semi-continuity of $F$ on $\Pi$, would contain $\Pi_{1}$, and so also some of the points $a_{i}, b_{i}$; this is impossible since $F\left(a_{i}\right)=F\left(a_{i}+0\right)$ and $F\left(b_{i}\right)=F\left(b_{i}-0\right)$ are finite.

Collecting results we see that there is a portion of $\bar{D}$ (call it $\Pi$ again) and an integrable $\chi$ such that

$$
\begin{equation*}
F(x)-\int_{0}^{x} d y \int_{0}^{y} \chi(t) d t \tag{8.22}
\end{equation*}
$$

is finite-valued and upper semi-continuous on $\Pi$, and is convex in the closure of each interval contiguous to $\Pi$. It follows that (8-22), and so also $F(x)$, is finite-valued and upper semi-continuous on an interval $J$ such that $\Pi=J \bar{D}$. This contradicts the fact that $J$ contains points of $\bar{D}$. Hence ( $v$ ) is proved.
(vi) $F(x)$ is continuous. Suppose that $F$ is not continuous, and denote by $D$ the set of points of discontinuity of $F$. The closure $\bar{D}$ of $D$ is non-dense. We show, as in the proof of $(v)$, that $\bar{D}$ has no isolated points, i.e. is perfect. Consider a portion $\Pi$ of $\bar{D}$ such that

$$
\begin{equation*}
f_{*}(x) \geqslant A \quad \text { on } \Pi \tag{8-23}
\end{equation*}
$$

for some constant $A$ and denote by $\delta_{1}, \delta_{2}, \ldots$ the intervals contiguous to $\Pi$, and by $J$ an interval such that $\Pi=J \bar{D}$. In each $\delta_{i},(8.22)$ is convex, $D^{2} F$ exists almost everywhere, and $f^{*}=f_{*}=D^{s} F_{\text {almost everywhere. Hence, modifying } \chi \text { in a set of measure }}$ 0 , we may take $\chi$ finite outside $E \Sigma \delta_{i}$ and satisfying

$$
\begin{equation*}
f_{*}(x) \geqslant \chi(x) \quad \text { in } \Sigma \delta_{i} . \tag{8.24}
\end{equation*}
$$

By (8.23) and (8.24), $f_{*}$, and so also $\bar{D}^{8} F$, exceeds in $J$ an integrable function $g$ finite outaide a denumerable set in which we have (8.14). By Lemma (3.22), the difference between $F$ and a second integral of $g$ is convex. Hence $F$ is continuous on $J$, contradicting the hypothesis that $J \bar{D} \neq 0$. Hence $F$ is continuous everywhere and the proof of $(8 \cdot 1)$ is completed.

We have still, however, to prove Lemma (8.19). We may suppoee that we have strict inequality in (8.18), for otherwise we argue with $G(x)-x / n$ and afterwards make $n \rightarrow \infty$. Suppose that $G$ is not non-increasing. Then $G(\alpha)<G(\beta)$ for some $\alpha<\beta$. By a well-known result from the theory of integration $\dagger$, the total variation of $G$ on the set $N$ of points where $G$ has no derivative, finite or infinite, is 0 . This means that we can cover $N$ by a sequence of intervals $I_{1}, I_{2}, \ldots$ such that, if $V_{i}$ is the total variation of $G$ over $I_{i}$, then $\Sigma V_{i}$ is arbitrarily small.

We may suppose that $\Sigma V_{i}<G(\beta)-G(\alpha)$. Observing that the projection of the arc $y=G(x), x \in I_{i}$, on the $y$-axis does not exceed $V_{i}$, we see that there is a $C, G(\alpha)<C<G(\beta)$, such that in no $I_{i}$ does $G$ take the value $C$; because $E$ is denumerable, we may also

[^22]suppose that $G(x) \neq C$ in $E$. Let $X$ be the set of points where $G(x)=C$ and let $x_{0}$ be the last of these points; such an $x_{0}$ exists since $X$ is closed. Since $G^{\prime}\left(x_{0}\right)$ exists, $G\left(x_{0}\right)=C$, and $G(x)>C$ for $x>x_{0}$, we see that $G^{\prime}\left(x_{0}\right) \geqslant 0$. Since $x_{0} \notin E$ and (8.18), with strict inequality, is false at $x_{0}$, we come to a contradiction and the lemma is established. $\dagger$
(8-25) Theorem. Suppose that a series $S$ satisfies conditions (i), (ii) and (iii) of Theorem (8.1), and that condition (iv) is satisfied at all points of $E$, except possibly for a finite number, $x_{1}, x_{2}, \ldots, x_{n}$, of them. Then $S$ differs from $a$ Fourier series by
$$
\Sigma \alpha_{i} D\left(x-x_{i}\right)
$$
where the $\alpha_{i}$ are constants and $D(x)=\frac{1}{2}+\cos x+\cos 2 x+\ldots$.
We may again suppose that $a_{0}=0$. The same proof which gives (8.1) shows that the $F(x)$ in (8.20) is, in each interval $\left(x_{i-1}, x_{i}\right)$, of the form
\[

$$
\begin{equation*}
\int_{0}^{x} d y \int_{0}^{y} f(t) d t+A_{i} x+B_{i} . \tag{8.26}
\end{equation*}
$$

\]

$F$ is continuous at the $x_{i}$ but may have angular points there. Let

$$
D_{1}(x)=\cos x+\cos 2 x+\ldots .
$$

Integrating $D_{1}$ twice we obtain a function having an angular point at $x=0$ and only there. Therefore, if we subtract from $S$ a linear combination, with constant coefficients, of the series $D_{1}\left(x-x_{i}\right), i=1,2, \ldots, n$, the function $F$ for that difference is smooth at the $x_{i}$ and is of the form (8.26) with $A_{i}, B_{i}$ independent of $i$. It follows that the difference considered is a Fourier series and the theorem is established.

If we confine our attention to series $S$ with coefficients tending to 0 , we may consider sets of uniqueness for the method of $A$ bel. A set $E$ will be said to be of type $U_{\Delta}$, if every series $S$ with coefficients tending to 0 , and summable $A$ to 0 outside $E$, is necessarily identically 0 . Every set $U_{\Delta}$ is also $U$; whether the converse is true is an open problem, except when $E$ is closed, in which case an affirmative answer is a corollary of the following theorem:
(8-27) Theorem. Let $E$ be a closed set of measure 0 and $S$ a series with coefficients tending to 0 having its upper and lower Abel sums finite outside $E$, and one of them, say $f_{*}$, integrable. Then $S-S\left[f_{*}\right]$ converges to 0 outside $E$; in particular $S=S\left[f_{*}\right]$, if $E$ is a U set.

The function $F$ obtained by integrating $S$ twice is, in each interval contiguous to $E$. a second integral of $f_{*}$. Since the same holds for $S\left[f_{*}\right]$, the principle of localization shows that $S-S\left[f_{*}\right]$ converges to 0 outside $E$.
$\dagger$ It may be obeorved, though this is irrelevant for us, that if $\lim \sup \{G(x+h)-Q(x-h)\} / 2 h \leqslant 0$ outside a denumerable set $E$ and $G$ is merely continuous, then $G$ is non-increasing. For let $F(x)$ be an integral of $G(x)$. From

$$
\frac{F(x+h)+F(x-h)-2 F(x)}{h^{2}}=\frac{1}{h^{2}} \int_{0}^{h} 2 t \frac{G(x+\ell)-Q(x-t)}{2 t} d t
$$

we easily doduce that $\underline{D}^{2} F \leqslant 0$ outside $E$, and, since $F$ is emooth, $-F$ is convex by Lomma (3.20), and bence $G$ is non-increasing.

## 9. Localization for series with coefficients not tending to zero

This is a continuation of $\$ \$ 4,5$. We first consider formal multiplication of series with coefficients not necessarily tending to 0 .

Consider the series
and their formal product

$$
\begin{aligned}
(S): & \Sigma c_{n} e^{i n x} \\
(T): & \Sigma \gamma_{n} e^{i n x} \\
(S T): & \Sigma C_{n} e^{i n x},
\end{aligned}
$$

where

$$
C_{n}=\sum_{p} c_{p} \gamma_{n-p}
$$

Suppose that $c_{n}=o\left(|n|^{k}\right)$. The series defining $C_{n}$ converge absolutely if $\Sigma|n|^{k}\left|\gamma_{n}\right|<\infty$. Since we are going to discuss the summability ( $C, k$ ) of $S$, only the case $k>-1$ is of interest. The subcaes $-1<k<0$ and $k \geqslant 0$ usually require slightly different arguments.
(9.1) Lemma. Let $k \geqslant 0$. If $c_{n}=o\left(|n|^{k}\right)$ and $\Sigma|n|^{k}\left|\gamma_{n}\right|<\infty$, then $C_{n}=o\left(|n|^{k}\right)$.

The case $k=0$ is Lemma (4.8). Suppose that $n \rightarrow+\infty$, and write $\left|c_{\nu}\right|=\epsilon_{\nu}|\nu|^{k}$. $\left|\gamma_{\nu}\right||\nu|^{k}=\eta_{\nu}$ for $\nu \neq 0$. Then

$$
\left|C_{n}\right| \leqslant o\left(n^{k}\right)+\sum_{\nu=-\infty}^{+\infty} \epsilon_{\nu} \eta_{n-\nu} \frac{|\nu|^{k}}{|n-\nu|^{k}},
$$

where the dash signifies that the terms $\nu=0$ and $\nu=n$ are omitted. We split the last sum in two, corresponding to $|\nu| \leqslant 2 n$ and $|\nu|>2 n$. Then

$$
\begin{aligned}
\left|\Sigma^{\prime}\right| & \leqslant(2 n)^{k} \sum_{|\nu|<2 n}^{\prime} \epsilon_{\nu} \eta_{n-\nu}+2^{k} \sum_{|\nu|>2 n} \epsilon_{\nu} \eta_{n-\nu} \\
& \leqslant\left\{O\left(n^{k}\right)+O(1)\right\} \sum_{-\infty}^{+\infty} \epsilon_{\nu} \eta_{n-\nu}=O\left(n^{k}\right) o(1)=o\left(n^{k}\right),
\end{aligned}
$$

using (4.8), and so $C_{n}=o\left(n^{k}\right)$.
(9.2) Lemma. Let $-1<k<0$. If $c_{n}=o\left(|n|^{k}\right)$ and $\gamma_{n}=O(1 / n), \Sigma\left|\gamma_{n}\right|<\infty$, then $C_{n}=o\left(|n|^{k}\right)$.

Let $n \rightarrow+\infty,\left|c_{\nu}\right|=\epsilon_{\nu}|\nu|^{k}$ and suppose that $\left|\gamma_{\nu}\right| \leqslant 1 /|\nu|$ for $\nu \neq 0$. Then

$$
\left|C_{n}\right| \leqslant o\left(n^{k}\right)+\sum_{v=-\infty}^{+\infty} \epsilon_{\nu}|\nu|^{k}\left|\gamma_{n-\nu}\right| .
$$

Split the last sum into two, corresponding to $|\nu| \leqslant \frac{1}{2} n$ and $|\nu|>\frac{1}{2} n$. Then

$$
\begin{aligned}
\left|\Sigma^{\prime}\right| & \leqslant\left(\left.\left.\begin{array}{c}
1 \\
(n) \\
|\nu| k+n \\
\sum_{\nu}^{\prime} \\
\varepsilon_{\nu}
\end{array} \nu\right|^{k}+o\left(n^{k}\right) \sum_{|\nu|>+n^{\prime}}^{\Sigma_{n-\nu}^{\prime} \mid} \right\rvert\,\right. \\
& =O(1 / n) o\left(n^{1+k}\right)+o\left(n^{k}\right) \sum_{-\infty}^{+\infty}\left|\gamma_{\nu}\right|=o\left(n^{k}\right),
\end{aligned}
$$

which gives $C_{n}=O\left(n^{k}\right)$.
(9.3) Lemma. Let $k \geqslant 0, S=\Sigma c_{n} e^{i n x}, T=\Sigma \gamma_{n} e^{i n x}, U=\Sigma \delta_{n} e^{i n x}$, where

$$
c_{n}=o\left(|n|^{k}\right), \quad \Sigma\left|\gamma_{n}\right||n|^{k}<\infty, \quad \Sigma\left|\delta_{n}\right||n|^{k}<\infty .
$$

Then

$$
S(T U)=(S T) U
$$

For $k=0$ this is Lemma (5.17), and the general case is proved in the same way.
(9-4) Lemma. Let $h>0, \alpha-h>-1$. If for the ( $\mathrm{C}, \alpha$ ) means $\sigma_{n}^{\alpha}=S_{n}^{\alpha} / A_{n}^{\alpha}$ of a series $\sum_{0}^{\infty} u_{n}$ we have

$$
\sigma_{n}^{\alpha}=8+o\left(n^{-h}\right)
$$

then $\Sigma u_{n}$ is summable ( $\mathrm{C}, \alpha-h$ ) to 8 .
We may suppose that $s=0$; hence $S_{\nu}^{\alpha}=o\left(\nu^{\alpha-h}\right)$. By Chapter III, (1-10),

$$
\begin{gathered}
S_{n}^{\alpha-h}=\sum_{\nu=0}^{n} S_{\nu}^{\alpha} A_{n-\nu}^{-h-1}=\sum_{\nu \leqslant \downarrow n}+\sum_{i n<\nu \leqslant n}=P_{n}+Q_{n}, \\
\left|P_{n}\right| \leqslant O\left(n^{-h-1}\right) \sum_{\nu \leqslant 1 n} o\left(\nu^{\alpha-h}\right)=O\left(n^{-h-1}\right) o\left(n^{\alpha-h+1}\right)=o\left(n^{\alpha-2 h}\right)=o\left(n^{\alpha-h}\right), \\
\left|Q_{n} \leqslant o\left(n^{\alpha-h}\right) \sum_{i n<\nu<n}\right| A_{n-\nu}^{-h-1}\left|\leqslant o\left(n^{\alpha-h}\right) \sum_{v=0}^{\infty}\right| A_{\nu}^{-h-1} \mid=o\left(n^{\alpha-h}\right) .
\end{gathered}
$$

Hence $S_{n}^{\prime \alpha-h}=O\left(n^{\alpha-h}\right), \sigma_{n}^{\alpha-h} \rightarrow 0$, and the lemma is established.
Before we proceed further, consider the formal product of the two series

$$
\begin{equation*}
\sum_{1}^{\infty} \sin n x, \quad \sin x . \tag{9.5}
\end{equation*}
$$

Simple computation shows that the product is $(1+\cos x)$ (which is to be expected since the first series (9.5) represents $\left.\frac{1}{2} \cot \frac{1}{2} x\right)$. The two series ( 9.5 ) converge at $x=0$ to sum 0 , but the product converges to sum 1 . Since the second series $(9.5)$ is a polynomial, we see that the mere vanishing at a point of the sum of the 'good' factor-no matter how rapidly its coefficients tend to 0 -cannot guarantee that the product is 0 at that point.

In the remainder of this section we denote by $k^{\prime}$ the least integer $\geqslant k: k^{\prime}=k$ if $k$ is an integer, $k^{\prime}=[k]+1$ otherwise.
(9.6) Theorem. Suppase that $c_{n}=o\left(|n|^{k}\right), k \geqslant 0$, and that $T=S[\lambda]$ satisfies the condition

$$
\Sigma\left|\gamma_{n}\right||n|^{k+k^{\prime}+1}<\infty
$$

(so that $\lambda$ has at least $k^{\prime}+1$ continuous derivatives). Suppose also that at every point of a set $E$ we have $\lambda^{\prime}=\lambda^{\prime \prime}=\ldots=\lambda^{\left(k^{\prime}\right)}=0$. Then at every point $x$ in $E$ the two series $\Sigma C_{n} e^{i n x}$ and $\Sigma \lambda(x) c_{n} e^{i n x}$ are uniformly equisummable ( $\mathrm{C}, k$ ); that is, the series

$$
\begin{equation*}
\Sigma\left\{C_{n}-\lambda(x) c_{n}\right\} e^{i n x} \tag{9•7}
\end{equation*}
$$

is uniformly summable $(C, k)$ to 0 in $E$. In particular, if also $\lambda=0$ in $E$, then $\Sigma C_{n} e^{i n x}$ is uniformly summable (C, $k$ ) to 0 in $E$.

The result holds for $-1<k<0$, provided the condition on $T$ is replaced by

$$
\begin{equation*}
\Sigma\left|n \gamma_{n}\right|<\infty, \quad \gamma_{n}=O\left(n^{-2}\right) \tag{9.8}
\end{equation*}
$$

The proof for any particular point $x_{0}$ in $E$ shows that the conclusion is uniform in $E$. Without loss of generality we may suppose that $x_{0}=0$. Hence

$$
\lambda^{\prime}(0)=\lambda^{\prime \prime}(0)=\ldots=\lambda^{(k)}(0)=0 .
$$

It is enough to consider the case $\lambda(0)=0$, since otherwise (as in the proof of (4.9)) we subtract $\lambda(0)$ from $\gamma_{0}$.

We begin with the easier case $-1<k<0$ and return to the proof of (4.9), where now $x_{0}=0$. The second condition (9.8) implies that $R_{n}\left(x_{0}\right)=O(1 / n)$. The first condition
(9.8) is equivalent to $\Sigma \Gamma_{n}<\infty$. Hence, applying Lemma (9.2) to the formula for $S_{m}\left(x_{0}\right)$ on p. 331, we see that $\mathbb{S}_{m}\left(x_{0}\right)=o\left(m^{k}\right)$ and, by Lemma (9.4), $\Sigma C_{n} e^{i n x_{0}}$ is summable (C, $k$ ) to 0 .

We split the proof for $k \geqslant 0$ into several stages.
(i) $k$ is an integer $\left(k^{\prime}=k\right), \lambda(x)=\left(1-e^{i x}\right)^{k+1}$. Write

$$
\Delta c_{\nu}=c_{\nu}-c_{\nu-1}, \quad \Delta^{l} c_{\nu}=\Delta^{l-1} c_{\nu}-\Delta^{l-1} c_{\nu-1} \quad(l=2,3, \ldots)
$$

We easily see that

$$
\left(1-e^{i x}\right)^{k+1} \sum_{-\infty}^{+\infty} c_{\nu} e^{i \omega x}=\sum_{-\infty}^{+\infty} \Delta^{k+1} c_{\nu} e^{i v x}
$$

the left-hand side here meaning the formal product. Hence, if $S_{n}^{l}$ is the $l$ th Cesàro sum of $S T$ at $x=0$, we have

$$
\left.\begin{array}{l}
S_{n}^{0}=\sum_{-n}^{n} \Delta^{k+1} c_{\nu}=\Delta^{k} c_{n}-\Delta^{k} c_{-n-1}, \\
S_{n}^{1}=\sum_{v=0}^{n} S_{\nu}^{0}=\Delta^{k-1} c_{n}+\Delta^{k-1} c_{-n-2}-2 \Delta^{k-1} c_{-1}, \\
S_{n}^{n}=\sum_{v=0}^{n} S_{\nu}^{1}=\Delta^{k-2} c_{n}-\Delta^{k-8} c_{-n-8}+O(n)  \tag{9.9}\\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
S_{n}^{k}=\sum_{v=0}^{n} S_{v}^{k-1}=c_{n}+(-1)^{k-1} c_{-n-k-1}+O\left(n^{k-1}\right) .
\end{array}\right\}
$$

Hence $S_{n}^{k} / A_{n}^{k}=o(1)$ and $S T$ is summable (C, $k$ ) to 0 at $x=0$.
(ii) $k$ fractional, $\lambda(x)=\left(1-e^{i x}\right)^{k+1}$. Hence $k^{\prime}-1<k<k^{\prime}$. Substituting $k^{\prime}$ for $k$ in (9.9) we obtain

$$
S_{n}^{k^{\prime}} / A_{n}^{k^{\prime}}=o\left(n^{k-k^{\prime}}\right)
$$

and it is enough to spply Lemma (9.4) with $\alpha=k^{\prime}, h=k^{\prime}-k$.
(iii) $k$ and $\lambda(x)$ general. By hypothesis, $\lambda(0)=\lambda^{\prime}(0)=\ldots=\lambda^{(k)}(0)=0$. Hence, if $h=0,1, \ldots, k^{\prime}+1$, the function $\lambda_{h}(x)=\lambda(x)\left(1-e^{i x}\right)^{-h}$, completed by continuity at $x=0$, is continuous. Write

$$
\lambda_{h}(x)=\lambda(x)\left(1-e^{4 x}\right)^{-\kappa} \sim \Sigma \gamma_{\nu}^{A} e^{\hbar x} .
$$

Since $\lambda_{n-1}=\left(1-e^{i x}\right) \lambda_{n}$, we have $\gamma_{n}^{\lambda-1}=\gamma_{n}^{A}-\gamma_{n-1}^{\boldsymbol{A}}$, whence, using the fact that $\gamma_{n}^{\boldsymbol{h}} \rightarrow 0$ as $n \rightarrow \pm \infty$,

$$
\begin{align*}
& \gamma_{n}^{n}=\sum_{\nu=-\infty}^{n} \gamma_{\nu}^{n-1} \\
& \gamma_{n}^{n}=-\sum_{\nu-n+1}^{\infty} \gamma_{\nu}^{n-1}
\end{align*}
$$

for $h=1,2, \ldots, k^{\prime}+1$. We shall use (9-10) for $n<0$ and (9.11) for $n>0$. Observing that, for any $\alpha \geqslant 0$,

$$
\sum_{n=1}^{\infty}\left|\gamma_{n}^{\lambda}\right| n^{\alpha} \leqslant \sum_{n=1}^{\infty} n^{\alpha} \sum_{v=n+1}^{\infty}\left|\gamma_{\nu}^{n-1}\right| \leqslant \sum_{n=1}^{\infty} \sum_{\nu=n}^{\infty}=\sum_{\nu=1}^{\infty}\left|\gamma_{\nu}^{n-1}\right| \sum_{n=1}^{n} n^{\alpha} \leqslant \sum_{\nu=1}^{\infty}\left|\gamma_{\nu}^{n-1}\right| \nu^{\alpha+1}
$$

and that, similarly, by ( $9 \cdot 10$ )

$$
\sum_{n=1}^{\infty}\left|\gamma_{-n}^{n}\right| n^{\alpha} \leqslant \sum_{\nu=1}^{\infty}\left|\gamma_{-\nu}^{n-1}\right| \nu^{\alpha+1}
$$

we have

$$
\begin{align*}
\sum_{n+0}\left|\gamma_{n}^{k^{\prime}+1}\right||n|^{k} & =\sum_{n=1}^{\infty}\left(\left|\gamma_{n}^{k^{\prime}+1}\right|+\left|\gamma_{-n}^{k^{\prime}+1}\right|\right) n^{k} \\
& \leqslant \sum_{n=1}^{\infty}\left(\left|\gamma_{n}^{k^{\prime}}\right|+\left|\gamma_{-n}^{k^{\prime}}\right|\right) n^{k+1} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots  \tag{9.12}\\
& \leqslant \sum_{n=1}^{\infty}\left(\left|\gamma_{n}\right|+\left|\gamma_{-n}\right|\right) n^{k+k^{\prime}+1}<\infty
\end{align*}
$$

by hypothesis.
We have

$$
\lambda(x)=\Sigma \gamma_{n} e^{i n x}=\left(1-e^{i x}\right)^{K+1} \Sigma \gamma_{n}^{k^{\prime}+1} e^{i n x} .
$$

In forming $S T$ we may first multiply $S$ by $T_{1}=\Sigma \gamma_{n}^{k^{\prime}+1} e^{i n x}$ and then the result by $U=\left(1-e^{i x}\right)^{k^{\prime}+1}$ (Lemma (9•3)). By (9•12) and Lemma (9•1), $S T_{1}$ has coefficients $o\left(|n|^{k}\right)$. Cases (i) and (ii) show that $S T=\left(S T_{1}\right) U$ is summable (C, $k$ ) to 0 at $x=0$. This completes the proof of the theorem. For $k=0$ we have a new proof of Theorem (4.9).
(9-13) Theorem. Under the hypotheses of (9.6), the two series ( $\widetilde{S T})$ and $\lambda(x) S$ are uniformly equisummable ( $\mathrm{C}, k$ ) in the wider sense in $E$.

The proof is similar to that of (9.6). We may again suppose that $E$ reduces to the point 0 and that $\lambda(0)=\lambda^{\prime}(0)=\ldots=\lambda^{(k)}(0)=0$; we have to show that $(\widetilde{S T})$ is summable $(\mathrm{C}, k)$ at $x=0$. We denote the $l$ th Cesaro sums of $(\widetilde{S T})$ at 0 by $\widetilde{S}_{n}^{l}$.

For $k \geqslant 0$ we consider the stages (i), (ii) and (iii) as before.
(i) Let $\epsilon_{\nu}=-i \operatorname{sign} \nu$. Then

$$
\begin{align*}
& S_{n}^{0}=\sum_{-n}^{n} \epsilon_{\nu} \Delta^{k+1} c_{\nu}=-i\left(\Delta^{k} c_{n}+\Delta^{k} c_{-n-1}\right)+i\left(\Delta^{k} c_{0}+\Delta^{k} c_{-1}\right), \\
& S_{n}^{1}=\sum_{\nu=1}^{n} S_{\nu}^{0}=-i\left(\Delta^{k-1} c_{n}-\Delta^{k-1} c_{-n-8}\right)+i\left(\Delta^{k} c_{0}+\Delta^{k} c_{-1}\right) A_{n-1}^{1}+O(1),  \tag{9.14}\\
& S_{n}^{k}=\sum_{\nu-1}^{n} \mathcal{S}_{\nu}^{k-1}=-i\left(c_{n}+(-1)^{k} c_{-n-k-1}\right)+i\left(\Delta^{k} c_{0}+\Delta^{k} c_{-1}\right) A_{n-1}^{k}+O\left(n^{k-1}\right) .
\end{align*}
$$

Hence

$$
\frac{S_{n}^{k}}{A_{n}^{k}}=o(1)+i\left(\Delta^{k} c_{0}+\Delta^{k} c_{-1}\right) \frac{A_{n-1}^{k}}{A_{n}^{k}} \rightarrow i\left(\Delta^{k} c_{0}+\Delta^{k} c_{-1}\right)
$$

(ii) Substituting $k^{\prime}$ for $k$ in the last formula (9-14) we have

$$
\frac{S_{n}^{k^{\prime}}}{A_{n}^{k^{\prime}}}=i\left(\Delta^{k} c_{0}+\Delta^{k} c_{-1}\right)+o\left(n^{k-k^{\prime}}\right)
$$

and we again apply Lemma (9•4).
(iii) Using the previous notation, $(\widetilde{S T})$ is the series conjugate to the product of $S T_{1}$ by $U=\left(1-e^{i x}\right)^{k^{\prime}+1}$. Since $S T_{1}$ has coefficients $o\left(|n|^{k}\right),(\widetilde{S T})$ is, by (i) and (ii), summable ( $\mathrm{C}, k$ ) at $x=0$.

The case $-1<k<0$ is treated in the same way as in (9.8).
Theorems ( $9 \cdot 6$ ) and ( $9 \cdot 13$ ) lead to a principle of localization for series with coefficients not necessarily tending to 0 .

In § 4 we associated with every trigonometric series $S$ whowe coefficients $c_{n}$ tend to

0 , a continuous function $F(x)$ obtained by integrating $S$ twice. More generally, denote by $F(x)$ the function obtained by integrating $S$ termwise $p$ times:

$$
\begin{equation*}
F(x)=c_{0} \frac{x^{p}}{p!}+\Sigma^{\prime} \frac{c_{n}}{(i n)^{p}} e^{i n x} \tag{9.15}
\end{equation*}
$$

If $c_{n}=o\left(|n|^{k}\right)$, the series on the right converges absolutely and uniformly provided $p-k>1$. We assume, however, only the weaker hypothesis that the periodic series in ( $9 \cdot 15$ ) is a Fourier series.

The theorem which follows is a generalization of (4-29):
(9.16) Theorem. Suppose that the coefficients $c_{n}$ of $S$ are $o\left(|n|^{k}\right), k>-1$, and that the periodic part of the function $F(x)$ in $(9 \cdot 15)$ is a Fourier series. Let $\varepsilon_{n}(x)$ and $\bar{s}_{n}(x)$ be the partial sums of $S$ and $S$. Let $\lambda(x)$ be a function differentiable sufficiently often, equal to 0 outside an interval $(a, b)$ of length $<2 \pi$, and to 1 in a subinterval $\left(a^{\prime}, b^{\prime}\right)$ of $(a, b)$. Then the two sequences

$$
\begin{align*}
& s_{n}(x)-\frac{(-1)^{p}}{\pi} \int_{a}^{b} F(t) \lambda(t) \frac{d^{p}}{d t^{p}} D_{n}(x-t) d t,  \tag{9.17}\\
& \tilde{s}_{n}(x)-\frac{(-1)^{p}}{\pi} \int_{a}^{b} F(t) \lambda(t) \frac{d^{p}}{d t^{p}} D_{n}(x-t) d t
\end{align*}
$$

are uniformly summable $(\mathrm{C}, k)$ on $\left(a^{\prime}, b^{\prime}\right)$, the limit of the first being 0 .
The proof is similar to that of (4.29). Suppose first that $c_{0}=0$, so that $F$ is periodic; we may also suppose that $\lambda$ is periodic. If $T=S[\lambda],(9 \cdot 17)$ is the $n$th partial sum of

$$
S-(S[F] T)^{(p)}=(S-S T)-\sum_{q=1}^{p}\binom{p}{q} S(p-Q)[F] T^{(Q)}
$$

by an extension of (4-32) to the $p$ th derivative. The series $S(p-q)[F]$ have coefficients $o\left(|n|^{k}\right)$, and if we assume that $T^{(p)}$ (and so also $T^{(q)}, q<p$ ) satisfies the conditions imposed on the coefficients of $T$ in (9.6), all the products $S^{(p-Q)}[F] T^{(\theta)}$ are, by (9.6), uniformly summable ( $\mathrm{C}, k$ ) to 0 on ( $a^{\prime}, b^{\prime}$ ), and the same holds for $S-S T=S S[1-\lambda]$. Hence (9•17) is uniformly summable ( $\mathrm{C}, k$ ) to 0 on ( $a^{\prime}, b^{\prime}$ ).

The case $c_{0} \neq 0$ is dealt with as in the proof of (4.29), provided $k \geqslant 0$. If $-1<k<0$ a modification is needed. We may suppose that $S=c_{0}, F=c_{0} x^{p} / p!$. Then (9.17) is

$$
\begin{equation*}
c_{0}-c_{0} \frac{1}{\pi} \int_{0}^{\rho_{0}}\left\{\lambda(t) \frac{t p}{p!}\right\}^{(p)} D_{n}(x-t) d t \tag{9.19}
\end{equation*}
$$

This difference tends to 0 in ( $a^{\prime}, b^{\prime}$ ). If it is, say, $O(1 / n)$, then, by ( $9 \cdot 4$ ), it is summable (C, $k$ ) to 0 and the proof is completed. Suppose that $\lambda^{(p+8)}$ exists and is continuous; then $\left\{t^{p} \lambda(t)\right\}^{(p)}$ has two continuous derivatives, the terms of $S\left[\left(t^{p} \lambda\right)^{(p)}\right]$ are $O\left(1 / n^{2}\right)$, and the remainders are $O(1 / n)$, that is, $(9 \cdot 19)$ is $O(1 / n)$, as desired.

The proof of the remaining part of $(9 \cdot 16)$ runs parallel.
A corollary of (9.16) is the following principle of localization:
(9-20) Theorem. Let $S_{1}$ and $S_{8}$ be two trigonometric series with coefficients o $\left(|n|^{k}\right)$, $k>-1$, and let $F_{1}$ and $F_{2}$ be the functions $F$ corresponding to $S_{1}$ and $S_{2}$. If $F_{1}=F_{2}$ in $(a, b)$ or, more generally, if ' $F_{1}-F_{2}$ is a polynomial of degree less than $p$ there, then in every interval ( $a^{\prime}, b^{\prime}$ ) interior to ( $a, b$ )
(i) $S_{1}$ and $S_{1}$ are uniformly equisummable ( $\mathrm{C}, \mathrm{k}$ );
(ii) $S_{1}$ and $S_{2}$ are uniformly equisummable ( $\mathrm{C}, k$ ) in the wider sense.

To prove (i), write $S_{1}-S_{2}=S, F_{1}-F_{2}=F$. We have to show that if $F$ is a polynomial of degree less than $p$ on $(a, b)$, then $S$ is uniformly summable ( $C, k$ ) to 0 on ( $a^{\prime}, b^{\prime}$ ). In view of the summability of ( $9 \cdot 17$ ) it is enough to show that

$$
\frac{(\cdots l)^{p}}{\pi} \int_{-\pi}^{\pi} F(t) \lambda(t) \frac{d^{p}}{d t^{p}} D_{n}(x-t) d t=\frac{1}{\pi} \int_{-\pi}^{\pi}\{F(t) \lambda(t)\}^{(p)} D_{n}(x-t) d t
$$

is uniformly summable (C, $k$ ) to 0 on $\left(a^{\prime}, b^{\prime}\right)$. Since $(F \lambda)^{(p)}=0$ in ( $a^{\prime}, b^{\prime}$ ), this is immediate. (If $-1<k<0$, this follows if we assume that $\lambda^{(p+2)}$ exists and is continuous.)

The proof of (ii) is similar.
(9.21) Theorem of M. Rifsz. Suppose that $\Phi(z)=\sum_{0}^{\infty} \alpha_{n} z^{n}$ is regular for $|z|<1$ and that $\alpha_{n}=o\left(n^{k}\right), k>-1$. Then $\Sigma \alpha_{n} e^{i n x}$ is summable $(C, k)$ at every point of regularity of $\Phi$, and the summability is uniform over every closed arc of regularity.

This is a generalization of (5.7) and a corollary of (9.20). For assuming, as we may, that $\alpha_{0}=0$ we (as in the proof of (5•7)) that $F(x)=\Sigma \alpha_{n}(i n)^{-p} e^{i n x}$ has infinitely many derivatives on ( $a-\epsilon, b+\epsilon$ ) and so coincides on ( $a-\frac{1}{2} \epsilon, b+\frac{1}{2} \epsilon$ ) with a function $F_{1}$ corresponding to a Fourier series $S_{1}$ which has coefficients $O\left(n^{-2}\right)$. Since $S_{1}$ is uniformly summable ( $\mathrm{C}, k$ ) (even if $-1<k<0$ ), $\Sigma \alpha_{n} e^{i n x}$ is uniformly summable (C, $k$ ) on ( $a, b$ ).
(9-22) Theorem. If a trigonometric series $S$ with coefficients $o\left(n^{k}\right), k>-1$, is uniformly summable $A$ to 0 over an arc $(a, b)$, then $S$ is uniformly summable $(C, k)$ on every arc interior to $(a, b)$.

Since

$$
u(r, x)=\Sigma c_{n} e^{i n x x_{r}|n|} \rightarrow 0
$$

uniformly over ( $a, b$ ), we find, on integrating this relation $p$ times over $(a, x)$ that $F(x)$ is in ( $a, b$ ) a polynomial of degree $p-1$, and the theorem follows from (9.20) with $S_{2} \equiv 0 . \dagger$
(9-23) Theorem. If a trigonometric series $S$ with coefficients o( $n^{k}$ ), $k>0$, is uniformly summable A over an arc ( $a, b$ ), then $S$ is uniformly summable ( $C, k$ ) over each arc ( $a^{\prime}, b^{\prime}$ ) interior to ( $a, b$ ).

Let $f(x)$ be any continuous and periodic function equal in $(a, b)$ to the Abel sum of $S$. Clearly $S-S[f]$ is uniformly summable $A$ to 0 on ( $a, b$ ) and so summable ( $C, k$ ) on ( $a^{\prime}, b^{\prime}$ ). Since $S[f]$ is uniformly summable (C,k) (Chapter III, (5•1)), the conclusions follows.
(9-24) Theorem. Suppose that the condition $\alpha_{n} \rightarrow 0$ in Theorem (5.8) is replaced by $\alpha_{n}=o\left(n^{k}\right), k \geqslant 0$. Then the conclusion of the theorem holds, provided we replace 'convergence' by 'summability ( $\mathrm{C}, k$ )'.

The proof is a minor modification of the proof of (5.8). We start from the formula $(5 \cdot 10)$ which was obtained without using the order of magnitude of the $\alpha_{n}$. Integrating $p-1$ times the relation

$$
\int_{a}^{\xi} \Phi\left(e^{i u}\right) d u-\Sigma \alpha_{n}(i n)^{-1} r^{n}\left\{e^{i n u}\right\}_{a}^{\xi} \rightarrow 0 \quad(r \rightarrow 1)
$$

$\dagger$ Of courne, (9.22) is also a corollary of (9.21), since by the aymmetry principle of Schwarz ( 800 o.g. J. E. Littlewood, Lectures on the theory of functions, p. 129) the harmonic function $u(r, x)$ is continuable across the arc $(a, b)$, and eo the same holds for the regular function $\Phi(x),|z|<1$, whoee real part is $u$.
which holds uniformly in $a \leqslant \xi \leqslant b$, and arguing as below ( $5 \cdot 10$ ), we find that $F(x)=\Sigma \alpha_{n}(i n)^{-p} e^{i n x}$ differs from the $p$ th integral of $\Phi\left(e^{i x}\right)$ by a polynomial of degree $p-1$. Let $S_{1}$ be the Fourier series of the function equal to $\Phi\left(e^{i u}\right)$ in $(a, b)$ and, say, to 0 outside ( $a, b$ ). The function $F_{1}$ obtained by integrating $S_{1}$ termwise $p$ times differs from $F$ by a polynomial of degree $p-1$. Since, as in the proof of (5•8), $\Phi\left(e^{i x}\right)$ satisfies condition $\lambda_{\frac{1}{2}}^{2}$ in every subinterval ( $a^{\prime}, b^{\prime}$ ) of ( $a, b$ ), and since $k \geqslant 0, S_{1}$ is summable ( $C, k$ ) at every point $x$ interior to ( $a x b$ ) at which Lebesgue's test is applicable, and by ( $9 \cdot 20$ ) the same holds for $\Sigma \alpha_{n} e^{i n x}$. Hence the latter series is summable ( $\mathrm{C}, k$ ) at almost all points of $(a, b)$. The part concerning uniform summability is proved similarly.
(9-25) Theorem. Let

$$
\begin{equation*}
c_{n}=o\left(|n|^{k}\right), \quad \Sigma\left|\gamma_{n}\right||n|^{k}<\infty \quad(k>0) \tag{9.26}
\end{equation*}
$$

and write $S=\Sigma c_{n} e^{i n x}, T=\Sigma \gamma_{n} e^{i n x}=S[\phi]$. If $\phi$ takes a constant value $\phi_{0}$ in $(a, b)$, the two series

$$
S T-\phi_{0} S, \quad(\widetilde{S T})-\phi_{0} \delta
$$

are uniformly summable $\left(\mathrm{C}, k\right.$ ) in every interval $\left(a^{\prime}, b^{\prime}\right)$ interior to $(a, b)$, the sum of the first being 0.

This is an analogue of ( $5 \cdot 16$ ), the condition on $\phi_{1}(x)\left(=\phi_{0}\right)$ being much more stringent than before, since we are multiplying series with coefficients not tending to 0 . It is enough to consider the case $\phi_{0}=0$. Let $\lambda(x)$ be periodic, equal to 1 in ( $a^{\prime}, b^{\prime}$ ) and to 0 outside ( $a, b$ ), and such that $S[\lambda]=U=\Sigma \delta_{n} e^{i n x}$ satisfies $\Sigma\left|\delta_{n} \| n\right|^{k+k^{k}+1}<\infty$. In particular, $\Sigma\left|\delta_{n}\right||n|^{k}<\infty$. The last condition, together with (9•26), implies

$$
(S T) U=S(T U)
$$

(the proof being identical with that of Lemma (5.17); see Lemma (9•3)), and since $T U$ is identically 0 , so is $(S T) U$. In view of the conditions imposed on $U, S T$ is uniformly summable ( $\mathrm{C}, k$ ) on ( $a^{\prime}, b^{\prime}$ ) to 0 . We prove the result about ( $\widetilde{S T}$ ) similarly.

We conclude with a few remarks about the formal products of $S=\Sigma c_{n} e^{i n x}$ and $T=\Sigma \gamma_{n} e^{i n x}=S[\lambda]$ in the case when $c_{n}$ does not necessarily tend to 0 .

We impose on $T$ two conditions. One requires that the $\gamma_{n}$ tends to 0 sufficiently rapidly (which amounts to the requirement that $\lambda$ have sufficiently many derivatives); the other demands that a sufficient number of the derivatives of $\lambda$ vanish at the point $x_{0}$ at which we consider $S T$. While the first requirement is harmless and can be easily satisfied, it is not so with the second; and this somewhat restricts the use of formal multiplication in the case of coefficients not tending to 0 .

Suppose, however, $P(x)$ is a trigonometric polynomial which has at $x_{0}$ a sufficient number of derivatives in common with $\lambda$. Since the behaviour of $S S[\lambda-P]$ at $x_{0}$ is governed by Theorem ( $9 \cdot 6$ ), the problem reduces to the study of the formal product $S P$ or, ultimately, of the product

$$
S e^{i m x}
$$

where $m$ is an integer different from 0 .
Suppose, for example, that $m>0$ and write $T=e^{i m x}$. The difference of the $n$th partial sums of $S T$ and $e^{i m x_{0}} S$ at $x=x_{0}$ is

$$
\sum_{-n}^{n} c_{\nu-m} e^{i v x_{0}}-e^{i m x_{0}} \sum_{-n}^{n} c_{\nu} e^{i \nu x_{0}}=-e^{i m x_{0}}\left\{\sum_{n-m+1}^{n} c_{\nu} e^{i \nu x_{0}}-\sum_{-n-m}^{-n-1} c_{\nu} e^{i v x_{0}}\right\} .
$$

It follows immediately that the formal product $S e^{i m x}$ and the series $e^{i m x} S$ are equisummable $(\mathrm{C}, k)$ at $x=x_{0}$ if both sequences

$$
c_{n} e^{i n x_{0}}, \quad c_{-n} e^{-i n x_{0}} \quad(n=0,1,2, \ldots)
$$

are summable $(\mathrm{C}, k)$ to $0 \dagger$. Under the same condition, $\left(\widetilde{S e^{i m x}}\right)$ and $e^{i m x_{0}} \mathbb{S}$ are equisummable ( $\mathrm{C}, k$ ) in the wider sense at $x=x_{0}$.

If

$$
\sum_{-\infty}^{\infty} c_{n} e^{i n x}=\frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\sum_{0}^{\infty} A_{n}(x)
$$

is real-valued, the condition reduces to the requirement that the two sequences $A_{n}\left(x_{0}\right)$ and $B_{n}\left(x_{0}\right)$ should be summable ( $\mathrm{C}, k$ ) to 0.

Suppose our function $\lambda$ is 0 outside an interval ( $a, b$ ) and 1 in a subinterval ( $a^{\prime}, b^{\prime}$ ) of ( $a, b$ ). If we want the polynomial $P$ to be independent of $x_{0}$, it is convenient to assume that $\lambda$ itself is a polynomial in each of the intervals ( $a, a^{\prime}$ ) and ( $b^{\prime}, b$ ). Then in each case we may take that polynomial for $P$, and the remarks just made, together with Theorem ( $9 \cdot 6$ ), may give us information about the behaviour (even uniformly) of $\$ T$.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. Prove that

$$
\lim \sup \left|a_{n} \cos n x+b_{n} \sin n x\right|=\lim \sup \left(a_{n}^{2}+b_{n}^{2}\right)^{t}
$$

almost everywhere, by the same method which gave (1-2).
[Obeerve that if $m$ is a positive integer, $E$ an arbitrary set of positive mbasure and $\boldsymbol{n}_{\boldsymbol{\pi}} \rightarrow \infty$. then

$$
\int_{E} \cos ^{2 m}\left(n_{k} x+\alpha_{n_{k}}\right) d x \rightarrow|E|\binom{2 m}{m}^{2-9 m} ;
$$

and that, for $m$ large, the right-hand side is of order $m^{-t}$.]
2. Let $s_{n}(x)$ be the partial sums of $\Sigma A_{n}(x)$. The convergence of $\Sigma A_{n}(x)$ at a single point $x_{0}$ does not imply that $a_{n} \rightarrow 0, b_{n} \rightarrow 0$. Show that
(i) if $s_{n}\left(x_{0}+h\right) \rightarrow g$,
for $|h| \leqslant A / n$, where $g$ is finite, then $a_{n}, b_{n} \rightarrow 0$;
(ii) more generally, if $\alpha>-I$ and if the (C, $\alpha$ ) means $\sigma_{n}^{\alpha}(x)$ of $\Sigma A_{n}(x)$ satiafy

$$
\sigma_{n}^{*}\left(x_{0}+h\right) \rightarrow g,
$$

then $\left|a_{n}\right|+\left|b_{n}\right|=o\left(n^{a}\right)$.
[(i) The hypotheees imply that $A_{n}\left(x_{\bullet}+h\right) \rightarrow 0$; consider the graph of the curve $y=A_{n}(x)$.]
3. Given any set $E$ of positive measure and any integer $m \geqslant 1$, there is a positive number $\delta=\boldsymbol{\delta}(K, m)$ such that for every sum $c_{1} e^{i n_{1} x}+c_{2} e^{i p_{1}}+\ldots+c_{m} e^{i \boldsymbol{m}_{m} x}$ with integral $p_{1}<p_{2}<\ldots<p_{m}$ we have

$$
\int_{E}\left|\Sigma c_{1} e^{i \operatorname{pr} x}\right|^{2} d x \geqslant \delta \Sigma\left|c_{t}\right|^{2}
$$

[Apply induction; we may suppose that $p_{2}=0$.]
4. Every perfect set $P$ contains a perfect subset of type $\mathbf{H}$.
[Consider, for example, the intersection of $P$ with the set $E_{n}$ of points where cos $n x \geqslant 0$; take $n$ large.]
5. Sappose that $S=\Sigma A_{n}(x)$ has coefficients tending to 0 , or even only bounded, and let $F(x)$ be the Riemann function for $S$. Show that if $S$ converges at $x_{0}$ to sum $s$, then

$$
\frac{F\left(x_{0}+\alpha+\beta\right)-F\left(x_{0}-\alpha+\beta\right)-F\left(x_{0}+\alpha-\beta\right)+F\left(x_{0}-\alpha-\beta\right)}{4 \alpha \beta}=\Sigma A_{n}\left(x_{0}\right) \frac{\sin n \alpha}{n \alpha} \frac{\sin n \beta}{n \beta} \rightarrow s
$$

as $\alpha$ and $\beta$ tend to 0 in such a way that $\alpha / \beta$ and $\beta / \alpha$ remain bounded. (Riemann [1].)
[The proof is similar to that of (2-4).]
$\dagger$ We use the fact, which is immediato, that if a sequence $u_{0}, u_{1}, u_{3} \ldots$ is eammable (C, $k$ ) to eso are $0, u_{0}, u_{1}, u_{2}, \ldots$ and $u_{1}, u_{3}, u_{2}, \ldots$
6. If $a_{n}, b_{n} \rightarrow 0$, then $F(x)=f a_{0} x^{2}-\Sigma A_{n}(x) / n^{2}$ satisfies

$$
\left\{F\left(x_{0}+\alpha+\beta\right)-F\left(x_{0}-\alpha+\beta\right)-F\left(x_{0}+\alpha-\beta\right)+F\left(x_{0}-\alpha-\beta\right)\right\} / \alpha \rightarrow 0
$$

uniformly in $x$, as $\alpha$ and $\beta$ tend to 0 in the same way as in Example 5. (Riemann [1].)
7. A sequence $\left\{a_{n}\right\}$ is said to be summable $R^{\prime}$ to limit $s$ if

$$
\frac{2}{\pi} \sum_{n=1}^{\infty} a_{n} \frac{\sin ^{2} n h}{n^{2} h}
$$

converges near $h=0$ and tends to $s$ as $h \rightarrow 0$. Show that if $\left\{a_{m}\right\}$ converges to $s$, it is also summable $\mathbf{R}^{\prime}$ to $s$.
[See footnote on P. 320; the theorem is easentially the same as (2.8), where we have s=0.]
8. The methods $R$ and $R^{\prime}$ are not comparable. (See Marcinkiewioz [4], Kuttner [1].)
9. If $S[F]$ has coefifients $O(1 / n)$, then

$$
\operatorname{limap}_{h \rightarrow 0}\{F(x+h)-F(x-h)\}=0
$$

for each $x$. (Rajchman and Zygmund [2].)
[The proof is similar to that of (2-22).]
10. Suppose that $S[f]=\Sigma A_{n}(x)$ has coefficients $O(1 / n)$. Then a necessary and sufficient condition for the convergence of $\mathcal{S}[f]=\Sigma B_{n}(x)$ at $x_{0}$ is the existence of the integral

$$
-\frac{1}{\pi} \int_{0}^{\pi}\left\{f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right\} \frac{1}{2} \cot \frac{1}{2} t d t,
$$

the value of the integral being the same ss the sum of $\bar{S}[f]$ at $x_{0}$. (Handy and Littlowood [16].)
[This is an analogue of (2.18). Observe that

$$
-\frac{1}{\pi} \int_{\pi}^{\pi}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right] \frac{1}{\frac{1}{2}} \cot \frac{1}{1} \ell d t=\frac{2}{\pi} \sum_{1}^{\infty} B_{n}\left(x_{0}\right) \int_{\pi}^{\pi} \sin n t \frac{1}{\frac{1}{2}} \cot \frac{n}{2} d t
$$

and that making $h \rightarrow 0$ we apply to $\Sigma B_{\boldsymbol{n}}\left(x_{0}\right)$ a mothod of summation somowhat reeambling that of Lebesgue.]
11. If $\Sigma B_{\boldsymbol{n}}(x)=S^{2}[f]$, and if $\Sigma B_{n}\left(x_{0}\right)$ converges to $s$, theen

$$
\operatorname{limap}_{h \rightarrow 0}\left\{-\frac{1}{\pi} \int_{h}^{\pi}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right] \frac{1}{2} \cot \frac{1}{2} d t\right\}=s .
$$

[This is an analogue of (2-22).]
12. Suppose that $S=\Sigma A_{n}(x)$ converges everywhere to sum $f(x)$. If $f\left(x_{\theta}\right)>\alpha$, then the set. $B$. of points where $f(x)>\alpha$ is of positive measure. (Steinhaus [2].)
[Suppoee that $|E|=0$. Then, by (3.18), $f$ is integrable and $\mathcal{S}=S f$ ]. Since $f \leqslant \alpha$ almost everywhere, the (C. 1) means of $S$ are not greater than $\alpha$, which contradiots the convargence of $S$ at $x_{0}$ to $f\left(x_{0}\right)>\alpha$. Using formal multiplication we can prove that $E$ is of positive meesure in every neighbourhood of $x_{0}$.]
13. If $S=\Sigma A_{n}(x)$ converges everywhere to sum $f(x) \geqslant 0$, then $f \in L$, by (3-18). If $S$ converges to an $f \geqslant 0$ in ( $a, b$ ), then $f$ need not be integrable in ( $a, b$ ). (Consider, for example, $\Sigma(\sin n x) / \log n$ in ( $0, \pi$ ).) However, $f \in L^{1-\varepsilon}(a, b)$ for every $\epsilon>0$.
[It is enough to prove that $f^{1-c}$ is integrable near $x=b$. Suppoee that $b=0$, and let

$$
\Phi(x)=\frac{1}{2} a_{0} x+\Sigma B_{n}(x) / n, \quad F(x)=\frac{1}{2} a_{0} x^{2}-\Sigma A_{n}(x) / n^{2}
$$

By (2.8), $F$ is in $\lambda_{*}$, and by Chapter II, (3.4), $\omega(\delta ; F)=\alpha(\delta \log \delta)$. Since $\Phi$ is monotonically increasing in ( $\alpha, 0$ ), and $F$ is an integral of $\Phi$, we obtain successively, as $h \rightarrow+0$,

Hence

$$
\int_{-\lambda}^{-+\lambda} \Phi d t=o(h \log h), \quad \Phi(-h)=\alpha(\log h), \quad \int_{-\lambda}^{-i \lambda} f d t=\alpha(\log h)
$$

$$
\int_{-h}^{-+h} f^{1-\varepsilon} d t \leqslant\left(\int_{-h}^{-+h} f d t\right)^{1-\theta}\left(\frac{1}{2} h\right)^{\varepsilon}=O\left(h^{c} \log h\right) .
$$

and the result follows on setting $h=2^{-\nu}$ and summing over all $\nu$ large enough.]
14. Suppose that $S$ converges for $a<x<b$ to a non-negative sum $f(x)$. A neoeesary and sufficient condition for $f$ to be integrable over $(a, b)$ is that

$$
\text { (*) } \frac{1}{f} a_{0} x+\sum_{n=1}^{\infty}\left(a_{n} \sin n x-b_{n} \cos n x\right) / n
$$

should converge for $x=a$ and $x=b$. (Verblunsky [2].)
[Let $F(x)$ be the sum of ( $*$ ). $F$ is monotonically inoreasing in the interior of ( $a, b$ ), and $f \in \mathrm{~L}(a, b)$ if and only if $F(a+0)$ and $F(b-0)$ are finite. Since the coefficients of $(*)$ are $o(1 / n)$, it is enough to apply (2-19) (i).]
15. Let $E=E(\xi)$ be a perfect set of constant ratio of dissection $\xi, 1-2 \xi, \xi\left(\xi<\frac{1}{8}\right)$ on $(0,2 \pi)$, and $\Phi(x)$ the Lebeague singular function associated with it (see Chapter $V, \xi 3$ ). Show that $S[d \Phi]$ diverges, or more preoisely is unbounded, at each point of $\boldsymbol{E}$.
 $x_{0}$, then
(*) $\left\{F\left(x_{0}+\alpha+\beta\right)-F\left(x_{0}-\alpha+\beta\right)-F\left(x_{0}+\alpha-\beta\right)+F\left(x_{0}-\alpha-\beta\right)\right\} / 4 \alpha \beta=O(1)$
as $\alpha$ and $\beta$ tend to 0 in such a way that $\alpha / \beta$ and $\beta / x$ are bounded (see Example 5 above). Let $h_{m}$ be the length of a 'white' interval, and $k_{m}$ the length of a 'black' interval, of rank $m$. (We recall that 'black' intervals of rank $m$ are the central parts which we remove at the $m$ th stage of construction, leaving the two adjoining 'white' intervals.) We have

$$
h_{m}=2 \pi \xi^{m}, \quad k_{m}=2 \pi \xi^{m-1}(1-2 \xi) .
$$

Consider a 'white' interval of rank $m$ containing $x_{0}$ and the two adjoining 'black' intervals of ranks $m$ and $m-l, l>0$. Clearly $h_{m}<k_{m}$, since $\xi<\boldsymbol{t}$. It follows that $x_{0}+h_{m}$ and $x_{0}+k_{m}$ are in the same 'black' interval; similarly for $x_{0}-h_{m}$ and $x_{0}-k_{m}$. Write $\alpha_{m}=\frac{1}{\xi}\left(h_{m}+k_{m}\right), \beta_{m}=\frac{1}{1}\left(k_{m}-h_{m}\right)$ and apply (*) with $\alpha=\alpha_{m}, \beta=\beta_{m}$. Obeerving that ths incrament of $\Phi$ over a 'white' interval of rank $m$ is $2^{-m}$ (which is the property which characterizes the Lebesgue function among all singular functions corresponding to $E$ ), we see that the left side of (*) is

$$
\frac{1}{2 \alpha_{m}}\left[\frac{1}{2 \beta_{m}} \int_{\alpha_{m}-\beta_{m}}^{\alpha_{m}+\beta_{m}} \Phi\left(x_{0}+t\right) d t-\frac{1}{2 \beta_{m}} \int_{-\alpha_{m}-\beta_{m}}^{-\alpha_{m}+\beta_{m}} \Phi\left(x_{0}+t\right) d t\right]=\frac{2^{-m}}{2 \alpha_{m}} \rightarrow+\infty,
$$

and 80 is not $O(1)$. This proves the theorem for $\xi<\frac{1}{1}$.]
16. Let $0<\xi<\frac{1}{\xi}$, and let $E$ be the perfect set of constant ratio of diseection $\xi, 1-2 \xi, \xi$ constructed on $(0,2 \pi)$. Let $\Phi$ be the Lebeague singular function associated with $E$. Suppoee that the coefficients of $S[d \Phi]=\Sigma c_{n} e^{i n x}$ tend to 0, so that $S[d \Phi]$ converges to 0 outaide $E$ without being identically 0 . There is then a linear method of summation $M$ satiafying conditions (i), (ii) and (iii) of regularity (Chapter III, \& 1) which sums S[dФ] to 0 at every point. In other words, the empty set is a set of multiplicity for the method M. (Marcinkiewicz and Zygmund [3].)
[Let $h_{m}, k_{m}, \alpha_{m}, \beta_{m}$ have the same meaning as in Example 15. If $x_{0} \in E$, the points $x_{0}+\alpha_{m}$, $x_{0}+\alpha_{m} \pm \beta_{m}$ are all in the same black interval, where $\Phi$ is constant and so $F$, obiained by integrating $S[d \Phi]$ twice, linear. Hence

$$
\frac{F\left(x_{0}+\alpha_{m}+\beta_{m}\right)+F\left(x_{0}+\alpha_{m}-\beta_{m}\right)-2 F\left(x_{0}+\alpha_{m}\right)}{\beta_{m}^{2}}=\Sigma c_{n} e^{i n x_{0}}\left(\frac{\sin \frac{1}{8} n \beta_{m}}{\ln \beta_{m}}\right)^{2} e^{1 \pi \alpha_{m}}=0
$$

This relation holds with $-\alpha_{m}$ for $\alpha_{m}$. Taking half the sum of the two expreesions we see that

$$
\text { (*) } \sum_{n=-\infty}^{+\infty} c_{n} e^{i n x}\left(\frac{\sin \frac{1}{2} n \beta_{m}}{\frac{1}{n} n \beta_{m}}\right)^{2} \cos n \alpha_{m}
$$

is equal to 0 for each $x \in E$, and clearly tends to 0 as $m \rightarrow \infty$ if $x \notin E$. The expreesion (*) defines a method of summation satisfying conditions (i), (ii) and (iii) of regularity.]
17. Given two sequences $u_{0}, u_{1}, \ldots$ and $v_{0}, v_{1}, \ldots$, let $w_{n}=u_{0} v_{n}+u_{1} v_{n-1}+\ldots+u_{n} v_{0}$. Fix $\left\{v_{n}\right\}$. A necessary and sufficient condition that $w_{n} \rightarrow 0$ for each $\left\{u_{n}\right\} \rightarrow 0$ ie $\Sigma\left|v_{n}\right|<\infty$.
[Compare Chapter III, (1-2) and Chapter IV, p. 168.]
18. Given two two-way infinite sequences $\ldots, u_{-1}, u_{0}, u_{1}, \ldots$ and $\ldots, v_{-1}, v_{0}, v_{1}, \ldots$ let

$$
w_{n}=\sum_{k=-\infty}^{+\infty} u_{k} v_{n-k}=\sum_{0}^{+\infty}+\sum_{-\infty}^{-1}
$$

Fix $\left\{v_{n}\right.$ ). A necessary and sufficient condition that the $w_{n}$ should exist for each $\left\{u_{n}\right\}$ tending to 0 as $n \rightarrow \pm \infty$, is that $\Sigma\left|v_{n}\right|<+\infty$. If $\Sigma\left|v_{n}\right|<+\infty$, then $w_{n} \rightarrow 0$ for each $\left\{u_{n}\right\} \rightarrow 0$.
19. Consider two series $(U) \sum_{0}^{\infty} u_{n}$ and $(V) \sum_{0}^{\infty} v_{n}$, and their Cauchy product ( $W$ ) $\sum_{0}^{\infty} w_{n}$, where $w_{n}=u_{0} v_{n}+u_{1} v_{n-1}+\ldots+u_{n} v_{0}$. Fix $V$. A necessary and sufficient condition that $W$ converge for every $U$ whoee terms merely tend to 0 is that
(i) $\sum_{0}^{\infty} v_{n}$ converge to 0 ,
(ii) $\sum_{0}^{\infty}\left|\sum_{\nu=n}^{\infty} v_{\nu}\right|<+\infty$.

If (i) and (ii) hold, then $W$ converges to 0 . (Condition (ii) implies that $\Sigma\left|v_{n}\right|<\infty$.) [If $U_{n}, V_{n}, W_{n}$ are the partial sums of $U, V, W$, then $W_{n}=u_{0} V_{n}+u_{1} V_{n-1}+\ldots+u_{n} V_{0}$.]
20. Consider two series $(U) \sum_{-\infty}^{+\infty} u_{n}$ and $(V) \sum_{-\infty}^{+\infty} v_{n}$, and their Laurent product (W) $\sum_{-\infty}^{+\infty} w_{n}$. where $w_{n}=\sum_{-\infty}^{+\infty} u_{k} v_{n-k}=\sum_{0}^{+\infty}+\sum_{-\infty}^{-1}$. Fix $V$. Necessary and sufficient conditions that $W$ be defined and con. verge symmetrically for every $U$ with $u_{n} \rightarrow 0$ are
(i) $\sum\left|v_{n}\right|<\infty$.
(ii) $\sum v_{n}=0$,
(iii) $\sum_{p=-\infty}^{+\infty}\left|\sum_{n=-n-p}^{n-p} v_{\nu}\right|<A$,
with $A$ independent of $n$. If (i), (ii) and (iii) hold then $W$ converges to 0 . (Condition (iii) is satisfied if $\left.\sum_{n=1}^{+\infty}\right|_{\nu=n} ^{+\infty} v_{\nu} \mid$ and $\sum_{n=-\infty}^{1}\left|\sum_{\nu=-\infty}^{n} v_{\nu}\right|$ are finite.)
21. If the series $u_{0}+u_{1}+u_{2}+\ldots$ and $v_{0}+v_{1}+v_{3}+\ldots$ have coefficients $O(1 / n)$ and converge to sums s and $t$ respectively, then the Cauchy product $w_{0}+w_{1}+w_{3}+\ldots$ of the two series converges to sum st. (Hardy [10]. Compare Theorem (5-20).)
[We may suppose that $\varepsilon=t=0$. If $U_{n}, V_{n}, W_{n}$ are the partial sums of $\Sigma u_{n}, \Sigma v_{n}, \Sigma w_{n}$, then
say, where $m=\left[\frac{1}{2} n\right]$. Now

$$
W_{n}=\sum_{k=0}^{n} U_{k} v_{n-k}=\sum_{k=0}^{m}+\sum_{k=m+1}^{n}=W_{n}^{\prime}+W_{n}^{\prime \prime}
$$

$$
W_{n}^{\prime}=\sum_{k=0}^{m} o(1) O\left(\frac{1}{n-k}\right)=O\left(\frac{1}{n}\right) \sum_{k=0}^{m} o(1)=o(1)
$$

and after summation by parte we obtain a similar eatimate for $W_{n}^{*}$.]
22. Given a series (U) $\sum_{0}^{\infty} u_{n}$, write

$$
u_{n}^{(0)}=u_{n}, \quad u_{n}^{(k)}=\sum_{\nu=n+1}^{\infty} u_{\nu}^{(k-1)} \quad(k=1,2, \ldots),
$$

provided the series for $u_{n}^{(k)}$ is defined and converges. $U$ will be said to converge $k$-tuply, or have convergence of order $k$, if $\sum_{n} u_{n}^{(k)}$ convergee. Ordinary convergence of $U$ is convergence of order 0.

Suppose that $c_{n} \rightarrow 0$ and that $\Phi(z)=\sum_{0}^{\infty} c_{n} z^{n}$ is regular on a closed arc $z=8^{i n}, a \leqslant x \leqslant b$, of the unit circle. Then $\Sigma c_{n} e^{i n x}$ has convergence of each finite order $k$ in ( $a, b$ ), and the convergence is uniform over ( $a, b$ ). (Rajchman [5].)
[Except for the uniformity, the theorem is a consequence of the theorem (5.7) of Fatou. Suppose. for example, that $x=0$ is in $(a, b)$. Then

$$
\frac{\Phi(1)-\Phi(z)}{1-z}=\sum_{0}^{\infty} c_{n}^{(1)} z^{n} \quad\left(c_{n}^{(\alpha)}=\sum_{n+1}^{\infty} c_{p}\right)
$$

is regular at $z=1$, and, by the theorem of Fatou, $\Sigma c_{n}^{(1)}$ converges. This argument can be repeated. The uniformity of the $k$-tuple convergence can be proved by considering power eeries with coefficients depending on a parameter.]
23. Suppose that $c_{n}=O\left(n^{-\alpha}\right), \alpha>0$, and that $\Phi(z)=\sum_{0}^{\infty} c_{n} z^{n}$ is regular on a closed anc $z=e^{1 \pi}$, $a \leqslant x \leqslant b$; then

$$
\sum_{0}^{n} c_{n} e^{1 n x}-\Phi\left(e^{1 x}\right)=O\left(n^{-\alpha}\right) \quad(a \leqslant x \leqslant b)
$$

uniformly in $x$. The result holds if $n^{-\alpha}$ is replaced by a positive sequence $\chi_{n}$ tending monotonically to 0 and such that $\chi_{\mathrm{n}} / \chi_{3 \mathrm{~s}}$ is bounded. Also ' $O$ ' may be replaced by ' 0 ' throughout.
24. (i) Let $I_{1}$ and $I_{2}$ be closed arcs of the unit circumference without points in common, and suppoee that on each $I_{k}(k=1,2)$ we consider a trigonometric series $S_{k}$ with coefficients o(1). Then thore is a trigonometric series $S$ with coefficients o(l) which is equiconvergent with $S_{1}$ on $I_{1}$ and with $S_{8}$ on $I_{2}$. (ii) The result holds if $I_{1}$ and $I_{1}$ intersect in one or two diajoint intervals (not points) provided $S_{1}$ and $S_{2}$ are equiconvergent in the interior of $I_{1} I_{2}$. (Phragmen [1].)
[(i) Let $\lambda$ be periodic, equal to 1 in $I_{1}$, equal to 0 in $I_{2}$, and lot $T=S[\lambda]$ have coefficients $O\left(n^{-2}\right)$. Then $S=\left(S_{1}-S_{2}\right) T+S_{2}$ has the required property.
(ii) We define $S$ as above, with $\lambda$ this time equal to $I$ in $I_{1}-I_{2}$, and to 0 in $I_{2}-I_{1}$ ]
25. Let $\left\{S_{k}\right\}$ be a sequence of trigonometric series with coefficients uniformly tending to 0 . If each $S_{k}=\Sigma c_{n}^{k} e^{i n x}$ converges to 0 outside a closed set $P$, and if $c_{n}=\lim c_{n}^{k}$ exists for each $n$, then $S=\Sigma c_{n} e^{i n z}$ converges to 0 outside $P$.
[The function $F=\frac{1}{2} c_{0} x^{s}-\Sigma^{\prime} n^{-2} c_{n} e^{i n s}$ is linear in each interval contiguous to $P$.]
26. Let $f \sim \Sigma\left(a_{n} \cos n x+b_{n} \sin n x\right), 0<\gamma<1$. If $\left|a_{n}\right|+\left|b_{n}\right|=0\left(n^{-1-\gamma}\right)$, then $f \in \lambda_{\gamma}$. The result in false for $\gamma=1$; the true form of the theorem in this case is (2-8). If ' 0 ' is repleced by ' $O$ ', then $f \in \Lambda_{\gamma}$.

## NOTES

In these notes we give additional comments about the results in the text and bibliographical references; 'Miscellaneous Theorems and Examples' at the ends of the chapters also contain such references. Numbers in equare brackets refer to the Bibliography at the end of the second volume. We do not try to be complete, especially as regards older literature. The reader interested in bibliographic details may consult

Burkchardt,'Trigonometrische Reihen und Integrale', Enzyklopadie der Math. Wiss. II, i, 2, 1904-16, Art. II, A. 12, 1325-1396.

Hilb and Rieez, 'Neuere Untersuchungen über trigonometrische Reihen und Integrale', Enzyklopädie der Math. Wiss. II, 3, 1924, Art. II, C. 10, vol. Is, pp. 1191-1224.

Plessner, 'Trigonometrische Reihen', in Pascal's Repertorium der Höheron Mathematik, $\mathrm{I}_{2}$, 1325-1396.

Plancherel [1],
and the relevant sections in the periodicals Jahrbuch über die Fortschritte der Mathematik, Zentralblatt für Mathematik, Mathematical Reviews and Referativnyi Zhrarnal Matematika (in Russian).

## CHAPTER I

§3. A preeentation of the general theory of orthogonal series is given in Kaczmarz and Stein. haus, Therrie der Orthogonalreihen. For the theory of orthogonal polynomisls see Szegö, Orthogonal Polynomials, and for bibliography-Hille, Walsh and Shohat, A Bibliography in Orthogonal Polynomialo.

Rademacher functions as an orthogonal system were first considered in Rademacher [1]. For various aspects of the theory see the references in Example 6 on p. 34, and also Sneider [1], [2]; Fine [1], [2]; Morgenthaler [1].
84. The theory of Fourier-Lebesgue series was started by Lebesgue. Although his work in the theory of trigonometric series is basic, we do not attempt to give detailed references to him and work prior to his, and refer the reader to his Lecons sur les séries trigonométriques, which gives an adequate picture of the period.

For a discussion of the notion of integral in connexion with the theory of trigonometric series see Lusin [1], Denjoy, Legons sus le calcul des coefficients d'une aérie trigonométrique, and Jeffery, Trigonometric series. Jeffery's book has further bibliographic references. See also Chapter XI, \$8 6-7 of this book.
$\$ 89,10$. An exhaustive treatment of the subject, and bibliography, will be found in Hardy Littlewood and Polya, Inequalities. Theorem (9-16) is due to Hardy [2].
§12. Sets of the first and second category were introduced by R. Baire. A detailed discussion of the notion may be found in Denjoy's book quoted above.
813. The main reaults of the section are due to Hardy and Littlewood [1]; see also Hardy, Littlewood and Polya, Inequalities, Chapter X. Flett [1] gives a new and somewhat simpler proof of (13.15) (but not of (13.13)).

## CHAPTER II

§1. Theorems (1-5) and (1-15) are due to W. H. Young [2], [3], [4]; see aleo Hardy, Littlewood and Polya, Inequalities, pp. 198 sqq. For (1-30) see Wiener [1], [3].
§3. Class $\Lambda_{x}$ is often denoted by Lip $\alpha$; clasees $\lambda_{a}, \Lambda_{z}^{z}$ and $\lambda_{e}$ by $\operatorname{lip} \alpha, \operatorname{Lip}(\alpha, p)$ and $\operatorname{lip}(\alpha, p)$ respectively. The theorem that if $\omega_{1}(\delta ; f)=o(\delta)$, then $f \equiv$ const., is due to Titchmarsh [5].

Riernann [1] was the first to consider amooth functions; examples indicating the importance of the notion will be found in Zygmund [1]. Theorem (3-3) is an unpublished result of Z. Zalcwaeser; it generalizes an earlier result of Rajchman [1] that $E$ is dense in I. (3-4) is proved in Zygmund [1]; the proof in the text was communicated to the author in 1952 by Vijayaraghavan.
§4. Estimates (4-1) and (4-12) are due to Lebesgue [1]. The Lipechitz character and the nondifferentiability of the Weierstrass functions are atudied in Hardy [1]. For (4.7), (4.9), (4.10) see Zygmund [1]. For Theorem (4•15) see Fejer [1]; it holds if $\alpha \in L$, $\beta \in L^{q}, 1$ ! $p+1 / q=1$.
§6. The proof of (6-3) is a good illustration of the fact that proving the uniform convergence of Fourier series may require more subtle devices then proving pointwise convergence. For (6-3) and (6.8) see Hobson [2]; Lemma (8.4) is taken from Pleesner [1]; the first part of (8.7) (i) from Steinhaus [1].

## §7. See Hardy [4].

§8. Theorem (8.9) is due to W. H. Young [5]. (8.13) was proved by Lukács [1], and completes an earlier reault of Fejer [2] (see Chapter III, (9.3)).
§9. For Gibbe's phenomenon see Gronwall[1], Zalcwaeser [1], Hardy and Rogosinski[1], Hyltén-Cavallius [1]. (9-4) is proved in Jackson [1], Landau [1], Turán [1].
§ 10. (10.7) is due to Handy and Littlewood [2], [3]; (10.8) to Lebesgue [1]; for (10.9) see Salem and Zygmund [3].
§11. For (11.1) see Lebeegue [2]; for (11-3), Hardy and Littlewood [4]; generalizations of (11.5) will be found in Gergen [1]; (11-10) is proved in Hardy and Littlewood [10].
§ 12. The estimate (12-1) is due to Fejer [1] (see also Examples 23 and 24 on p. 73). The result may be considered as an extreme case $(r=0)$ of the following theorem of Kolmogorov [1]: If $\mathrm{C}_{\mathrm{r}}$ is the clase of all periodic functions $f$ satisfying $\left|f^{(r)}(x)\right| \leqslant 1$ for all $x(r=1,2, \ldots)$, then

$$
\sup _{x, f \in C_{r}}\left|f(x)-S_{n}(x ; f)\right|=\frac{4}{\pi^{2}} \frac{\log n}{n^{r}}+O\left(n^{-r}\right) \simeq \frac{4}{\pi^{2}} \frac{\log n}{n^{r}}
$$

Interesting expressions for Lebesgue constants in the case of power series were obtained by Landau [2].
§ 13. Theorem (13•7) is due to Weyl [1].

## CHAPTER III

§ 1. A detailed exposition of the theory of divergent series will be found in Hardy's Divergent Series.

Theorem (1-2) is due to Toeplitz [1], and conditions (i), (ii), (iii) of regularity are sometimee called Toeplitz conditions.

Delayed arithmetic means were first considered by de la Vallee-Poussin; see his Legons sur l'approximation des fonctions, p. 33. Delayed means can be defined for any method (C, $\alpha$ ) as the ( $\mathrm{C}, \alpha$ ) means of the sequence $s_{n}, s_{n+1}, \ldots$

The proof of (1-38) follows the ideas of Karamata [1] and Ingham [1]; see also Wielandt [1] and Izumi [1] (the original proof is in Littlewood [3]). Theorem (1-38) holds if the condition $u_{n}=O(1 / n)$ is replaced by the one-sided condition $u_{n} \leqslant A / n$ (Hardy and Littlewood [18]). To prove this by the method of the text, suppose that $P$ satisfies condition (i), and that

$$
\text { (í') } P(x) \leqslant \delta x(1-x) \text { in }\left(0, \xi^{\prime}\right), \quad \text { (iii') } 1-P(x) \leqslant \delta x(1-x) \text { in }(\xi, 1) \text {; }
$$

(ii') and (iii') follow from (ii) and (iii) by a change of $\delta$. It follows that the polynomials $P^{*}(x)=P(x)+\delta x(1-x)$ and $P_{*}(x)=P(x)-\delta x(1-x)$ are, like $P$, without constant terms, and that

$$
1 \leqslant P^{*}(x) \leqslant 1+\delta x(1-x) \text { in }(\xi, 1) ; \quad-\delta x(1-x) \leqslant P_{*}(x) \leqslant 0 \text { in }\left(0, \xi^{\prime}\right) .
$$

Considering $\Sigma u_{n} P^{*}\left(x^{n}\right)-s_{N}$, and arguing as in the proof of (1-38), we obtain that liminf $s_{N} \geqslant 0$. Similarly, considering $\Sigma u_{n} P_{*}\left(x^{n}\right)-s_{N^{\prime}}$ we deduce that limsup $s_{N^{\prime}} \leqslant 0$. Hence $\Sigma u_{n}$ convergee to 0 .
§ 2. The general remarks of this section are merely elaborations of the proof of the fundamental theorem (3.4) of the next section.
§3. For (3.4) see Fejér [3]; for (3.9), Lebesgue [2]; for (3.15) Bernstein [1] (also Nikolsky [2], Sz. Nagy [2]). Theorems (3-20) and (3-23) will be found in Privalov [1], Plessner [2].
§4. Theorems about the convergence factors for Fourier series are due to Hardy [3]; for conjugate series see Plesner [2]
§5. For (5.1),
§ 6. Theorem (6-18) is due to H. A. Schwarz.
§7. Theorems (7•2), (7•6) and (7.9) are due to Fatou [1] (6ee also Grosz [1]). For (7•10), see Hardy and Littlewood [6]; Theorems (7-15) and (7.20) will be found in Privalov [1]. Pleasmer [2]. For (7.26), in the case when $E$ is closed, see Fatou [1].
§8. W. H. Young [6], M. Riesz [2], Plessner [2].
§ 9. For (9.3), see Fejer [2]; for (9.6), Wiener [1].
§ 10. A proof of (10.2) will be found in Fejer [4], [11]; see also the literature indicated in the latter peper.
§11. Theorem (11-1) was proved by Cramér [1]; see also Gronwall [2].
812. The main reeults of the section are due to Rogosinski [2], [3], [4]; see aleo Bernstein [4]. Additional reeults will be found in Karamata [3], [4], Agnew [1].
§ 13. The literature on best approximation is very extensive. General presentations are given in de la Vallée Poussin's Legone sur l'approximation des fonctions d'une variable rballe, Jeckson's The Theory of Approximation and Aohie日er's Lectures on the Theory of Approximation. Theorems (13.6) and (13.14) are due to Jackson [2]; (13-20) to S. Bernstein [1]; the significance of the clasees $\Lambda_{*}$ and $\lambda_{*}$ for best approximstion is pointed out in Zygmund [1]. The proof of (13.16) given in the text is due to F. Rieez [1]. For the first part of (13.29), see Korn [1], Privalov [2]; for the second, Zygmund [1], the results hold if the clasees $\Lambda_{\alpha}, \Lambda_{*}$ are replaced by $\lambda_{\alpha}, \lambda_{*}$ respectively.

For (13.32) see Hille [1]; the argument also shows that if $f \neq$ const., then $9 x\left[\sigma_{n}-f\right] \neq o(1 / n)$ The sufficiency part of (13.34) was proved by Alexite [1] (see also Zygmund [3]), the necessity by Zamansky [1].

The proof of (13.6) gives no information about the constante $A_{k}$ and $B_{k}$. Favard [1] shows that if $f^{(r-1)}(x)$ is absolutely continuous and $\left|f^{(r)}(x)\right| \leqslant M$ almost everywhere $(r=1,2, \ldots)$, then for each $n$ there is a polynomial $T_{n}(x)$ of order $n$ such that

$$
\left|f(x)-T_{n}(x)\right| \leqslant \frac{4}{\pi} \frac{K_{r}}{(n+1)^{r}} M
$$

where $K_{r}=\sum_{k=0}^{\infty} \frac{(-1)^{k i r-1)}}{(2 k+1)^{r+1}}$, and the result is best possible in the sense that for suitable $f$ and $x$ the last inequality becomes an equality. It follows in particular that the $A_{k}$ and $B_{k}$ in (13.16) can be replaced by absolute constants. Corresponding results for $f$ will be found in Achieser and Krein [1] (or in Achieser, Lectures on the Theory of Approximation).

For some other aspects of best approximation, see Zamansky [2], Sz. Nagy [1], N. Bary and Stexkin [1]. Beat approximation in $L^{D}$ is studied in Quade [1].

## CHAPTER IV

§1. Theorem (1-1) was obtained independently by F. Rieaz [1] and Fischer [1]. Several alternative proofs will be found in G. C. and W. H. Young [1]. In considering orthogonal systems we tacitly assumed that such systems must be denumerable. That this is actually so follows from the fact that the distance $M_{1}[\phi-\psi]$ of any two functions $\phi, \psi$ of an orthonormal system is $\sqrt{2}$, and that the space $L^{2}$, being separable, cannot contain a non-denumerable system of spheres exterior to each other.

The existence of $\}$ for $f \epsilon L^{\mathbf{2}}$ was first proved by Lusin; see his paper [1].
§2. Marcinkiewicz was the first to recognize the importance of the integrals of the type $I_{\lambda}$ (8ee, for example, his papers [1], [2], [3]); but instead of the function $\chi$ he uses only $\chi^{*}$ (and its modifications) which is somewhat more awkward to apply. Remark ( $d$ ) is due to Ostrow and E.Stein [1].
§3. The existence of $f$ was initially proved by complex methods (for the literature see the notes to Chapter VII, $\S 1$ ), and the proof is one of the rare instances of applications of analytic functions to the theory of the real variable. The first purely real variable proof of the existence of $f$ is due to Besicovitch [1], [2]; in [1] he treats the case of $f$ in $\mathrm{L}^{2}$, and in [2] the general case. See also Titchmarah [1], Loomis [1], Stein and Weiss [3]. The proof of the text is, with slight modifications, that of Msicinkiewicz [2].

Theorem (3.16) was first proved, by complex methods, by Kolmogorov [2]; see also Titchmarah [1]. The proof of the text follows the argument of Calderon and Zyground [5].

Divergence almost everywhere of the integrals (3.11) and (3.15) was studied by Lusin [1], Titchmargh [2], Hardy and Littlewood [7], Marcinkiewicz [3]. For the divergence everywhere Kaczmarz [2]. [3]. Mazurkiewicz [1].
§4. For (4.3), (4.7) and (4.8), see W. H. Young [6]. For (4.9) Toeplitz [2], F. Riesz [6], and the literature indicated there.

For (4.21) and (4.22) see, respectively, Carathéodory [2] and Lévy [1]; for (4.25) and (4.27), Weyl[2], Schoenberg [1].
§5. Theorem (5.2) will be found in G. C. and W. H. Young[1]; for (5.5), Steinhaus [2], Grosz [1]; for (5.7), W. H. Young [7], Zygmundi [4] (the case $\Phi(u)=u^{r}, r>1$, is also discussed in G. C. and W. H. Young [1]). Theorem (5-20) will be found in Sidon [1].
§6. For theorems which are analogues of results of the two preceding sections we give only occasional citations, and refer the reader to Fichtenholz [1]. In connexion with the representation (6.6) see F. Riesz [3]. Herglotz [1]. For (6-27) see Zygmund [5], F. Rieez [4] and an earlier paper of Fejer and Riesz [1].

Theorems ( 6.32 ), ( 6.33 ) and (6.34) are from Hardy and Littlewood [ $9_{\mathrm{II}}$ ]. Theorem (6.35) is due to Nikolsky [1]; see also Szegö and Zygmund [1], N. Bary [1].
§7. Hardy and Littlewood [1]. The second relation (7.13) had been proved in Evans, The Logarithmic Potential, p. 144.
§8. For (8.7) G. C. and W. H. Young [1], Steinhaus [2], Zygmund [4]. The validity of Parseval's formula in some other cases is considered in Edmonds [1], Hardy and Littlewood [20]. Theorems (8.15) and (8.18) are due to W. H. Young [1] and Hardy [5], reepectively. An interesting application of (8.18) is given in Hardy [6].
§9. A general preeentation of the theory of linear operations may be found in Banach's Opérations linéaires or in F. Riesz and Sz. Nagy, Legons d'A nalyse fonctionnelle.

Theorem (9.5) is taken from Banach and Steinhaus [1]; the idea of basing the proof on the notion of category of sets is due to Saks, and has proved very fruitful. For (9.13) see Saks [1]: (9.18) will be found in Toeplitz [3]; extensions to IP in M. Riesz [1]. Titchmarsh [4]. Forms (9.17) are usually called Toeplitz forms; for their theory see Grenander and Szegö, Toeplitz forms and their applications.
§10. Classes $\mathrm{L}_{\Phi}^{*}$ were first introduced by Orlicz [1], initially under the hypotheeis that $\Phi(2 u)=O(\Phi(u)\}$ for $u \rightarrow+\infty$ (that this restriction is not necessary and that $L_{\Phi}^{*}$ can be defined as the class of $f$ such that $\Phi(k|f|$ ) is integrable for some $k>0$, was shown in the first edition of this book). There exists considerable literature about Orlicz spaces; we mention here only Birnbaum and Orlicz [1], Orlicz [2], Zaanen [1], Morse and Transue [1], Luxemburg [1], G. Weiss[1]. The last three papers contain a definition of a norm analogous to ( $10 \cdot 10$ ) but with 1 instead of $\Phi(1)$ on the right. The definition (10.10) and subsequent developments (except for ( $10 \cdot 14$ ) ) are taken from Billik [1] (the fact that in general we do not have equality in (10.20) was already pointed out by Morse and Transue, lor. cit.).
§11. A general point of view ahout classes ( $P, Q$ ) was first formulated in Fekete [1]. For individual results see W. H. Young [8], Steinhaus [2], Sidon [2], M. Rieez [4], Bochner [1], Zygmund [6], Kaczmarz [4], Kaczmarz and Marcinkiewicz [1], Hille [3], Hille and Tamarkin [1rf], Karamata and Tomie [1], Karamata [5].

Salem [4], shows that for any Fourier series $\Sigma A_{n}(x)$ there is a sequence $\left\{\lambda_{n}\right\}$ monotonically increasing to $+\infty$ and such that $\Sigma A_{n}(x) \lambda_{n}$ is still a Fourier series (a similar result for functions in $L^{p}, p>1$, is proved in Littlewood and Paley [ $\left.1_{m}\right]$ ). The only condition on $\left\{\lambda_{n}\right\}$ being that it must increase sufficiently slowly, we may select it so that ( $1 / \lambda_{n}$ ) is convex, in which case $\Sigma \lambda_{n}^{-1} \cos n x$ is a Fourier series (Chapter V. (1.5)). It follows that every Fourier scrics $\Sigma A_{n}(x)$ is a convolution of two Fourier series (in our case, a convolution of $\Sigma A_{n}(x) \lambda_{n}$ and $\left.\frac{1}{\ddagger} \lambda_{0}^{-1}+\Sigma \lambda_{n}^{-1} \cos n x\right)$.

## CHAPTER V

§1. Theorem (1.3) is due to Chaundy and Jolliffe [1]. For (1.5) and (1-12) see W. H. Young[8], Kolmogorov [3]. In connexion with (1-14) see W. H. Young [8], Sidon [2], Hille and Tamarkin [1 $1_{\text {z }}$ ]. Other results about geries with monotone coefficients will be found in Boas [1], Bz. Nagy [3]. Hyltén-Cavallius [1].
f2. Connexion between the asymptotic behsviour of a function and its Fourier coefficients is a classical topic and has considerable literature. Results have been obtained under various hypotheses, and it is not always easy to compare them. In this section we give a few fundamental resulta, aiming at simplicity rather than generality. The definition of a slowly varying functicn, as we introduce it here, occurs in Hardy and Rogosingki [2], though the authors do not use it systematically. It seems to be most convenient for our purpoees, though it differs from the generally adopted definition of Faber [1] and Karamata [2].

The main result of the section is Theorem (2.6). It is eesentially contained in Handy and Rogosinaki [2], who, howevcr, do not settle the limiting cases $\beta=0$ and $\beta=1$ completely. From the paper of Alianði6, Bojanic and Tomic [2], which appeared recently, we borrowed the remark that the part of Theorem (2.6) about sine series is valid for $1<\beta<2$. Estimstes lees precise than in Theorem (2.6) but valid under more general conditions will be found in Salem [2]; they are reproduced in the first edition of this book. Finally, there are a number of results converse to (2.6); we refer the reader to Hardy and Rogosinski [3], Heywood [1], Alianció, Bojanio and Tomic [2]; and the literature quoted there.

The main part of Theorem (2.29) is an unpubliahed result of J. E. Littlewood and R. Salem. They showed that there exists an $\alpha_{0}, 0<\alpha_{0}<1$, such that the partial sums $s_{n}$ of $\Sigma n^{-\alpha} \cos n x$ are uniformly bounded from below for $\alpha>\alpha_{0}$ but not for $\alpha<\alpha_{0}$. The fact that the $\boldsymbol{s}_{n}$ are uniformly bounded from below for $\alpha=\alpha_{0}$, and that $\alpha_{0}$ is the root of the equation given in the theorem, I owe to 8. Izumi.

Theorem (2.31) is due to Faber [1], who bases the proof on Cauchy's formula. Another proof will be found in Littlewood's Lecturcs, p. 93.
§3. The formulae for the Fourier-Stieltjes coefficienta of Cantor-Lebeague functions were first obtained in Carleman [1]. Generalizations are due to Salem [9]. See aloo Hille and Tamarkin [2].
§4. The series (4-1) was first considered by Hardy and Littlewood [11], who showed that it. satisfies a certain functional equation relating it to Weierstrass's functions. The proof is reproduced in Littlewood's Lectures on the Theory of Functions, pp. 100 sqq. (it could beshortened and made more straightforward by besing it on Poisson's summation formula rather than on Cauchy's formula). A new and different proof of the functional equation was given by Paley [2]. Generalizations will be found in Wilton [1], Randels [1], Ingham [2]. Hardy and Littlewood (loc. cit.) show that the series $\Sigma n^{-\frac{1}{j}} e^{i c n}$ los $e^{i n z}$ diverges everywhere. M. Weiss [2] showed that its partial sums $s_{n}(x)$ satisfy almost everywhere the curious relation

$$
\limsup _{n \rightarrow \infty} \frac{\left|\sin _{n}(x)\right|}{(\log n)^{\frac{1}{1}}(\log \log \log n)^{\frac{1}{2}}}=1,
$$

and obtained a similar estimate for the Abel means of the series.
The proof of (4.2) follows, in the main, Hille [2]. For Lemmas (4.3), (4-4), (4.6) eee van der Corput [1]. Theorem (4-9) is due to Carleman [2]; see also Gronwall [3].

## § 5 . An asymptotic formula for the function ( $5 \cdot 1$ ) will be found in Hardy [7].

§6. Theorem (6.3) is due to Kolmogorov [b]; a generalization will be found in Erdos [1]. For (6.4), (6.5), (6.10) see Zygmund [8], [9]. Theorem (6.15) of Hedamard is claeaical. For (6.13) eee 'Zygmund [7]; the paper also contains a proof of the remark at the end of the section.

The proof of Theorem (6.4) uses the lacunarity of $\left\{n_{k}\right\}$ only in a limited degree. The condition we actually need is that the equations $n_{\mu} \pm n_{p}=N$ have a bounded number of solutions, and this can occur for $\left\{n_{k}\right\}$ satisfying $n_{k+1} / n_{k} \rightarrow 1$. The situation is rather typical, and many resulte about lacunary eeries are actually proved for more general series. We do not consider theee generalizations since the condition of lacunsrity is the simplest and the case the most interesting.

We mention without proof a few other results about lacunary series. Hardy [1] proves the non-differentiability of the Weierstrass function $\Sigma a^{n} \cos b^{n} x$ under the most general condition $a b \geqslant 1$. Paley [2] gives (without proof) a reault about the distribution of the values of a lacunary power series on the circle of convergence. Salem and Zygmund [4] show that the values of the Weierstraes function $\Sigma b^{-\alpha \pi} e^{\phi^{n} \varepsilon}(0 \leqslant x \leqslant 2 \pi)$ cover a full square provided $a$ is small enough. M. Weiss [1], completing earlier results of Salem and Zygmund [5] and Erdos and Gál [1], ahows that for the lacunary seriea $\Sigma r_{k} \cos \left(n_{k} x+\alpha_{k}\right)$ we have the Law of the Iterated Logarithm:

$$
\lim \sup \frac{\left|\operatorname{lop}_{k}(x)\right|}{\left(2 R_{k} \log \log R_{k}\right)^{\frac{1}{2}}}=1 \quad\left(R_{k}=\frac{1}{\frac{1}{2}} \sum_{y=1}^{h} r_{v}^{2}\right)
$$

almost everywhere, provided $r_{k}=0\left\{\left(R_{k} / \log \log R_{k}\right)^{\boldsymbol{t}}\right\}$. In Chapter XV, §4, we prove the Central Limit Theorem for lacunary series.

An important result of Hardy and Littlewood [17] asserts that for numerical lacunary series (by which we mean a series of constants whose terms are all zero except at lacunary places) Abel summability implies convergence; a simplified proof is given in Ingham [1]. A corresponding result for absolute Abel sumamability will be found in Zygmund [20].

Properties of lacunary series with different definitions of lacunarity are studied in Mandelbrojt, Séries de Fourier et Classes Quasi-analytiques de Fonctions, and Levinson, Gap and Density Theorems.
§7. Riesz products (7.1) were introduced in F. Riesz [6]; the complex products (7.14) in Salem and Zygmund [1]. For the remainder of the section see Zygmund [9]; also Schaoffer [1].
§8. That a Rademacher series $\Sigma c_{\nu} \phi_{\nu}$ converges almost everywhere if $\Sigma\left|c_{\nu}\right|^{2}<\infty$, was first proved by Rademacher [1] (the proof in the text is from Paley and Zygmund [ $1_{t}$ ]): the converse was proved by Khintchin and Kolmogorov [1]. Lemma (8-3) and the non-summability of $\Sigma c_{\nu} \phi_{\nu}$ if $\Sigma\left|c_{\nu}\right|^{2}=\infty$ will be found in Zygmund [8] (cf. aiso Marcinkiewicz and Zygmund [1]). The second inequality (8.4) is valid for a large class of independent random variables and is a classical result of the Calculus of Probability. The idea of deducing the first inequality (8.5) by means of convexity is from Littlewood [1].

Theorems about almost all series $\Sigma \pm A_{n}(x)$ are considered in Paley and Zygmund [1] (80e, however, earlier papers of Steinhaus [3] and Littlewood [6], [7]). An interesting argument of a different type will be found in Salem [2, Chapter III]. For (8.22) see Zygmund [10]. The eecond inequality ( 8.21 ) can also be proved directly by the same method as the second inequality ( 8.5 ) (the argument is given in the first edition of this book, p. 216) but the valuee of $B_{r, ~}$ obtained in this way are too large to give (8.22). For Lemma (8.26) see Paley and Zygmund [ $1_{\mathrm{nu}}$, Lemma 19] and Salem and $Z_{\text {ygmund }}$ [2]. (8.34) is taken from Paley and Zygmund [ $1_{\mathrm{mb}}$ ], p. 192, the proof in the text from Salem and Zygmund [2]. The latter paper also contains (8.36). Theorem (8.37), from Paley and Zygmund $\left[l_{\mathrm{urI}}\right]$, complements an earlier result of Steinhaus [3]. For series $\Sigma c_{\nu} \phi_{v}^{*}$ see Paley and Zygmund [ $1_{\mathrm{L}}$ ].
§9. See Wiener[2], Ingham [3]. Nothing seems to be known about possible extensions to classes $L^{p}, p \neq 2$.
§10. Salem [2, Chapter IV].

## CHAPTER VI

§1. (1.3) was proved by Denjoy [1] and Lusin [2]; (1.6) by Fatou [2] (the proof in the text is due to S. Saks); (1.7) by Salem [1]. For (1-9) and (1-11) see Lusin [1]; for (1-10), Fatou [2]. (1-12) was proved by Niemytski [1] (for sine series). That Cantor's ternary set is a basis was proved by Steinhaus [4]; more general examples of bases were found later by Denjoy [2] and Mirimanoff [1].
§ 2. For Theorems (2.5), (2.7), (2.13), (2.16) and remarks to (2.16), see Salem [1], [6]; (2.8) is an unpublished result of P. Erdös. Theorem (2-12) was proved by Marcinkiewicz [3].
§3. Theorem (3.1) is proved in Bernstein [2], [3]; for (3.6) and (3.9) see Zygmund [11] (the quadratic variation used in the proof appears earlier in Wiener [1]); Salem [7] shows that in the condition $\int_{0}^{1} \delta^{-1} \omega^{\dagger}(\delta) d \delta<\infty$ we cannot replace $\omega^{t}$ by $\omega^{t+\epsilon}$. Theorem (3-13) is due to Szaigz [1]; for generalizations see Salem [2, Chapter V], Stexkin [1]. For (3.13) Wee Waraszkiewicz [1], Zyg. mund [5].

Given a closed periodic set $P$ and a continuous periodic $f(x)$ defined on $P$, we may ask whether we can define $f$ outside $P$ in such a way that the Fourier series of the extended function converges absolutely. There are perfect sets $P$ for which this is possible no matter what $f$; see Carleson [1], Reiter [1], Helson '2], Kahane and Salem [1]. See also Kahane [1].
§4. Theorem (4.2) is due to Bernstein [2], [3]; in the proof of (ii) he uses a different construction. A certain simplification in the proof of (ii) (see the first edition of this book, p. 144) we owe to R. Salem. For (4•3), see Szágz [1].
§ 5. For Theorems (5.1) and (5.2) (ii) see Wiener [3]; for (5.3), Lévy [2]. For (5.7) see Beurling [1]. The proofs of (5-2) (ii) and (5.7) given in the text were communicated to us by A. P. Calderon.
§ 6. (6.1) is due to Sidon [3]; for (6.3) see Zygmund [12]. See also Stexkin [1m].

## CHAPTER VII

§1. Theorems (1.2), (1.4), (1.5) (for $\alpha=1$ ) and (1.6) were first proved by Privalov [1] and, later and independently, by Plessner [2]; see also the literature indicated in the notes to Chapter $i V, \S 3$. For (1-3) in the case $a>0$, see Zygmund [2].
§2. Theorems (2.4) and (2.21) are due to M. Riesz [1]. His proof was reproduced in the first. edition of this book; the present proof is from Calderon [1]; generalizations may be found in Hardy and Littlewood [14]. Theorem (2.6) was proved by Kolmogorov [2]; see also Hardy [3], Tamarkin [1]. Theorems (2.8) and (2.11)(i) are taken from Zygmund [4]; for (2.11) see also Warschawski [1], and for (2.8), Calderon [1], Titchmarsh [3]. Theorem (2.10) was communicated to us orally by M. Rieaz. Remark (b) on p. 257 is due to Lusin [1]. For (2.29) see Zygmund [5], F. Rieaz [4], but, except for the best possible factor $\frac{1}{2}$, the result is essentially contained in an earlier paper by Prasad [1], who showed that if $f(x)$ is of bounded variation in an interval, then $S[f]$ is absolutely summable A at every point interior to the interval. Theorems (2.30) and (2.35) are taken from Hardy and Littlewood [13]; Lemma (2.31) from Zygmund [1].
§3. The idea of applying Green's formula is due to $P$. Stein [1], though some of the formulae used, like (3.3) and (3.4), will be found in earlier literature, for example, in Hardy [9]; see also Spencer [1]. The proof of (2.6) by Stein's method was communicated to us by Z. Zalcwasser.
§4. Integral B is one of the several generalizations of Lebesgue's integral suggested by Denjoy [3]; more details will be found in Boks [1] (the proof of (4-2) given in the text is due to S. Saks). Jeasen [1] showed that, if we consider only partitions of ( $a, b$ ) into $2^{n}$ equal parts and set $\xi_{j}=x_{y}$, then $I(t)$ tends to $I$ for almost all $t$. Theorems (4-3) and (4.4) were obtained by Kolmogorov [2]; for (4-4) see also Titchmarsh [1], Smirnov [1]. For applications to conjugate functions of a somewhat differenic generalization of Lebesgue's integral, see Titchmarsh [1], Ulyanov [1].
§5. For classes $\Lambda_{\alpha}$ see Hardy and Littlewood [ $9_{11}$ ]; for $\Lambda_{*}$ and $\lambda_{*}$, Zygmund [1].
§6. The ides of expressing $S_{n}(x ; f)$ in terms of conjugate functions seems to have appeared first in Kolmogorov [2]. For (6.4) and (6.11) (i), see M. Riesz[1]; for (6.8) and (6.13), Kolmogorov [2]; for (6.9), (6.11) (ii) and (6.19), Zygmund [4]. For (6.14) and (6.18) see Fejér [9], Zygmund [10]. (6.22) is taken from Salem and Zygmund [3].
§ 7. Claeses $\mathrm{H}^{r}$ were first considered by Hardy [9]; clasees N by Ostrowski [1] and Nevanlinna [1]. A simplified and systematic approach to classes $\mathrm{H}^{r}$ is due to $F$. Riesz [7], who proved the basic facts of the theory, in particular the decomposition theorem (7-20) (ii), the existence of boundary values, Theorems (7.24) and (7-34). The form (7.23) of the decomposition theorem was systemstically used in their work by Hardy and Littlewood. Krylov [1] extends the theory of classes $\mathrm{H}^{r}$ to functions regular in a half-plane, but the paper also contains some novel facts.

It must be obeerved that the theory of clasees $\mathrm{H}^{r}$ does not extend to harmonic functions: there exist functions $u(\rho, x)$ harmonic in the unit circle, satisfying $\mathscr{M}_{r}[u(\rho, x)]=O(1)$ for all $r<1$, and without radial limits; see Hardy and Littlewood [13].

The fact that a function regular and bounded in $|z|<1$ can have non-tangential limit. 0 in a preecribed set of measure 0 on $|z|=1$ is proved in Privalov [1]. The structure of the set of zeros on $|z|=1$ of functions which are regular in $|z|<1$ and satisfy a Lipechitz condition of positive order in $|z| \leqslant 1$, is studied in Carleson [1].

For (7-33) see Szegö [2].
The theory of classes N was mainly developed by Nevanlinna; in particular, Theorem (7.32) is due to him. We prove here only results with applications to trigonometric series, and refer the reader interested in the general theory to Nevanlinna's book Theorie der eindeutigen analytischer Funktioner. It may be added that though in Theorem (7-13) we assume only that the integral of $\log \left|F^{\prime}\left(r e^{i s}\right)\right|$ is bounded above, the class of functions regular in $|z|<1$ and having this property does not seem to be of special interest, in particular the functions need not have boundary values (obeerve for example, that if $f(z)$ is any function regular in $|z|<1$, then $F^{\prime}(z)=\exp f(z)$ is in the class).

Theorems (7.30) and (7-35) will be found in Smirnov [1], [2]; (7.36) in Hardy and Littlewood [1]; for (7.44) see Littlewood [2] and Zygmund [13]; for (7.45), Frostman [1]; for (7.47) and (7.48) Seidel [1] and Calderón, González-Dominguez and Zygmund [1], where also earlier literature is indicated. In connexion with (7.50) see Doob [1], Zygmund [12].
(7.61) was proved by Hardy and Littlewood, [10], [9].

Theorems (8.2) and (8.3) are due to F. and M. Riesz [1]. (8.4) was proved by Helson [1], settling an old conjecture of Steinhaus. M. Weiss [3] has shown that the hypothesis $\mathfrak{P}\left[s_{n}\right]=O(1)$ does not imply that $\Sigma c_{k} e^{i k z}$ is a Fourier series. Theorem (8.6) is due to Hardy and Littlewood [15]; see also Hardy, Littlewood and Polya, Inequalities, p. 236, where a different proof is given, and Fejér[10]. Theorem (8.11) wias proved by R. Salem and the author.
§9. Privalov [1], Fichtenholz [1].
§ 10. Literature about conformal mapping will be found in Gattegno and Ostrowski [1]. Theorem ( 10.6 ) is due to Fejér [12]; (10.14) to Hardy and Littlewood [15]; for ( 10.15 ) and ( 10.17 ) see F. and M. Riesz [1], Privalov [1]. For (10-18) see Bohr[1], Salem [3]; in a somewhat similar direction goes the following theorem of Mentov [1]: given any periodic $f \in \mathrm{~L}$ and any $\epsilon>0$ we can modify $f$ in a set of measure less than $\epsilon$ in such a way that the Fourier series of the new function converges uniformly.

## CHAPTER VIII

§1. The two proofs of (8.1) are, of course, not basically different. While Lebesgue's proof appeals directly to a general theorem on linear operations, the same principle is implicit in the more concrete construction of Fejér. The polynomials $Q$ were introduced in Fejér [8]. In connexion with (1-13), (1-14), (1-16) see Fejér [8], Steinhans [6]; for (1-17), see Fejér[7]; for (1-21), Zygmund [16].

We also mention the following two results.
(a) There exists a continuous $f$ such that $S[f]=\Sigma a_{k} \cos k x$ diverges at $x=0$, and $\left|a_{1}\right| \geqslant\left|a_{3}\right| \geqslant \ldots$. (Salem [10]).
(b) There exists a continuous $f$ with $S[f]$ uniformly convergent and ouch that $S\left[f^{2}\right]$ is divergens in a dense set (Salem [5]).
§2. For (2-1) see Faber [2], Lebesgue [1]; for (2-5), Hardy and Littlewood [3].
$\$ 3$ 3. 4. Theorems (3.1) and (4.1) are proved in Kolmogorov [6], [7]. Theorem (3.6) is proved in Hardy and Rogosinski, Fourier Series, pp. 70-2; the almost everywhere divergent Fourier series which they construct to prove (3.1) is of power series type, a fact which they note in paseing, but do not strees, though the result is of definite intereet. Zeller [1] uses Kolmogorov's construction to obtain a Fourier series whose set of points of convergence is an arbitrary denumerable sum of closed sets. Theorem (3.14) is taken from Marcinkiewicz [2], where also other examplee of divergent Fourier sories will be found.

## CHAPTER IX

81. Sets of type H were introduced by Rajchman [2]. For (1-9) and (1-10), soe Stoinhaus [7], Rajchman [2].
82. Theorems (2.7) and (2-8) are proved in Riemann [1]; for (2-11), see Zygmund [1]. Theorem (2.16), under the hypothesis $k \rho_{k} \rightarrow 0$, is proved in Fatou [1]. For (2.20) see Zygmund [1]; for (2-22), Rajchman and Zygmund [2]; for (2.27), Verblunsky [1n]. Theorem (2.28) was stated, under the hypothesis $|E|=2 \pi$, by Linsin [1], but it seems that he never published the proof.
83. Part (i) of (3-1) is due to G. Cantor; part (ii) and (3-19) to de la Vallée-Pouean [1]. Theorem (3.18) is proved in Steinhaus [2] (and generalizes an esrlier unpublished result of Banach for $\chi \equiv 0$ ). N. Bary [6], generalizing earlier results of Lusin and Mentov, shows that for any measurable and periodic $f$ there is continuous and periodic $F$ such that $F^{\prime}=f$ almat sverymhers and $S^{\prime}$ [ $F$ ] converges to $f$ almost everywhere.
§4. The eseence of (4.3) is due to Riemann [1]; the part about the uniformity of convergence was first proved in Phragmén [1] and Neder [1]; the conjugate series are considered in Zygmund [14].

For (4.9) see Rajchman [3], [4]; a number of generalizations will be found in Zygmund [14]. For (4-29) see Riemann [1]; also Rajchman [3], Neder [1], Zygmund [14]. In connexion with (4.27), see Lusin [1], Hobson [1]. The notion of a restricted Fourier sories wae introduced by W. H. Young, [9], [10].
§5. Theorem (5.1) is proved in Rajchman [3]; for (5.2) see Zygmund [14]; the first example of a power series converging in a given interval and diverging in another given interval was constructed by Steinhaus [10]. It is well known (see Sierpinski [1]) that the set of points of convergence of a series of continuous functions is the most genersl set of type $F_{\sigma \delta}$ (that is a set of the form $\Pi \sum_{i k} F_{i k}$, where the $F_{i k}$ are closed sets). The problem whether for any periodic set $S$ of type $k i$
$F_{\sigma 8} w e$ can find a trigonometric or power series having $S$ as the set of points of convergence is open. For results in this direction see Mazurkiewicz [1], Herzog and Piranian [1]. Zeller [1] (see the reference to Zeller in the Notee to Chapter VIII, $\$ \oint 3,4)$.

The first example of a power series $\Sigma c_{n} z^{n}$ having coefficients tending to 0 and diverging everywhere on $|z|=1$ was constructed by Lusin [3]; the corresponding example for trigonometric series was obtained by Steinhaus [8]; for (5-3) see Steinhaus [8]. Mazurkiewicz [2] showed that for every linear method of summation there is a power series with coefficients tending to 0 , nonsummable at any point of $|z|=1$.

Theorem (5.7), without the uniformity of convergence, was proved by Fatou [1]; the complete theorem by M. Rieez [5]. [6]. For (5.8), see Zygmund [15]. Lusin [4].

Theorem (5.16) was proved, in part, by Phragmen [1]; the paper seems to have eecaped attention, and the theorem was rediscovered (with a different proof) in Zygmund [17]. Phragmón seems to have been the first to consider formal products of trigonometric series, though in applications his theorem is not as satisfactory as Rajchman's Theorem (4.9). For (5.20) and (5.22) see Zygmund [18 $8_{\text {I }}$ ]. A number of results about formal multiplication will be found in Schmetterer [1], [2].
§ 6. That there exist perfect M-sets of measure 0 was first proved in Mentov [1], and the reault marks the beginning of the modern theory of uniqueness. That M-sets are, in a certain sense, more numerous than U-sets follows also from the reeults of Salem [8]. The existence of perfect U-sets was proved indcpendently by Rajchman [2] and N. Bary [4], [2]; the theorem that H-sets are sets of uniqueness was proved by Rajchman [2], [4], [5]; the proof of the second of theee papers uses (8.1) implicitly, but an explicit formulation of (8-1) first occurs in Pyatetaki-Shapiro [1]. The definition of sets $\mathrm{H}^{(m)}$ and Theorem (6.6) are also due to Pyatetshi-Shapiro [1]; he provee (loc. cif) that for each $m=2,3, \ldots$ there are sets $H^{(m)}$ which are not denumerable sums of sets $H^{(m-1)}$. He also shows (loc. cif.) that there actually exist perfect sets of multiplicity which are not sets of multiplicity in the restricted sense.

Kahane and Salem [1], [2], have shown that if $P$ is any perfect M-set of constant ratio of dis. section, then there are trigonometric series other than Fourier-Stieltjes series converging to 0 outside $P$ but not everywhere; on the other hand, there are perfect sets $P$ such that every trigonometric series with coefficients $O(1 / n)$ and converging to constants in the intervals contiguous to $P$, is necessarily the Fourier series of a function of bounded variation.

For more literature about sets of uniquenees and multiplicity the reader is referred to the monograph of N. Bary [3].
§7,8. M. Rieez [7] was the first to consider uniquenees of summable trigonometric series. Uniqueness for Abel summable series was first studied by Rajchman [1]; the paper contains a proof of (7.6) (it can be shown that neither of the intervals in (7.6) need include the other; soe Rajchman and Zygmund [1]). Rajchman considered the case of coefficients tonding to 0 , but his method can be applied to series which after two termwise integrations become Fourier series of continuous functions (see Zygmund [19]). Theorems for series with coefficients o( $n$ ) are due to Verblunsky [ $I_{1, n}$ ]. Considerable generalizations of Theorem (8.2) for the method ( $C, \alpha$ ) will be found in Wolf[1]. The uniqueness of series summable $A$ to 0 is studied, by means of complex methods, in Wolf [2].
§9. See Zygmund [14] and, for (9.21), M. Rieaz [7], Rajchman [4].
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## CHAPTER X

## TRIGONOMETRIC INTERPOLATION

## 1. General remarks

In this chapter trigonometric polynomials will be systematically referred to simply as polynomials. We shall refer to ordinary polynomials, when we have occasion to speak of them, as power polynomials.

A polynomial

$$
T(x)=\frac{1}{2} a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right)=\sum_{k=-n}^{n} c_{k} e^{i k x}
$$

of order $n$ has $2 n+1$ coefficients, so that one would, in principle, expect that $2 n+1$ constraints would be sufficient to determine $T$. A purely cosine polynomial of order $n$ has $n+1$ coefficients; a sine one, $n$ coefficients.

Let us fix $2 n+1$ points

$$
x_{0}, x_{1}, \ldots, x_{2 n}
$$

on the $x$-axis, distinct modulo $2 \pi$. (In what follows we shall speak simply of distinct. points.) If desirable, we can always assume that these points are situated in any fixed interval of length $2 \pi$.
(1-2) Theorem. Given $2 n+1$ distinct points $x_{0}, x_{1}, \ldots, x_{2 n}$ and arbitrary numbers $y_{0}, y_{1}, \ldots, y_{2 n}$, real or complex, there is always a unique polynomial (1•1) such that

$$
T\left(x_{k}\right)=y_{k} \quad(k=0,1, \ldots, 2 n)
$$

If we treat $(1 \cdot 3)$ as a system of linear equations in the $c_{k}$, the determinant of the system is

$$
e^{-i n\left(x_{0}+x_{1}+\ldots+x_{2 n}\right)}\left|\begin{array}{cccc}
1 & e^{i x_{0}} & \ldots & e^{2 n i x_{0}} \\
1 & e^{i x_{1}} & \ldots & e^{2 n i x_{1}} \\
\ldots & \ldots & \ldots & \ldots \\
1 & e^{i x_{2 n}} & \ldots & e^{2 n i x_{2 n}}
\end{array}\right|=e^{-i n\left(x_{0}+x_{1}+\ldots+x_{2 n}\right)} \prod_{\mu>\nu}\left(e^{i x_{\mu}}-e^{i x_{\nu}}\right),
$$

and this is different from 0.
The polynomial $T(x)$ just defined is called the (trigonometric) interpolating polynomial corresponding to the points (abscissae) $x_{k}$ and the values (ordinates) $y_{k}$. The points $x_{0}, x_{1}, \ldots, x_{2 n}$ are often called the fundamental, or nodal, points of interpolation.

Let $t_{j}(x)$ be the polynomial of order $n$ which takes the value 1 when $x=x_{j}$ and the value 0 at the remaining points $x_{k}$. Then

$$
T(x)=\sum_{j=0}^{2 n} y_{j} t_{j}(x)
$$

since the right-hand side is a polynomial of order $n$ taking the value $y_{k}$ for $x=x_{k}$, for all $k$. The polynomials $t_{j}(x), j=0,1, \ldots, 2 n$, are called the fundamental polynomials corresponding to the fundamental points $x_{0}, x_{1}, \ldots, x_{2 n}$.

Clearly

$$
\begin{equation*}
t_{j}(x)=\prod_{k \neq j} 2 \sin \frac{1}{2}\left(x-x_{k}\right) / \prod_{k \neq j} 2 \sin \frac{1}{2}\left(x_{j}-x_{k}\right) . \tag{1.5}
\end{equation*}
$$

For the expression on the right is equal to 1 when $x=x_{j}$ and to 0 at the remaining $x_{k}$; and it is a polynomial of order $n$, since the numerator consists of $2 n$ factors each of the form $\alpha e^{\frac{1 i x}{}}+\beta e^{-i i x}$.

It is also easy to see that if
then

$$
\begin{align*}
& \text { at if } \Delta(x)=\prod_{k=0}^{9 n} 2 \sin \frac{1}{8}\left(x-x_{k}\right), \\
& t_{j}(x)=\Delta(x) /\left\{2 \Delta^{\prime}\left(x_{j}\right) \sin \frac{1}{2}\left(x-x_{j}\right)\right\} .
\end{align*}
$$

By the number of roots of a polynomial $T(x)$ we shall mean the sum of the multiplicities of its distinct real roots (distinct mod $2 \pi$, that is). We have now:
(1-7) Theorem. The number of roots of any $T(x) \neq 0$ of order $n$ does not exceed $2 n$.
From (1-1) we see that

$$
\begin{equation*}
e^{-i n x} T(x)=P(z) \tag{1.8}
\end{equation*}
$$

where $z=e^{i x}$ and $P(z)$ is a power polynomial of degree $2 n$ in $z$. If $x=\xi$ is a root of order $k$ of $T(x)$, that is, if

$$
T(\xi)=T^{\prime}(\xi)=\ldots=T^{(k-1)}(\xi)=0, \quad T^{(k)}(\xi) \neq 0
$$

successive differentiation of (1-8) with respect to $x$ shows that $\zeta=e^{4 \zeta}$ is a root of order $k$ for $P(z)$, and conversely. Hence if the number of roots of $T(x)$ exceeds $2 n$, the number of roots of $P(z)$, multiplicity being taken into account, also exceeds $2 n$. Thus $P(z) \equiv 0$, that is, $T(x) \equiv 0$, contrary to the hypothesis.

As a corollary, we obtain that if two polynomials $S(x)$ and $T(x)$ of order $n$ vanish at the same $2 n$ points $\xi_{1}, \xi_{2}, \ldots, \xi_{2 m}$ of the interval $0 \leqslant x<2 \pi$, then one of $S$ and $T$ is a multiple of the other. (If $k$ of the points $\xi$ coincide, we mean that $S$ and $T$ have roots of multiplicity at least $k$ there.) For suppose that $S \neq 0$ (otherwise, $S=0 . T$ ), and let $C=T(\xi) / S(\xi)$, where $\xi$ is distinct from $\xi_{1}, \xi_{2}, \ldots, \xi_{2 \pi}$ and is such that $S(\xi) \neq 0$. The polynomial $T(x)-C S(x)$ of order $n$ vanishes not only at the points $\xi_{1}, \xi_{2}, \ldots, \xi_{2 n}$ but also at $\xi$. Hence $T-C S \equiv 0, T \equiv C S$.

In particular, if $T$ vanishes at the roots of $\cos (n x+\alpha)$, then $T \equiv C \cos (n x+\alpha)$.
(1.9) Theorem. If a cosine polynomial $C(x)$ of order $n$ vanishes at $n+1$ points $\xi_{0}<\xi_{1}<\ldots<\xi_{n}$ in $0 \leqslant x \leqslant \pi$, then $C(x) \equiv 0$.

If $\xi_{0}>0$ or $\xi_{n}<\pi, C(x)$ vanishes at $2 n+1$ points and so is identically zero. For $C(x)$ is even, and if, for example, $\xi_{0}>0, C(x)$ vanishes at $\pm \xi_{0}, \pm \xi_{1}, \ldots, \pm \xi_{n-1}, \xi_{n}$ ( $\xi_{n}$ and - $\xi_{n}$ are not distinct if $\xi_{n}=\pi$ ). If simultaneously $\xi_{0}=0$ and $\xi_{n}=\pi$, then $C(x)$, being even, must have at least double roots at $x=0, \pi$, so that the number of roots of $C(x)$ is at least $4+2(n-1)=2 n+2$, and again $C(x) \equiv 0$.
(1-10) Theorem. If a sine polynomial $S(x)$ of onder $n$ vanishes at $n$ points $\xi_{1}<\xi_{2}<\ldots<\xi_{n}$ interior to $(0, \pi)$, then $S(x) \equiv 0$.

It is enough to observe that $S(x)$ vanishes at $2 n+2$ distinct points $0, \pm \xi_{1}, \ldots, \pm \xi_{n}, \pi$. It is sometimes important to interpolate by means of purely cosine or purely sine polynomials.
(1-11) Theorem. Aiven any $n+1$ distinct points $\xi_{0}, \xi_{1}, \ldots, \xi_{n}$ in $0 \leqslant x \leqslant \pi$, and any numbers $\eta_{0}, \eta_{1}, \ldots, \eta_{n}$, there is a unique cosine polynomial $C(x)$ of order $n$ such that $C\left(\xi_{k}\right)=\eta_{k}$ for all $k$.

Obeerve that $\quad \tau_{j}(x)=\prod_{k+j}\left(\cos x-\cos \xi_{k}\right) / \prod_{k+j}\left(\cos \xi_{j}-\cos \xi_{k}\right)$
is a cosine polynomial of order $n$ which is equal to 1 when $x=\xi_{j}$ and vanishes at the remaining $\xi_{k}$, so that

$$
C(x)=\sum_{j=0}^{\infty} \eta_{j} \tau_{j}(x)
$$

is a cosine polynomial having the required properties. Its uniqueness is a consequence of ( 1.9 ).

If the points $\xi_{j}$ are all in the interior of $(0, \pi)$, the roots of $\cos x-\cos \xi_{j}$ are all simple, and so
where

$$
\begin{gathered}
\tau_{f}(x)=-\frac{\delta(x) \sin \xi_{j}}{\delta^{\prime}\left(\xi_{f}\right)\left(\cos x-\cos \xi_{j}\right)}, \\
\delta(x)=\prod_{k}\left(\cos x-\cos \xi_{k}\right) .
\end{gathered}
$$

The case in which $C(x)$ is of order $n-1$ and

$$
\xi_{0}^{n-1)}=\frac{\pi}{2 n}, \quad \xi_{1}^{(n-1)}=\frac{3 \pi}{2 n}, \quad \cdots, \quad \xi_{n-1}^{(n-1)}=\frac{(2 n-1) \pi}{2 \pi}
$$

is particularly interesting. Here $\delta(x)$ has the same roots as $\cos n x$, so that

$$
\delta(x)=C \cos n x
$$

and it is easy to verify that now

$$
C(x)=\frac{\cos n x}{n} \sum_{j=0}^{n-1} \frac{(-1)^{j} \sin \xi_{j}}{\cos \xi_{j}-\cos x} \eta_{j} \quad\left(\xi_{j}=(2 j+1) \frac{\pi}{2 n}\right) .
$$

(1-13) Theorem: Given any distinct points $\xi_{1}, \xi_{8}, \ldots, \xi_{n}$ interior to ( $0, \pi$ ) and any $n$ numbers $\eta_{1}, \eta_{2}, \ldots, \eta_{n}$, there is a unique sine polynomial $S(x)$ of order $n$ such that $S\left(\xi_{k}\right)=\eta_{k}$ for all $k$.

It is enough to set
where

$$
\begin{gathered}
S(x)=\sum_{j=1}^{n} \eta_{j} \sigma_{j}(x) \\
\sigma_{j}(x)=\frac{\sin x \prod_{k+j}\left(\cos x-\cos \xi_{k}\right)}{\sin \xi_{j} \prod_{k+j}\left(\cos \xi_{j}-\cos \xi_{k}\right)^{2}} .
\end{gathered}
$$

Clearly $\sigma_{j}$ is a sine polynomial of order $n$ which is equal to 1 when $x=\xi_{j}$ and vanishes at the remaining $\xi_{k}$.

Return to the general formula (1-4). Given any function $f(x)$ of period $2 \pi$, the interpolating polynomial which coincides with $f(x)$ at the points $x_{k}$ (and so slso at the points congruent to $\left.x_{k} \bmod 2 \pi\right)$ is equal to

$$
\sum_{j=0}^{m} f\left(x_{j}\right) t_{j}(x)
$$

Suppose now that for each $n$ we have a system

$$
x_{0}^{(n)}, x_{1}^{(n)}, \ldots, x_{2 \pi}^{(n)}
$$

of $2 n+1$ fundamental points. It is natural to ask for conditions under which the sum ( $1 \cdot 14$ ) will tend to $f(x)$ as $n \rightarrow \infty$. This problem of the representation of functions by interpolating polynomials has something in common with the problem of the representation of functions by their Fourier series. It is natural to expeot that the geometric structure of the fundamental sets (1-15) is of great importance here. Little is
known about the behaviour of the interpolating polynomials for the general system $(1 \cdot 15)$, and in what follows we shall be concerned almost exclusively with the caee of equidistant nodal points. By this we mean that

$$
x_{j}^{(n)}=x_{0}^{(n)}+\frac{2 \pi j}{2 n+1} \quad(j=0,1, \ldots, 2 n)
$$

Thus the points $\exp \left(i x_{j}^{(n)}\right), j=0,1, \ldots, 2 n$, are equally spaced over the circumference of the unit circle. This case has been particularly well investigated, and is the most important in applications. Moreover, the analogy with Fourier series is here particularly striking.

If no confusion arises, we shall write $x_{j}$ for $x_{j}^{(n)}$.
The polynomial coinciding with the periodic function $f(x)$ at the points (1-16) will be denoted by $I_{n}(x, f)$ or by $I_{n}[f]$, or simply by $I_{n}(x)$, and will be called the $n$-th interpolating polynomial of $f$.

Consider the Dirichlet kernel

$$
D_{n}(u)=\frac{1}{2}+\sum_{k=1}^{n} \cos k u=\frac{\sin \left(n+\frac{1}{1}\right) u}{2 \sin \frac{1}{2} u} .
$$

It is a polynomial of order $n$ vanishing at the points $2 \pi j /(2 n+1), j=1,2, \ldots, 2 n$, and equal to $n+\frac{1}{2}$ for $u=0$. Thus the polynomial $D_{n}\left(x-x_{j}\right) /\left(n+\frac{1}{8}\right)$, which is equal to 1 when $x=x_{j}$ and to 0 at the remaining points $x_{k}$, is a fundamental polynomial for the system (1-16) and, by (1-14),

$$
I_{n}(x, f)=\frac{2}{2 n+1} \sum_{j=0}^{2 n} f\left(x_{j}\right) D_{n}\left(x-x_{j}\right) .
$$

This expression can be written as a Stieltjes integral. Let $\xi_{0}$ be any real number, and for every positive integral $p$ let $\omega_{p}(x),-\infty<x<+\infty$, be any step function which has jumps $2 \pi / p$ at the points

$$
\xi_{\nu}=\xi_{0}+2 \nu \pi / p \quad(\nu=0, \pm 1, \pm 2, \ldots)
$$

is constant in the interior of each interval $\left(\xi_{\nu}, \xi_{\nu+1}\right)$ and has regular discontinuities at the $\xi_{\nu}$. The function $\omega_{p}(x)$ is determined uniquely, except for an irrelevant additive constant, by the suffix $p$ and by the position of any point $\xi_{v}$; so no misunderstanding will occur if we denote the function simply by $\omega_{p}(x)$. If the set ( $1 \cdot 18$ ) contains a point $\xi$, or a point set $E$, we shall say that the function $\omega_{p}(x)$ is associated with $\xi$, or with $E$.

The formula (1-17) can now be written

$$
I_{n}(x, f)=\frac{1}{\pi} \int_{0}^{2 \pi} f(t) D_{n}(x-t) d \omega_{2 n+1}(t)
$$

where $\omega_{2 n+1}$ is associated with the points (1-16). If $S(x)$ is a polynomial of order $n$, then $I_{n}(x, S)=S(x)$, since both sides are equal at the points (1-16). Thus

$$
S(x)=\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{n}(x-t) d \omega_{2 n+1}(t)
$$

If $g(x)$ is periodic, then $\int_{a}^{a+2 \pi} g d \omega_{p}$ is independent of $\alpha$. In particular, the integral in (1-19) may be taken over any interval of length $2 \pi$.

If $f(x)$ is continuous, the integral in (1-19) certainly exists as a Riemann-Stieltjes integral. If $f$ is discontinuous at some of the points ( $1 \cdot 16$ ), the integral does not exist in the Riemann-Stieltjes sense. We might here use the more general LebeagueStieltjes definition, but it is much simpler to treat the integral in (1-19) merely as a different notation for the sum in (1-17), and we shall always do so. The advantage of the integral notation is that it brings to light the formal similarity between the $n$th interpolating polynomial of $f$ and the $n$th partial sum

$$
S_{n}(x ; f)=\frac{1}{\pi} \int_{0}^{2 x} f(t) D_{n}(x-t) d t
$$

of $S[f]$. If we add a suitable constant to $\omega_{2 n+1}(t)$, it will tend uniformly to $t$ as $n$ tends to infinity, and this might suggest that the behaviour of $I_{n}(x, f)$ as $n \rightarrow \infty$ should be similar to that of $S_{n}(x ; f)$. We shall see later that within certain limits this is actually the case, though the parallelism does not go so far as might be expected from the formal resemblance of the integrals in ( 1.19 ) and ( 1.21 ).

In this chapter, unless otherwise stated, we shall consider only functions integrable in the classical Riemann sense and of period $2 \pi$. In particular, our functions will be bounded. The most interesting special case, and that in which the most important problems arise, is that of continuous functions. Usually the extension of results from continuous to R -integrable functions (if possible at all) does not require essentially new ideas; but $R$-integrability is as natural for the theory of interpolation as $L$-integrability is for the theory of Fourier series. That L-integrability is not of much use for interpolation is clear from the fact that the $I_{n}(x, f)$ are defined by the values of $f$ at a denumerable set of points. By modifying $f$ there, we can change the behaviour of the $I_{n}[f]$, while $S[f]$ remains unchanged.

The polynomial $I_{n}(x, f)$ conjugate to $I_{n}(x, f)$ is obtained from (l-17) by replacing each $D_{n}\left(x-x_{j}\right)$ by the conjugate Dirichlet kernel $\tilde{D}_{n}\left(x-x_{j}\right)$, where

Thus

$$
\begin{gather*}
D_{n}(x)=\sum_{k=1}^{n} \sin k x=\frac{\cos \frac{1}{2} x-\cos \left(n+\frac{1}{2}\right) x}{2 \sin \frac{1}{2} x} . \\
I_{n}(x, f)=\frac{1}{\pi} \int_{0}^{2 \pi} f(t) D_{n}(x-t) d \omega_{g_{n+1}}(t) .
\end{gather*}
$$

In particular, for any polynomial $S(x)$ of order $n$,

$$
\begin{equation*}
\tilde{S}(x)=\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{n}(x-t) d \omega_{2 n+1}(t) \tag{1.23}
\end{equation*}
$$

Trigonometric interpolation is analogous to interpolation by means of power polynomials. Given any $n+1$ distinct points $\zeta_{0}, \zeta_{1}, \ldots, \zeta_{n}$ of the complex plane, and any numbers $\eta_{0}, \eta_{1}, \ldots, \eta_{n}$, there is always a uniquely determined (interpolating) polynomial $P(\zeta)=c_{0}+c_{1} \zeta+\ldots+c_{n} \zeta^{n}$ of degree $n$ satisfying

$$
P\left(\zeta_{k}\right)=\eta_{k} \quad(k=0,1, \ldots, n) .
$$

The uniqueness follows from the fact that the difference of two such polynomials would be a polynomial of degree $n$ having at least $n+1$ zeros, and so would vanish identically. If we set

$$
\left.\begin{array}{l}
w(\zeta)=\left(\zeta-\zeta_{0}\right)\left(\zeta-\zeta_{1}\right) \ldots\left(\zeta-\zeta_{n}\right), \\
i_{j}(\zeta)=w(\zeta) / w^{\prime}\left(\zeta_{j}\right)\left(\zeta-\zeta_{j}\right)
\end{array}\right\}
$$

then $l_{j}(\zeta)$ is a polynomial of degree $n$ equal to 1 at $\zeta_{j}$ and vanishing at the remaining $\zeta_{k}$. Thus, if $\boldsymbol{F}(\zeta)$ is any function such that $\boldsymbol{F}\left(\zeta_{j}\right)=\boldsymbol{\eta}_{\boldsymbol{j}}$ for all $j$, we get the classical Lagrange interpolating formula

$$
\begin{aligned}
P(\zeta)=\sum_{j=0}^{n} \eta_{j} l_{j}(\zeta) & =\sum_{j=0}^{n} \eta_{j} \frac{w(\zeta)}{w^{\prime}\left(\zeta_{j}\right)\left(\zeta-\zeta_{j}\right)} \\
& =\sum_{j=0}^{n} F\left(\zeta_{j}\right) \frac{w(\zeta)}{w w^{\prime}\left(\zeta_{j}\right)\left(\zeta-\zeta_{j}\right)}
\end{aligned}
$$

Assume now that all the points $\zeta_{\text {f }}$ are real and situated in the interval $-1 \leqslant \zeta \leqslant 1$, and consider the (standard) mapping

$$
\zeta=\cos x
$$

of the interval $-1 \leqslant \zeta \leqslant 1$ on to the interval $0 \leqslant x \leqslant \pi$. It transforms any function $\boldsymbol{F}(\zeta)$, defined in $-1 \leqslant \zeta \leqslant 1$, into $F(\cos x)=f(x)$, say, and the points $\zeta_{0}, \zeta_{1}, \ldots, \zeta_{n}$ into points $x_{0}, x_{1}, \ldots, x_{n}$. The power polynomial $P_{n}(\zeta)$ coinciding with $F(\zeta)$ at the points $\zeta_{k}$ becomes $P_{n}(\cos x)$, a purely cosine polynomial coinciding with $f(x)$ at the points $x_{0}, x_{1}, \ldots, x_{n}$.

Conversely, we suppose that $f(x)$ is any function defined for $0 \leqslant x \leqslant \pi$, that $0 \leqslant x_{0}<x_{1}<\ldots<x_{n} \leqslant \pi$, and that $C_{n}(x)$ is the cosine polynomial of order $n$ coinciding with $f$ at the points $x_{0}, x_{1}, \ldots, x_{n}$. We observe that $\cos k x$ is a power polynomial of degree $k$ in $\cos x$. (This is obvious for $k=0,1$, and for general $k$ it follows by induction from the formula $\cos k x+\cos (k-2) x=2 \cos x \cos (k-1) x$.) Thus the transformation (1-26), which carries the function $f(x)$ into an $F(\zeta)$ defined in $-1 \leqslant \zeta \leqslant 1$, also carries $C_{n}(x)$ into a power polynomial $P_{n}(\zeta)$ coinciding with $F$ at the points $\zeta_{j}=\cos x_{j}$.

The problem of interpolating by means of power polynomials $P_{n}(\zeta)$ on the interval $-1 \leqslant \zeta \leqslant 1$ is thus equivalent to that of interpolating by means of cosine polynomials on $0 \leqslant x \leqslant \pi$. The case of the so-called Tchebyshev abscissae

$$
\zeta_{0}^{(n-1)}=\cos \frac{\pi}{2 n}, \quad \zeta_{1}^{(n-1)}=\cos \frac{3 \pi}{2 n}, \quad \cdots, \quad \zeta_{n-1}^{(n-1)}=\cos \frac{(2 n-1) \pi}{2 n}
$$

is equivalent to cosine interpolation with equidistant fundamental points $\pi / 2 n$, $3 \pi / 2 n, \ldots,(2 n-1) \pi / 2 n$.

## 2. Interpolating polynomials as Fourier series

Write

$$
\begin{aligned}
I_{n}(x, f) & =\frac{1}{2} a_{0}^{(n)}+\sum_{\nu=1}^{n}\left(a_{\nu}^{(n)} \cos \nu x+b_{\nu}^{(n)} \sin \nu x\right) \\
& =\sum_{\nu=-n}^{+n} c_{\nu}^{(n)} e^{i v x} .
\end{aligned}
$$

If we replace $D_{n}(u)$ in $(1 \cdot 19)$ by $\frac{1}{\frac{1}{2}}+\cos u+\ldots+\cos n u$ and compare the terms on both sides, we get

$$
a_{\eta}^{(n)}=\frac{1}{\pi} \int_{0}^{2 \pi} f(t) \cos \nu t d \omega_{9 n+1}(t), \quad b_{\eta}^{(n)}=\frac{1}{\pi} \int_{0}^{2 \pi} f(t) \sin \nu t d \omega_{2 n+1}(t)
$$

for $\nu=0,1,2, \ldots, n$. Similarly we have

$$
c_{n}^{(n)}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t) e^{-1 \alpha} d \omega_{2 n+1}(t)
$$

for $|\nu| \leqslant n$. The numbers $a_{n}^{(n)}, b_{v}^{(n)}$ will be called the Fourier-Lagrange coefficients of $f$ (corresponding to the fundamental pointe (1-16)). The $d_{s}^{(n)}$ are the complex Fourier-

Lagrange coefficients of $f$. Where no ambiguity axises we shall write $a_{v}, b_{p}, c_{\nu}$ for $a_{0}^{(n)}, b_{n}^{(n)}, c_{n}^{(n)}$. For a fixed $\nu$, the integral defining $a_{\eta}^{(n)}$ is an approximate Riemann sum for the integral

$$
\frac{1}{\pi} \int_{0}^{2 \pi} f(t) \cos \nu t d t,
$$

and similarly for $b_{\nu}^{(n)}, c_{\nu}^{(n)}$. Thus as $n \rightarrow \infty$ the $\nu$-th Fourier-Lagrange coefficient of $f$ tends to the $\nu$-th Fourier coefficient of $f$.

We recall a definition from Chapter $I$, § 3. Let $\phi_{1}(x), \phi_{2}(x), \ldots$ be defined in an interval $(a, b)$, and let $w(x)$ be a non-decreasing function in $(a, b)$. We say that the system of functions $\phi_{\nu}$ is orthogonal over $(a, b)$ with respect to the weight $d r o$ if

$$
\int_{a}^{b} \phi_{j}(x) \phi_{k}(x) d w(x)=\left\{\begin{aligned}
0 & \text { for } j \neq k \\
\lambda_{k}>0 & \text { for } j=k
\end{aligned}\right.
$$

Given any function $f(x)$ defined in $(a, b)$, we call the numbers

$$
c_{j}=\frac{1}{\lambda_{j}} \int_{a}^{b} f(x) \bar{\phi}_{j}(x) d w(x)
$$

the Fourier coefficients of $f$, and the series

$$
c_{1} \phi_{1}+c_{2} \phi_{2}+\ldots
$$

the Fourier series of $f$, all with respect to the system $\left\{\phi_{\nabla}\right\}$ and the weight dw. The system is called complete if the vanishing of all the $c_{j}$ implies that $f$ vanishes almost everywhere with respect to $d w$; that is, that the variation of $w(x)$ over the set of points at which $f$ does not vanish is 0 .

Return to (2.1). Taking for $f(x)$ one of the functions

$$
\begin{equation*}
\frac{1}{2}, \quad \cos x, \quad \sin x, \quad \ldots, \quad \cos n x, \quad \sin n x, \tag{2.3}
\end{equation*}
$$

we immediately deduce that this system is orthogonal over $(0,2 \pi)$ (or any interval of length $2 \pi$ ) with respect to the weight $d \omega_{2 n+1}$. The numbers $\lambda$ here are equal to $\frac{1}{2} \pi, \pi, \pi, \ldots, \pi$. The formulae (2.1) imply that $I_{n}(x, f)$ is the Fourier series of $f$ with respect to the system (2-3) and the weight $d \omega_{2 n+1}$.

Similarly, we show that the system $e^{i v x}, \nu=0, \pm 1, \ldots, \pm n$, is orthogonal over $(0,2 \pi)$ with respect to $d \omega_{2 n+1}$, and $I_{n}(x, f)$ is the Fourier series of $f$ with respect to this system.

If for a given $f$ the numbers $a_{0}, a_{1}, b_{1}, \ldots, a_{n}, b_{n}$ are all 0 , then $I_{n}(x, f) \equiv 0$. This means that $f=0$ at the discontinuities of $\omega_{2 n+1}$ (since $I_{n}(x, f)=f$ there), that is, that the total variation of $\omega_{2 n+1}$ over the set where $f$ does not vanish is 0 . We may therefore say that the system ( $2 \cdot 3$ ) is complete with respect to $d \omega_{2 n+1}$.

The orthogonality of the system $(2 \cdot 3)$ with respect to $d \omega_{2 n+1}$ can also be proved directly; we have only to observe that

$$
\int_{0}^{2 \pi} \cos k x d \omega_{N}(x)+i \int_{0}^{2 \pi} \sin k x d \omega_{N}(x)=\int_{0}^{2 \pi} e^{i k x} d \omega_{N}(x),
$$

and that the last integral is 0 if $k$ is any integer not divisible by $N$ (see Chapter II, $(1 \cdot 3))$. Under this hypothesis both integrals on the left must vanish, and from this we easily infer that the syotem (2.3) is orthogonal over any interval of length $2 \pi$ with respect to $d \omega_{m}$, where $m$ is any integer (odd or even) greater than $2 n$.

It follows from (2.4) that if $T(x)$ is any polynomial of order less than $N$, then

$$
(2 \pi)^{-1} \int_{0}^{2 \pi} T d \omega_{N}
$$

is equal to the constant term of $T(x)$. Thus

$$
\int_{0}^{2 \pi} T(x) d \omega_{N}(x)=\int_{0}^{2 \pi} T(x) d x
$$

for any polynomial $T$ of order strictly less than $N$. In particular,
(2.6) Theorem. If $S(x)=\Sigma \gamma_{\nu} e^{i \nu x}$ and $T(x)=\Sigma \gamma_{\nu}^{\prime} e^{i \nu x}$ are polynomials of order $n<\frac{1}{2} N$, we have the Parseval formulae

$$
\begin{align*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} S(x) T(x) d \omega_{N} & =\sum_{\nu=-n}^{n} \gamma_{\nu} \gamma_{-\nu}^{\prime} \\
\frac{1}{2 \pi} \int_{0}^{2 \pi}|S(x)|^{2} d \omega_{N} & =\sum_{\nu=-\infty}^{+n}\left|\gamma_{\nu}\right|^{2} .
\end{align*}
$$

The case $N=2 n+1$ is particularly important.
If a system of functions $\left\{\phi_{n}(x)\right\}$ is orthogonal in $(a, b)$ with respect to the weight $d w(x)$, and if $S_{k}$ is a linear combination of the functions $\phi_{1}, \phi_{2}, \ldots, \phi_{k}$ with arbitrary constant coefficients, then the quadratic approximation

$$
\int_{a}^{b}\left|f(x)-S_{k}(x)\right|^{2} d w(x)
$$

of $f$ by $S_{k}$ is a minimum for fixed $k$ if $S_{k}$ is the $k$ th partial sum of the Fourier series of $f$ with respect to the system $\left\{\phi_{n}\right\}$ and weight $d w(x)$ (Chapter I, §7). This and the fact that $I_{n}(x, f)$ is a Fourier series give significance to the $k$ th partial sum of $I_{n}(x, f)$,

$$
\begin{align*}
I_{n, k}(x, f) & =\frac{1}{8} a_{0}^{(n)}+\sum_{\nu=1}^{k}\left(a_{\nu}^{(n)} \cos \nu x+b_{\nu}^{(n)} \cos \nu x\right) \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} f(t) D_{k}(t-x) d \omega_{2 n+1}(t) \quad(k=0,1, \ldots, n) \tag{2.9}
\end{align*}
$$

and we have the following theorem:
(2-10) Theorem. The polynomial $I_{n, k}[f]$ minimizes the integral

$$
\int_{0}^{2 \pi}|f(x)-S(x)|^{2} d \omega_{2 n+1}(x)
$$

among polynomials $S$ of order $k$.
Hence $I_{n, k}[f]$ is the unique solution of the following problem: among all polynomials $S(x)$ of order $k \leqslant n$ find the one which would approximate best-in the sense of least squares $\rightarrow$ to the function $f$ at the points $x_{0}, x_{1}, \ldots, x_{2 n}$. For $k<n$ we cannot ingeneral expect that the minimizing $S$ would coincide with $f$ at those points.

## 3. The case of an even number of fundamental points

In principle, any $2 n+1$ conditions will suffice to determine a polynomial $T(x)$ of order $n$. In the previous section we assigned the value of $T$ at $2 n+1$ pre-assigned
points. Now we shall choose a set of $2 n$ equidistant points depending on $T$, more precisely on the phase of the highest term of $T$; and we show that $T$ is uniquely determined by the conditions of having given values at these $2 n$ points.

For write $T$ in the form

$$
\begin{equation*}
T(x)=\frac{1}{2} a_{0}+\sum_{\nu=1}^{n-1}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right)+\rho \cos (n x+\alpha) \tag{3•1}
\end{equation*}
$$

( $\rho$ not necessarily positive), and consider the function $\omega_{2 n}$ associated with the roots of $\sin (n x+\alpha)$. Since the product of any two of the functions

$$
\begin{equation*}
\frac{1}{2}, \quad \cos x, \quad \sin x, \quad \ldots, \quad \cos (n-1) x, \quad \sin (n-1) x, \quad \cos (n x+\alpha) \tag{3•2}
\end{equation*}
$$

is a polynomial of order less than $2 n$, it follows from ( $2 \cdot 5$ ) and the ordinary orthogonality of the system of functions (3.2) that this system is orthogonal with respect to $d \omega_{2 n}$ over any interval of length $2 \pi$. (This holds for any $\omega_{2 n}$.) Thus the coefficients $a_{p}, b_{p}, \rho$ of $T$ can be determined in the usual Fourier fashion. However, while
and

$$
\begin{gathered}
\int_{0}^{2 \pi}\left(\frac{1}{2}\right)^{2} d \omega_{2 n}=\frac{1}{2} \pi \\
\int_{0}^{2 \pi} \cos ^{2} \nu t d \omega_{2 n}=\int_{0}^{2 \pi} \sin ^{2} \nu t d \omega_{2 n}=\pi
\end{gathered}
$$

for $\nu=1,2, \ldots, n-1$ (by (2.5)), we have

$$
\int_{0}^{8 \pi} \cos ^{2}(n t+\alpha) d \omega_{2 n}(t)=\int_{0}^{8 \pi} 1 \cdot d \omega_{2 n}(t)=2 \pi
$$

by virtue of the hypothesis on $\omega_{2 n}$. Thus

$$
T(x)=\frac{1}{\pi} \int_{0}^{2 \pi} T(t)\left\{\frac{1}{2}+\sum_{\nu=1}^{n-1} \cos \nu(t-x)+\frac{1}{2} \cos (n t+\alpha) \cos (n x+\alpha)\right\} d \omega_{9 n}(t)
$$

To the last term in curly brackets we may add $\frac{1}{2} \sin (n t+\alpha) \sin (n x+\alpha)$, which is 0 at the discontinuities of $\omega_{\mathbf{2 n}}$. The expression in brackets then becomes $D_{n}^{*}(t-x)$, where

$$
D_{n}^{*}(u)=\frac{1}{2}+\sum_{\nu=1}^{n-1} \cos v u+\frac{1}{2} \cos n u=\frac{\sin n u}{2 \tan \frac{1}{2} u}
$$

is the modified Dirichlet kernel (Chapter II, §5), and we obtain the following result:
(3.3) Theorem. For any polynomial (3.1) we have

$$
\begin{equation*}
T(x)=\frac{1}{\pi} \int_{0}^{2 \pi} T(t) D_{n}^{*}(t-x) d \omega_{2 n}(t) \tag{3•4}
\end{equation*}
$$

provided $\omega_{s n}$ is associated with the roots of $\sin (n t+\alpha)$.
The right-hand side here depends solely on the values of $T$ at these roots.
Let now $\alpha$ be any real number. Any polynomial $S(x)$ of order $n$ can be written

$$
S(x)=T(x)+\sigma \sin (n x+\alpha)
$$

where $T$ is of the form (3.1). Thus in (3.4) we may replace $T(x)$ by $S(x)-\sigma \sin (n x+\alpha)$ and $T(t)$ by $S(t)$, since $\sin (n t+\alpha)$ vanishes at the discontinuities of $\omega_{2 n}(t)$. This gives

$$
S(x)=\sigma \sin (n x+\alpha)+\frac{1}{\pi} \int_{0}^{9 \pi} S(t) D_{n}^{*}(t-x) d \omega_{2 n}(t)
$$

In particular, let $\phi_{2 n}(t)$ and $\psi_{2 n}(t)$ be the functions $\omega_{2 n}$ associated respectively with the zeros of $\cos n t$ and $\sin n t$. Let $u_{1}, u_{2}, \ldots, u_{2 n}$ and $v_{1}, v_{2}, \ldots, v_{2 n}$ be the discontinuities of $\phi_{\rho_{n}}$ and $\psi_{s n}$. We may suppose that

Then,

$$
u_{k}=(2 k-1) \pi / 2 n, \quad v_{k}=k \pi / n \quad(k=1,2, \ldots, 2 n) .
$$

(3-6) Theorem. For every polynomial
we have

$$
\begin{gather*}
S(x)=\frac{1}{2} a_{0}+\sum_{\nu=1}^{n}\left(a_{\nu} \cos \nu x+b_{\nu} \sin \nu x\right) \\
S(x)=a_{n} \cos n x+\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{n}^{*}(t-x) d \phi_{2 n}(t) \\
S(x)=b_{n} \sin n x+\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{n}^{*}(t-x) d \psi_{2 n}(t)
\end{gather*}
$$

These formulas are particularly useful for obtaining expressions for the polynomials $S, S^{\prime}, S^{\prime}$, which, unlike $S$, contain $2 n$ coefficients only. For example, differentiating (3.7), where the integral is actually a finite sum, we get

In this put $x=0$ and recall that $\phi_{2 n}$ is associated with the zeros of $\cos n t$; then we obtain

$$
S^{\prime}(0)=\frac{1}{n} \sum_{k=1}^{2 n} S\left(u_{k}\right) \frac{(-1)^{k+1}}{\left(2 \sin \frac{1}{2} u_{k}\right)^{2}},
$$

and applying the result to the polynomial $S(\theta+x)$ we have

$$
S^{\prime}(\theta)=\frac{1}{n} \sum_{k=1}^{2 n} S\left(\theta+u_{k}\right) \frac{(-1)^{k+1}}{\left(2 \sin \frac{1}{2} u_{k}\right)^{2}} \quad\left(u_{k}=\frac{\left(k-\frac{1}{2}\right) \pi}{n}\right) .
$$

This formula for the derivative of a trigonometric polynomial has interesting applications. If we write
it gives

$$
\begin{gather*}
\alpha_{k}=n^{-1}\left(2 \sin \frac{1}{2} u_{k}\right)^{-2}, \\
\left|S^{\prime}(\theta)\right| \leqslant \sum_{k=1}^{2 n} \alpha_{k}\left|S\left(\theta+u_{k}\right)\right| . \tag{3•12}
\end{gather*}
$$

Now $\alpha_{1}+\alpha_{2}+\ldots+\alpha_{2 n}=n$, as we may easily verify by taking $S(x)=\sin n x$ in (3.10). Hence, if $|S(x)| \leqslant M$ for all $x$, we have

$$
\left|S^{\prime}(\theta)\right| \leqslant M\left(\alpha_{1}+\alpha_{2}+\ldots+\alpha_{2 n}\right)=M n
$$

More precisely, we have $\left|S^{\prime}(\theta)\right|<M n$, unless $S\left(\theta+u_{k}\right)$ is alternately $\pm M$ for $k=1,2, \ldots, 2 n$, that is, unless $S(\theta+x)$ coincides either with $M \sin n x$ or $-M \sin n x$ at the points $u_{k}$. To fix our ideas, consider the first case and let

$$
\Delta(x)=S(\theta+x)-M \sin n x .
$$

Then $\Delta(x)$ has roots $u_{1}, u_{2}, \ldots, u_{2 n}$; but since $|S| \leqslant M$, both $S(\theta+x)$ and $M \sin n x$ attain their maxima and minima simultaneously at the points $u_{k}$ and the roots must be at least double. It follows that $\Delta(x)$ has at least $4 n>2 n+1$ roots. Hence

$$
S(\theta+x) \equiv M \sin n x, \quad S(x) \equiv M \sin n(x-\theta)
$$

and we get the following theorem:
(3-13) Theorem of S. Bernstein. If a polynomial $S(x)$ of order $n$ satisfies $|S(x)| \leqslant M$ for all $x$, then $\left|S^{\prime}(x)\right| \leqslant n M$, with equality if and only if $S$ is of the form $M \cos (n x+\alpha)$.

Let now $\chi(u)$ be non-decreasing, non-negative and convex in $u \geqslant 0$. Dividing (3•12) by $n$ and applying Jensen's inequality (Chapter I, (10.1)) we get

$$
\begin{equation*}
\chi\left(n^{-1}\left|S^{\prime}(\theta)\right|\right) \leqslant \chi\left(n^{-1} \Sigma \alpha_{k}\left|S\left(\theta+u_{k}\right)\right|\right) \leqslant n^{-1} \Sigma \alpha_{k} \chi\left(\left|S\left(\theta+u_{k}\right)\right|\right) \tag{3.14}
\end{equation*}
$$

and integrating over $0 \leqslant \theta \leqslant 2 \pi$ we have

$$
\begin{align*}
\int_{0}^{2 \pi} \chi\left(n^{-1}\left|S^{\prime}(\theta)\right|\right) d \theta & \leqslant n^{-1} \Sigma \alpha_{k} \int_{0}^{2 \pi} \chi\left(\left|S\left(\theta+u_{k}\right)\right|\right) d \theta \\
& =n^{-1} \Sigma \alpha_{k} \int_{0}^{8 \pi} \chi(|S(\theta)|) d \theta \\
\int_{0}^{8 \pi} \chi\left(n^{-1}\left|S^{\prime}(\theta)\right|\right) d \theta & \leqslant \int_{0}^{2 \pi} \chi(|S(\theta)|) d \theta
\end{align*}
$$

that is

Suppose now that $\chi$ is strictly increasing and that we have equality in (3.15). The two members here are the integrals of the extreme terms in (3.14), so that these terms must therefore be equal for all $\theta$. Since $\chi$ is strictly increasing, this is only possible if we have equality for all $\theta$ in (3.12). The latter condition implies that for every $\theta$ the numbers $S\left(\theta+u_{k}\right)$ are of alternating sign. This in turn implies that the distance between two consecutive zeros of $S$ never exceeds $\pi / n$. If $S \equiv 0$, none of these distances can be less than $\pi / n$, for otherwise $S$ would have more than $2 n$ zeros. Thus either $S \equiv 0$ or $S$ has $2 n$ equidistant zeros. In either case (see p. 2) $S=M \cos (n x+\xi)$. Hence
(3-16) Theorem. For every function $\chi(u)$ non-negative, non-decreasing and convex in $u \geqslant 0$, we have

$$
\begin{equation*}
\int_{0}^{2 \pi} \chi\left(n^{-1}\left|S^{\prime}(\theta)\right|\right) d \theta \leqslant \int_{0}^{2 \pi} \chi(|S(\theta)|) d \theta \tag{3.17}
\end{equation*}
$$

If $\chi$ is strictly increasing, equality occurs if and only if $S=M \cos (n x+\xi)$. In particular,

$$
\begin{equation*}
\left(\int_{0}^{2 \pi}\left|S^{\prime}\right|^{p} d \theta\right)^{1 / p} \leqslant n\left(\int_{0}^{2 \pi}|S|^{p} d \theta\right)^{1 / p} \text { for } p \geqslant 1 \tag{3.18}
\end{equation*}
$$

When $p \rightarrow \infty$, the last inequality reduces to $\max \left|S^{\prime}\right| \leqslant n \max |S|$.
If $|S| \leqslant M$, then not only $\left|S^{\prime}\right| \leqslant n M$ but also $\left|S^{\prime}\right| \leqslant n M$. This is a corollary of the following result:
(3-19) Theorem. If a polynomial $S(x)$ of order $n$ satisfies $|S| \leqslant M$, then

$$
\left\{S^{\prime 2}(x)+S^{\prime 2}(x)\right\}^{\frac{1}{2}} \leqslant n M,
$$

the sign of equality holding if and only if $S=M \cos (n x+\xi)$.
Since the integral in (3.7) is a linear combination of the $2 n$ expressions $D_{n}^{*}\left(x-u_{k}\right)$, the conjugate polynomial $S(x)$ is given by
where

$$
S(x)=a_{n} \sin n x+\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{n}^{*}(x-t) d \phi_{2 n}(t)
$$

$$
D_{n}^{*}(u)=\sum_{k=1}^{n-1} \sin k u+\frac{1}{2} \sin n u=(1-\cos n u) \frac{1}{2} \cot \frac{1}{2} u
$$

is the modified conjugate kernel of Dirichlet (Chapter II, (5•2)).

Let $\alpha$ be any real number. Multiplying (3.7) by $\cos \alpha$ and (3.21) by $\sin \alpha$ and subtracting we get

$$
S(x) \cos \alpha-S(x) \sin \alpha=a_{n} \cos (n x+\alpha)+\frac{1}{\pi} \int_{0}^{2 \pi} S(t) \frac{\sin [n(x-t)+\alpha]-\sin \alpha}{2 \tan \frac{1}{2}(x-t)} d \phi_{2 n}(t)
$$

Suppose now that $x_{0}$ is any root of $\sin (n x+\alpha)$ such that $\cos \left(n x_{0}+\alpha\right)=1$. Differentiating the equation above with respect to $x$ and putting $x=x_{0}$ we have (exactly as in the deduction of (3.10) from (3.9))

$$
\begin{equation*}
S^{\prime}\left(x_{0}\right) \cos \alpha-S^{\prime}\left(x_{0}\right) \sin \alpha=\frac{1}{n} \sum_{k=1}^{2 n} \frac{(-1)^{k+1}+\sin \alpha}{4 \sin ^{2} \frac{1}{2}\left(x_{0}-u_{k}\right)} S\left(u_{k}\right) . \tag{3.22}
\end{equation*}
$$

The coefficients of $S\left(u_{k}\right)$ in the sum on the right are of alternating sign. Denoting their absolute values by $\beta_{k}$ and applying the result to $T(x)=S\left(\theta+x-x_{0}\right)$, we obtain

$$
\begin{equation*}
\left|S^{\prime}(\theta) \cos \alpha-S^{\prime}(\theta) \sin \alpha\right| \leqslant \frac{1}{n} \sum_{k=1}^{2 n} \beta_{k}\left|S\left(\theta+u_{k}-x_{0}\right)\right| \tag{3.23}
\end{equation*}
$$

Here we have $\beta_{1}+\beta_{2}+\ldots+\beta_{2 n}=n^{2}$, by applying (3.22) to $S(x)=\sin n x$. Thus if $|S| \leqslant M$,

$$
\left|S^{\prime}(\theta) \cos \alpha-S^{\prime}(\theta) \sin \alpha\right| \leqslant n M,
$$

and the sign of equality occurs if and only if $S\left(\theta+u_{k}-x_{0}\right)$ is alternately $\pm M$, that is, if $S(x)$ is of the form $M \cos (n x+\xi)$. Since $\alpha$ is arbitrary, (3.24), with $x$ for $\theta$, implies (3.20). If we have equality in (3.20) for $x=\theta$, then for a suitable $\alpha$ we have equality in (3.24), and so $S(x)=M \cos (n x+\xi)$.

If $\chi(u)$ is non-negative, non-decreasing and convex, it follows from (3.23) that

$$
\int_{0}^{2 \pi} \chi\left(n^{-1}\left|S^{\prime}(\theta) \cos \alpha-S^{\prime}(\theta) \sin \alpha\right|\right) d e \leqslant \int_{0}^{2 \pi} \chi(|S(\theta)|) d \theta
$$

If $\chi$ is strictly increasing, there is equality if and only if $S(x)=M \cos (n x+\xi)$. As a special case of (3.25) we have

$$
\int_{0}^{2 \pi} \chi\left(n^{-1}\left|S^{\prime}(\theta)\right|\right) d \theta \leqslant \int_{0}^{2 \pi} \chi(|S(\theta)|) d \theta
$$

and, in particular,

$$
\left(\int_{0}^{2 \pi}\left|S^{\prime}\right|^{p} d \theta\right)^{1 / p} \leqslant n\left(\int_{0}^{2 \pi}|S|^{p} d \theta\right)^{1 / p} \quad(p \geqslant 1)
$$

Another formula is obtained by taking $x=0$ in (3.21). We get

$$
\tilde{S}(0)=-\frac{1}{n} \sum_{k=1}^{2 n} S\left(u_{k}\right) \tilde{D}_{n}^{*}\left(u_{k}\right)=-\frac{1}{n} \sum_{k=1}^{n}\left\{S\left(u_{k}\right)-S\left(-u_{k}\right)\right\} \frac{1}{2} \cot \frac{1}{2} u_{k},
$$

whence

$$
\begin{align*}
S(\theta) & =-\frac{1}{n} \sum_{k=1}^{n}\left\{S\left(\theta+u_{k}\right)-S\left(\theta-u_{k}\right)\right\} \frac{1}{2} \cot \frac{1}{2} u_{k} \\
& =-\frac{1}{\pi} \int_{0}^{\pi} \frac{S(\theta+t)-S(\theta-t)}{2 \tan \frac{1}{2} t} d \phi_{2 n}(t) . \tag{3.26}
\end{align*}
$$

(3.27) Theorem. The formula (3.26) is valid for any polynomial $S(x)$ of order $2 n-1$.

Let $S(x)$ be a polynomial of order $n$. Treating it as a polynomial of order $n+1$ and applying (3.4) we see that

$$
S(x)=\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{n+1}^{*}(x-t) d \omega_{2 n+2}(t)
$$

for any $\omega_{\mathbf{g n}_{n+2}}$. If the $\boldsymbol{t}_{\boldsymbol{m}}$ denote successive discontinuities of $\omega_{\mathbf{g n}_{n+2}}$ we have

$$
S(0)=-\frac{1}{n+1} \sum_{m=-n}^{n+1} S\left(t_{m}\right) \frac{1-\cos (n+1) t_{m}}{2 \tan \frac{1}{2} t_{m}}
$$

Take for the $t_{m}$ the roots of $\sin (n+1) t=0$. Then

$$
t_{m}=m \pi /(n+1), \quad \cos (n+1) t_{m}=(-1)^{m}
$$

and bracketing together the terms corresponding to opposite $m$ we get (since the coefficient of $S\left(t_{n+1}\right)$ is 0 )

$$
\tilde{S}(0)=-\frac{1}{n+1} \sum_{\substack{\leq m \leq n \\ m \text { odd }}}\left\{S\left(t_{m}\right)-S\left(-t_{m}\right)\right\} \cot \frac{1}{2} t_{m},
$$

or. applying this to $S(x+\theta)$,

$$
\begin{equation*}
S(\theta)=-\frac{1}{n+1} \sum_{\substack{1 \leqslant m \leqslant n \\ m o d d}}\left\{S\left(\theta+\frac{m \pi}{n+1}\right)-S\left(\theta-\frac{m \pi}{n+1}\right)\right\} \cot \frac{m \pi}{2(n+1)} \tag{3.28}
\end{equation*}
$$

Suppose now that $S(x)$ is of order $2 n-1$ and write $2 n-1$ for $n$ in (3.28). We obtain (3.26) and the theorem is proved.

Let $f(x)$ be periodic; let

$$
\begin{equation*}
E_{n}(x)=E_{n}(x, f) \tag{3.29}
\end{equation*}
$$

be the Fourier series of $f$ with respect to the system (3.2) and weight $d \omega_{3 n}$, and assume that $\omega_{2 n}$ is associated with the roots of $\sin (n x+\alpha)$. The argument which led to (3.4) gives

$$
E_{n}(x)=\frac{1}{\pi} \int_{0}^{2 \pi} f(t) D_{n}^{*}(x-t) d \omega_{2 n}(t)=\frac{1}{n} \sum_{k=1}^{2 n} f\left(x_{k}\right) D_{n}^{*}\left(x-x_{k}\right),
$$

where $x_{1}, x_{\mathbf{2}}, \ldots, x_{2 n}$ are the distinct roots of $\sin (n x+\alpha)$. Since

$$
D_{n}^{*}\left(x-x_{k}\right)=\sin n\left(x-x_{k}\right) \frac{1}{2} \cot \frac{1}{2}\left(x-x_{k}\right)
$$

is a polynomial of order $n$, equal to $n$ at $x_{k}$ and to 0 at the remaining $x_{j}, E_{n}(x, f)$ is a polynomial of order $n$ coinciding with $f$ at the points $x_{k}$. The most general such polynomial is

$$
E_{n}(x)+C \sin (n x+\alpha)
$$

$\operatorname{since} C \sin (n x+\alpha)$ is the most general polynomial of order $n$ vanishing at the points $x_{k}$. Among the polynomials of this family. $E_{n}$ is characterized by the fact that the integral of its square over $(0,2 \pi)$ is a minimum. For $E_{n}$, being a linear combination of the functions (3.2), is of the form (3.1). Hence $E_{n}$ is orthogonal to $\sin (n x+\alpha)$, so that

$$
\int_{0}^{2 \pi}\left\{E_{n}+C \sin (n x+\alpha)\right\}^{2} d x=\int_{0}^{2 \pi} E_{n}^{2} d x+C^{2} \int_{0}^{2 \pi} \sin ^{2}(n x+\alpha) d x>\int_{0}^{2 \pi} E_{n}^{2} d x
$$

if $C \neq 0$.
The system $\frac{1}{2}, \cos x, \sin x, \ldots, \cos n x, \sin n x$ is complete (though not orthogonal) with respect to any $d \omega_{2 n}$ that is, if the integrals of $f \cos k x d \omega_{2 n}$ and $f \sin k x d \omega_{2 n}$ over a period are 0 for $k=0,1, \ldots, n$, then $f=0$ at the discontinuities of $\omega_{2 n}$. For the hypothesis implies that the polynomial (3.30), which coincides with $f$ at the discontinuities of $\omega_{2 n}$, vanishes identically.

It follows that the system $(3 \cdot 2)$ is complete with respect to any $d \omega_{2 n}$, provided $\omega_{2 n}$ is not associated with the zeros of $\cos (n x+\alpha)$ (in which case $\cos (n x+\alpha)$ vanishes identically,
and (3.2) is no longer an orthogonal system, with respect to $d \omega_{2 n}$ ). For suppose that $\omega_{2 n}$ is associated with the zeros of $\cos \left(n x+\alpha^{\prime}\right)$, where, by hypothesis, $\alpha \neq \alpha^{\prime}(\bmod \pi)$, and that the Fourier coefficients of $f$ with respect to the functions (3.2), and weight $d \omega_{2 n}$, are all 0 . Since $\cos n x$ and $\sin n x$ are linear combinations, with constant coefficients, of $\cos (n x+\alpha)$ and $\cos \left(n x+\alpha^{\prime}\right)$, the vanishing of the integrals of $f \cos (n x+\alpha) d \omega_{2 n}$ and $f \cos \left(n x+\alpha^{\prime}\right) d \omega_{2 n}$ over a period implies the vanishing of the integrals of $f \cos n x d \omega_{2 n}$ and $f \sin n x d \omega_{2 n}$, and the desired conclusion follows from the preceding result.

## 4. Fourier-Lagrange coefficients

(4•1) Theorem. The Fourier-Lagrange coefficients

$$
c_{\nu}^{(n)}=\frac{1}{2}\left(a_{\nu}^{(n)}-i b_{\nu}^{(n)}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t) e^{-i \mu} d \omega_{2 n+1}(t)
$$

tend to zero as $|\nu| \rightarrow \infty$, uniformly in $n \geqslant|\nu|$.
In other words, given an $\epsilon>0$ we can find a $\nu_{0}=\nu_{0}(\epsilon)$ such that $\left|c_{\nu}^{(n)}\right|<\epsilon$ for $n \geqslant|\nu| \geqslant \nu_{0}$. We give two proofs.
(i) Let

$$
h=k_{n}=2 \pi /(2 n+1) .
$$

Suppose first that $f$ is the characteristic function of an interval $a \leqslant x \leqslant b$. If $\Sigma^{\prime}$ denotes summation over those $k$ for which the discontinuities $t_{k}$ of $\omega_{2 n+1}$ are in $(a, b),\left|c_{\nu}^{(n)}\right|$ is equal to

$$
\frac{1}{2 n+1}\left|\Sigma^{\prime} e^{-i \kappa_{k}}\right| \leqslant \frac{1}{2 n+1} \left\lvert\, \frac{2}{1-e^{i \nu i} \mid}=\frac{1}{(2 n+1) \sin \frac{\pi|\nu|}{2 n+1}} \leqslant \frac{1}{2|\nu|}\right.
$$

Hence $c_{\nu}^{(n)} \rightarrow 0$. The result holds if ( $a, b$ ) is open or half-open, and so also if $f$ is any step function.

For any $f$ integrable R and for any $\epsilon>0$ we can find a set $S$ of non-overlapping intervals $i_{1}, i_{2}, \ldots, i_{p}$ such that the oscillation of $f$ over each $i_{k}$ is less than $\varepsilon$, and the set $R=(0,2 \pi)-S$ is of measure less than $\epsilon$. Let $M(x)$ be the step function which in $i_{k}$ is equal to the upper bound of $f$ in $i_{k}$ and in $R$ is equal to 0 . Then $0 \leqslant M(x)-f(x) \leqslant \epsilon$ in $S,|M(x)-f(x)| \leqslant M$ in $R$, where $M$ is the upper bound of $|f(x)|$. Now

$$
2 \pi c_{\nu}=\int_{0}^{2 \pi} M(t) e^{-i 凶} d \omega_{2 n+1}+\int_{0}^{2 \pi}\{f(t)-M(t)\} e^{-i 凶} d \omega_{2 n+1}=c_{\nu}^{\prime}+c_{\nu}^{\prime \prime}
$$

say. Obviously, $c_{\nu}^{\prime} \rightarrow 0$; and
say. Since

$$
\begin{aligned}
&\left|c_{\nu}^{\prime}\right| \leqslant \int_{0}^{2 \pi}|f(t)-M(t)| d \omega_{2 n+1}=\int_{S}+\int_{R}=\xi_{\nu}+\eta_{\nu} \\
& \xi_{\nu} \leqslant \epsilon \int_{S} d \omega_{2 n+1} \leqslant 2 \pi \epsilon \\
& \eta_{\nu} \leqslant M \int_{R} d \omega_{2 n+1} \rightarrow M|R| \text { as } n \rightarrow \infty
\end{aligned}
$$

it follows that $c_{\nu}^{\dot{\pi}}$ is small with $\epsilon$, provided $n$ is large enough. Hence $c_{\nu} \rightarrow 0$.
(ii) Let $\gamma_{\nu}$ be the Fourier coefficients of $f$. Consider the Parseval formulae

$$
\begin{align*}
& \sum_{\nu=-n}^{n}\left|c_{\nu}^{(n)}\right|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|f|^{2} d \omega_{2 n+1} \\
& \sum_{\nu=-\infty}^{+\infty}\left|\gamma_{\nu}\right|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|f|^{2} d x
\end{align*}
$$

It is enough to show that for any $\varepsilon>0$ we can find a $\nu_{0}=\nu_{0}(\varepsilon)$ such that

$$
\sum_{\nu, \leqslant|\nu|<n}\left|d_{\nu}^{(n)}\right|^{2}<\epsilon^{2} .
$$

This property could be described as uniform convergence, in the parameter $n$, of the series in (4.3). For this purpose choose $\nu_{0}=\nu_{0}(\epsilon)$ such that

$$
0 \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}|f|^{2} d x-\sum_{|\nu|<\gamma_{0}}\left|\gamma_{\nu}\right|^{2}<\frac{1}{2} c^{2} .
$$

As $n \rightarrow \infty$ the right-hand side of (4-3) tends to the right-hand side of (4.4). Moreover, $c_{\nu}^{(n)} \rightarrow \gamma_{\nu}$ for any fixed $\nu$. Hence the last inequality gives

$$
0 \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}|f|^{2} d \omega_{9 n+1}-\sum_{|\nu|<\nu_{0}}\left|c_{\nu}^{(n)}\right|^{2}<\epsilon^{2},
$$

provided $n$ is large enough, say $n \geqslant n_{0}=n_{0}(\epsilon)$. (The difference here must be nonnegative, by virtue of (4•3).) We have $n_{0} \geqslant \nu_{0}$. Since increasing $\nu_{0}$ can only make the difference in (4.6) smaller, we may suppose that $\nu_{0}=n_{0}$. But, by (4.3), if $n \geqslant \nu_{0}$, the inequality ( $4 \cdot 6$ ) is identical with (4.5), which completes the proof.

Let $\Phi$ be a family of functions of period $2 \pi$. We call the functions $f$ of $\Phi$ uniformly integrable $\mathbf{R}$ if
(a) the functions $f$ of $\Phi$ are uniformly bounded;
(b) for every $\epsilon>0$ there is a $p_{0}=p_{0}(\varepsilon)$ with the following property: for each $f$ of $\Phi$ we can find $p \leqslant p_{0}$ intervals $i_{1}, i_{2}, \ldots, i_{p}$ in ( $0,2 \pi$ ) such that the oscillation of $f$ over each $i_{k}$ is less than $\epsilon$ and the set complementary to the $i_{\boldsymbol{k}}$ is of measure less than $\epsilon$.
(4.7) Theorem. The Fourier-Lagrange coefficients $c_{\nu}^{(n)}$ tend uniformly to 0, as $|\nu| \rightarrow \infty$, for any set of functions $f$ uniformly integrable $\mathbf{R}$.

The proof is identical with the first proof of (4•1).
(4.8) Theorem. If $f$ is of bounded variation and $V$ is the total variation of $f$ over $0 \leqslant x \leqslant 2 \pi$, then

$$
\left|c_{\nu}^{(n)}\right| \leqslant \frac{V}{2|v|} .
$$

Write

$$
\begin{aligned}
S_{-1} & =0 \\
S_{k} & =e^{-b \alpha_{0}}+e^{-i \alpha_{1}}+\ldots+e^{-\omega \alpha_{k}}
\end{aligned}
$$

for $k \geqslant 0$. Then

$$
\begin{aligned}
c_{v}^{(n)} & =(2 n+1)^{-1} \sum_{k=0}^{9 n} f\left(t_{k}\right)\left(S_{k}-S_{k-1}\right) \\
& =(2 n+1)^{-1} \sum_{k=0}^{2 m-1}\left[f\left(t_{k}\right)-f\left(t_{k+1}\right)\right] S_{k},
\end{aligned}
$$

since $S_{2 n}=0$. Thus if $h=2 \pi /(2 n+1)$ we have

$$
\begin{aligned}
2 \pi\left|c_{\nu}^{(n)}\right| & \leqslant h \max \left|S_{k}\right| \sum_{k=0}^{2 n-1}\left|f\left(t_{k}\right)-f\left(t_{k+1}\right)\right| \\
& \leqslant \frac{2 h V}{\left|1-e^{-i \nu h}\right|} \leqslant \frac{\pi V}{|\nu|},
\end{aligned}
$$

and the proof is completed.
Theorems (4.1), (4.7) and (4.8) hold if in the definition of $d_{\nu}^{(n)}$ we replace $\omega_{2 n+1}$ by $\omega_{2 n}$.
Let $\gamma_{\nu}$ and $c_{\nu}^{(n)}$ denote respectively the Fourier and the Fourier-Lagrange coefficients of $f$. Suppose that $\omega_{2 n+1}$ is associated with the point $u$. Then

$$
c_{\nu}^{(n)}=\sum_{\mu=-\infty}^{+\infty} \gamma_{\nu+\mu(8 n+1)} e^{i(2 n+1) \mu u} \quad(|\nu| \leqslant n)
$$

provided $S[f]$ converges to $f\left(t_{k}\right)$ at the points $t_{k}$ and the series on the right is interpreted as the limit of the symmetric partial sums. For $(2 n+1) c_{\nu}$ is equal to

$$
\begin{aligned}
\sum_{k=0}^{2 n} f\left(t_{k}\right) e^{-i \alpha_{k}} & =\sum_{k=0}^{3 n} \sum_{m=-\infty}^{+\infty} \gamma_{m} e^{i(m-\nu) t_{k}} \\
& =\sum_{m=-\infty}^{+\infty} \gamma_{m} \sum_{k=0}^{2 n} e^{i(m-\nu) t_{k}}
\end{aligned}
$$

and the coefficient of $\gamma_{m}$ is either $(2 n+1) e^{i(m-\nu) u}$ or 0 , according as $m-\nu$ is or is not divisible by $2 n+1$. In particular, if $S[f]$ is absolutely convergent, then

$$
\sum_{\nu=-n}^{+n}\left|c_{\nu}^{(n)}\right| \leqslant \sum_{\nu=-\infty}^{+\infty}\left|\gamma_{\nu}\right| .
$$

## 5. Convergence of interpolating polynomials

We now show that certain tests for the convergence of $S[f]$ (see Chapter II) remain valid for the polynomials $I_{n}[f]$, the proofs being essentially the same. There are, however, certain differences in the behaviour of $S_{n}$ and $I_{n}$.

First of all, we cannot expect that the integral tests for the convergence of $\mathrm{S}[f]$, such as Dini's or Lebesgue's tests (Chapter II, §§ 6, 11), will hold for interpolating polynomials. The reason is that the behaviour of the $I_{n}[f]$ depends on the values of $f$ at a denumerable set of points only, and, roughly speaking, the behaviour of $f$ at these noints can be 'bad', though integral conditions may be satisfied.

Secondly, we cannot in general expect the $I_{n}[f]$ to have any definite behaviour at a point $\xi$ of discontinuity, even if $f$ has only a jump at $\xi$. For let $x_{j}^{(n)}$ and $x_{j+1}^{(n)}$ be two successive fundamental points straddling $\xi$. Since $I_{n}\left(x_{k}^{(n)}, f\right)=f\left(x_{k}^{(n)}\right)$, it follows that, if $x_{j}$ or $x_{j+1}$ comes close to $\xi$, then $I_{n}(\xi)$ comes close to $f(\xi-0)$ or $f(\xi+0)$, as the case may be. Thus to obtain information about the behaviour of $I_{n}(\xi)$ we would have to associate each $\omega_{2 n+1}$ with a definite point, varying with $n$, and this we do not do.

In what follows we consider the partial sums $I_{n, \nu}$ of the $I_{n}$ rather than the $I_{n}$ themselves, and discuss the behaviour of $I_{n, \nu}$ as $\nu \rightarrow \infty, n$ remaining always $\geqslant \nu$. As before, all functions mentioned will be supposed integrable $R$.
(5-1) Theorem. If $f=0$ in $(a, b)$, then $I_{n, \nu}[f]$ tends uniformly to 0 in every interval $(a+\epsilon, b-\epsilon)$, where $\epsilon>0$.

This is a corollary of the following result (compare Chapter II, (6.7)).
(5-2) Theorem. If $\lambda(x)$ is integrable R and has all its Dini numbers finite at $x=x_{0}$ then

$$
I_{n, \nu}\left(x_{0}, \lambda f\right)-\lambda\left(x_{0}\right) I_{n, \nu}\left(x_{0}, f\right) \rightarrow 0
$$

If $\lambda \in \Lambda_{1}$, the convergence is uniform in $x_{0}$.
By (4-1), it is enough to prove (5-2) for the polynomials $I_{n, p}^{*}$, obtained by inserting a factor $\frac{1}{1}$ in the last term of $I_{n, \nu}$. We have

$$
\begin{align*}
& I_{n, \nu}^{*}\left(x_{0}, f\right)=\frac{1}{\pi} \int_{0}^{9_{\pi}} f(t) D_{\nu}^{*}\left(x_{0}-t\right) d \omega_{9_{n+1}}(t), \\
& \left.I_{n, \nu}^{*}\left(x_{0}, \lambda f\right)-\lambda\left(x_{0}\right) I_{n, \nu}^{*}\left(x_{0}, f\right)=\frac{1}{\pi} \int_{0}^{2 \pi} f(t) \frac{\lambda(t)-\lambda\left(x_{0}\right)}{2 \tan \frac{1}{\frac{1}{2}}\left(t-x_{0}\right)} \sin \nu\left(t-x_{0}\right) d \omega_{2 n+1}(t) .\right\}
\end{align*}
$$

By (4•1), the last integral tends to 0 if the ratio $\left[\lambda(t)-\lambda\left(x_{0}\right)\right] /\left(t-x_{0}\right)$ is bounded. For the discontinuities of the function

$$
h_{x_{0}}(t)=\left[\lambda(t)-\lambda\left(x_{0}\right)\right] \frac{1}{2} \cot \frac{1}{\frac{1}{2}}\left(t-x_{0}\right)
$$

are those of $\lambda$ and, possibly, $t=x_{0}$, so that $f(t) h_{x_{0}}(t)$ is integrable R. If $\lambda \in \Lambda_{1}$, the $h_{x_{0}}(t)$ are uniformly integrable $R$, since they are uniformly continuous for $\left|t-x_{0}\right| \geqslant \epsilon>0$. Hence $f(t) h_{x_{0}}(t)$ is uniformly integrable $R$, and it is enough to apply (4.7).

To deduce ( $5 \cdot 1$ ) from (5•2), let $\lambda(t)$ be periodic, continuous, equal to 0 in ( $a+\epsilon, b-\epsilon$ ), equal to 1 outside $(a, b)$, and linear elsewhere. Then $\lambda f=f$ and, for $x_{0}$ in $(a+\varepsilon, b-\epsilon$ ),

$$
I_{n, \nu}\left(x_{0}, \lambda f\right)-\lambda\left(x_{0}\right) I_{n, \nu}\left(x_{0}, f\right)=I_{n, \nu}\left(x_{0}, f\right)
$$

from which ( $5 \cdot 1$ ) follows.
Theorem (5•1) expresses the principle of localization for interpolating polynomials. If $f_{1}=f_{2}$ in ( $a, b$ ), the sequences $I_{n, y}\left[f_{1}\right]$ and $I_{n, v}\left[f_{2}\right]$ are uniformly equiconvergent in $(a+\varepsilon, b-\epsilon)$.
(5-4) Theorem. If $f$ is of bounded variation, then $I_{n, p}(x, f)$ tends to $f(x)$ at every point of continuity of $f$. The convergence is uniform over every closed interval of continuity of $f$.

We postpone the proof to the next section.
We mentioned above that the integral teat of Dini cannot be expeoted to hold for the $I_{n, r}$. The following result is a substitute for Dini's test:
(5-5) Theorem. If $|f(\xi \pm t)-f(\xi)| \leqslant \mu(t)$ when $0<t \leqslant \eta$, where $\mu(t)$ is a non-decreasing function of $t$ such that $\int_{0}^{*} t^{-1} \mu(t) d t<+\infty$, then $I_{n, \nu}(\xi, f) \rightarrow f(\xi)$.

The integrability of $t^{-1} \mu(t)$ implies that $\mu(+0)=0$, so that $f$ is continuous at $\xi$. Write

$$
\begin{aligned}
I_{n, \nu}^{*}(\xi)-f(\xi) & =\frac{1}{\pi} \int_{\xi-\pi}^{\xi+\pi}[f(t)-f(\xi)] D_{\nu}^{*}(\xi-t) d \omega_{2 n+1} \\
& =\frac{1}{\pi} \int_{\xi-\delta}^{\xi+\delta}+\frac{1}{\pi} \int_{R}=P+Q
\end{aligned}
$$

where $R$ is the complement of $(\xi-\delta, \xi+\delta)$. For every fixed $\delta>0, Q$ tends to 0 . It is therefore enough to show that $P$ is small with $\delta$, if $n$ is large enough.

For this purpose, given any $\epsilon>0$ choose $\delta$ so that $\int_{0}^{2 \delta} t^{-1} \mu(t) d t<\epsilon$. The integral $P$ is a finite sum extended over the fundamental points $t_{j}$ belonging to $(\xi-\delta, \xi+\delta)$. We write $P=P_{1}+P_{2}$, where $P_{1}$ is the contribution of the two points $t_{k-1}$ and $t_{k}$ nearest to $\xi$ (so that $\left.t_{k-1} \leqslant \xi \leqslant t_{k}\right)$. Evidently $P_{1} \rightarrow 0$. Let $h=2 \pi /(2 n+1)$. The contribution of the points $t_{k+1}, t_{k+2}, \ldots, t_{k+l}$ belonging to $(\xi, \xi+\delta)$ does not exceed

$$
\begin{aligned}
\frac{2}{2 n+1} \sum_{j-k+1}^{k+l} \frac{\left|f\left(t_{j}\right)-f(\xi)\right|}{t_{j}-\xi} & \leqslant \frac{h}{\pi} \sum_{i=1}^{l} \frac{\mu((i+1) h)}{i h} \leqslant \frac{3 h}{\pi} \sum_{i=1}^{l} \frac{\mu((i+1) h)}{(i+2) h} \\
& \leqslant \frac{3}{\pi} \int_{2 h}^{(l+2) h} t^{-1} \mu(t) d t \leqslant \int_{0}^{2 \delta} t^{-1} \mu(t) d t<\epsilon,
\end{aligned}
$$

the penultimate inequality being valid for $n$ large enough. A similar result holds for the fundamental points in $(\xi-\delta, \xi)$. Thus

$$
|P| \leqslant o(1)+2 \varepsilon
$$

for $n$ large enough, and (5.5) follows.
The case in which $\mu(t)=(\log 1 / t)^{-1-}$ for small $t$ is particularly interesting. Here $\epsilon$ must be positive so long as we consider only one point $\xi$. If the conditions are satisfied at all points of an interval, however, we may relax them slightly, and we have, in fact, the following theorem:
(5.6) Theorem. If $f$ is continuous and its modulus of continuity is $\left\{(\log 1 / \delta)^{-1}\right\}$, then $I_{n, \nu}(x, f)$ tends uniformly to $f(x)$.

Let $\omega_{2 n+1}$ be associated with a point $u$, and let

$$
\lambda_{n, \nu}=\frac{1}{\pi} \int_{0}^{2 \pi}\left|D_{\nu}(t-x)\right| d \omega_{2 n+1}
$$

This is an analogue of the Lebesgue constant (Chapter II, § 12), and depends on $\nu, n, x$ and $u$; more precisely, it depends on $\nu, n$ and $x-u$. We require the inequality

$$
\lambda_{n . \nu} \leqslant A \log \nu \quad(1<\nu \leqslant n),
$$

where $A$ is an absolute constant, and this we take temporarily for granted. Let $\sigma_{\nu}$ be the $(\mathrm{C}, 1)$ means of $\mathrm{S}[f]$. Since the modulus of continuity of $f$ is $\alpha\left\{(\log 1 / \delta)^{-1}\right\}$, we have, by Chapter III, (3.16),

$$
\begin{equation*}
f-\sigma_{\nu}=o\left\{(\log \nu)^{-1}\right\} \tag{5•9}
\end{equation*}
$$

Now write

$$
\left.\begin{array}{rl}
f & =\left(f-\sigma_{\nu}\right)+\sigma_{\nu} \\
I_{n, \nu}[f] & =I_{n, \nu}\left[f-\sigma_{\nu}\right]+I_{n, \nu}\left[\sigma_{\nu}\right]
\end{array}\right\}
$$

The last term is $\sigma_{\nu}(x)$ and tends uniformly to $f(x)$. It is therefore enough to show that $I_{n, \nu}\left[f-\sigma_{\nu}\right]$ tends uniformly to 0 . But

$$
\begin{align*}
\left|I_{n, \nu}\left[f-\sigma_{\nu}\right]\right| & =\left|\frac{1}{\pi} \int_{0}^{8_{\pi}}\left\{f(t)-\sigma_{\nu}(t)\right\} D_{\nu}(t-x) d \omega_{2 n+1}(t)\right| \\
& \leqslant \lambda_{n, \nu} \max _{t}\left|f(t)-\sigma_{\nu}(t)\right| \\
& =O(\log \nu) o(1 / \log \nu)=o(1)
\end{align*}
$$

by (5.8) and (5.9).

Returning now to (5•8), we have

$$
\lambda_{n, \nu}=\frac{1}{\pi} \int_{-\pi}^{\pi}\left|D_{\nu}(t)\right| d \omega_{2 n+1}^{\prime}(t),
$$

where $\omega_{2 n+1}^{\prime}$ is associated with the point $u-x$, and it is enough to show that

$$
\int_{0}^{\pi}\left|D_{\nu}(t)\right| d \omega_{2 n+1}^{\prime}(t)=O(\log \nu) .
$$

Let $t_{k}$ be the first discontinuity of $\omega_{g_{n+1}}^{\prime}$ satisfying $t_{k} \geqslant 1 / \nu$, and let $h=2 \pi /(2 n+1)$. Using the fact that $D_{\nu}(t)$ is both $O(\nu)$ and $O(1 / t)$, we write

$$
\begin{aligned}
\int_{0}^{\pi}\left|D_{\nu}(t)\right| d \omega_{2 n+1}^{\prime} & \leqslant A \int_{0}^{t_{2}} \nu d \omega_{2 n+1}^{\prime}(t)+A \int_{t_{4+1}}^{\pi} t^{-1} d \omega_{2 n+1}^{\prime}(t) \\
& =P+Q
\end{aligned}
$$

Since the number of discontinuities of $\omega_{2 n+1}^{\prime}$ in $(0,1 / \nu)$ is $O(n / \nu)$, we immediately see that

$$
P=O(1)
$$

Also, if $t_{k+j}$ is the last discontinuity of $\omega_{2 n+1}^{\prime}$ in $(0, \pi)$, we have

$$
\begin{aligned}
& Q \leqslant A h\left[t_{k+1}^{-1}+t_{k+2}^{-1}+\ldots+t_{k+j}^{-1}\right] \\
& \leqslant A \int_{t_{k}}^{\pi} t^{-1} d t=O(\log \nu)
\end{aligned}
$$

Hence $P+Q=O(\log \nu)$ and $(5 \cdot 8)$ is established.
Remark. The inequality ( $5 \cdot 8$ ) can also be deduced from the estimate for the Lebesgue constant $L_{\nu}$ (Chapter II, §12), and the following result, which will be proved in $\S 7$ below: If $S(t)$ is a polynomial of order $\nu$ and $N>\nu$, then

$$
\int_{0}^{2 \pi}|S(t)| d \omega_{N}(t) \leqslant A \int_{0}^{2 \pi}|S(t)| d t
$$

where $A$ is an absolute constant. If $S(t)=D_{\nu}(x-t)$, then

$$
\begin{aligned}
\int_{0}^{2 \pi}\left|D_{\nu}(x-t)\right| d \omega_{N}(t) & \leqslant A \int_{0}^{2 \pi}\left|D_{\nu}(x-t)\right| d t \\
& =A \int_{0}^{2 \pi}\left|D_{\nu}(t)\right| d t=A \pi L_{\nu}
\end{aligned}
$$

Since $L_{\nu}=O(\log \nu)$, the result follows.
The same argument shows that

$$
\int_{0}^{2 \pi}\left|D_{\nu}(x-t)\right| d \omega_{N} \leqslant A \int_{0}^{2 \pi}\left|D_{\nu}(t)\right| d t=O(\log \nu),
$$

by Chapter II, (12-3).
(5-13) Theorem. (i) For any $f$.
uniformly in $x$ and $n$.

$$
I_{n, \nu}(x, f)=O(\log \nu)
$$

(ii) If $f$ is continuous at $x_{0}$, then

$$
I_{n, \nu}\left(x_{0}, f\right)=o(\log \nu) .
$$

(iii) The latter relation holds uniformly in $x_{0}$ if $f$ is everywhere continuous.
(i) If $|f| \leqslant M, \quad\left|I_{n, L}[f]\right| \leqslant M \lambda_{n, \nu}=O(\log \nu)$.
(ii) Given an $\epsilon>0$, let $\delta$ be so small that the oscillation of $f$ in $\left(x_{0}-\delta, x_{0}+\delta\right)$ is less than $\epsilon$. Let $f_{1}(x)$ be the function equal to $f\left(x_{0}\right)$ in this interval and equal to $f(x)$ elsewhere. If we set $f=f_{1}+f_{2}$, then $\left|f_{\mathbf{3}}(x)\right| \leqslant \epsilon$ for all $x$, whence

$$
\left|I_{n, v}\left[f_{2}\right]\right| \leqslant \epsilon \lambda_{n, \nu} \leqslant A \epsilon \log \nu .
$$

Since $f_{1}$ is constant in $\left(x_{0}-\epsilon, x_{0}+\epsilon\right), I_{n, \nu}\left(x_{0}, f_{1}\right)$ converges to $f_{1}\left(x_{0}\right)$ and so is $o(\log \nu)$. Since $I_{n, 4}[f]=I_{n, \nu}\left[f_{1}\right]+I_{n, \nu}\left[f_{2}\right]$, the result now follows.
(iii) As in (5.10) we have

$$
I_{n, \nu}[f]=I_{n, \nu}\left[f-\sigma_{\nu}\right]+I_{n, \nu}\left[\sigma_{\nu}\right] .
$$

The last term is $\sigma_{\nu}$, and so tends to $f(x)$ uniformly in $x$, while as in (i) the first term is $O(\log \nu) . o(1)=o(\log \nu)$, again uniformly in $x$.
(5-16) Theorem. If S[f] converges absolutely, $I_{n, k}(x, f)$ converges uniformly to $f(x)$.
Multiply both sides of (4.9) by $e^{i x x}$, sum the results for $\nu=0, \pm 1, \pm 2, \ldots, \pm k$, and subtract from $f=\Sigma \gamma_{j} e^{i j x}$; we get

$$
\left|f(x)-I_{n, k}\right| \leqslant 2 \sum_{|,|>k}\left|\gamma_{j}\right|,
$$

and the expression on the right tends to 0 as $k \rightarrow \infty$ ( $n$ always remaining $\geqslant k$ ).
The results of this section remain valid for the interpolating polynomials $E_{n}(x, f)$ (see § 3) and their partial sums $E_{n, k}$.
If at a point $x_{0}$ of continuity of $f$ the expressions $I_{n, \nu}\left(x_{0}, f\right)$ tend to a limit, that limit must be $f\left(x_{0}\right)$. This follows immediately from a result which will be established in the next section, namely that

$$
\frac{1}{n+1}\left\{I_{n, 0}+I_{n, 1}+\ldots+I_{n, n}\right\}
$$

tends to $f$ at every point of continuity of $f$. Whether the existence of $\lim I_{n}\left(x_{0}, f\right)$ at a point of continuity implies that this limit must be $f\left(x_{0}\right)$, is a deeper problem (and the answer is not always affirmative).
(5.17) Theorem. Suppose that the fundamental points are associated with the point 0 , and let $x_{0}$ be a point of continuity of $f$. Then
(i) if $E_{n}\left(x_{0}, f\right) \rightarrow s, s=f\left(x_{0}\right)$;
(ii) if $I_{n}\left(x_{0}, f\right) \rightarrow s$, and $x_{0}$ is not of the form $2 \pi p / q$, where $p / q$ is an irreducible fraction with even denominator, $s=f\left(x_{0}\right)$.
The proof of (i) is based on the result of Kronecker that given any real $x$ there are infinitely many fractions $p / q$ such that

$$
\begin{equation*}
|x-p / q| \leqslant q^{-2} \tag{5.18}
\end{equation*}
$$

(see Chapter VI, §2). The fundamental points in (i) are $t_{k}^{n}=\pi k / n$. By Kronecker's theorem applied to $x_{0} / \pi$, there are infinitely many pairs $k, n$ with

$$
\left|x_{0}-t_{k}^{n}\right| \leqslant \pi n^{-2} .
$$

Consider only such $t_{k}^{n}$. The polynomials $E_{n}(x, f)$ are uniformly $O(\log n)$, and so their derivatives are uniformly $O(n \log n)$. By the mean-value theorem,

$$
E_{n}\left(x_{0}\right)-E_{n}\left(t_{k}^{n}\right)=\left(x_{0}-t_{k}^{n}\right) E_{n}^{\prime}(\theta)=O\left(n^{-2}\right) O(n \log n)=o(1),
$$

where $\theta$ is between $x_{0}$ and $t_{k}^{n}$. Since

$$
E_{n}\left(t_{k}^{n}\right)=f\left(t_{k}^{n}\right) \rightarrow f\left(x_{0}\right), \quad E_{n}\left(x_{0}\right) \rightarrow s
$$

it follows that $s=f\left(x_{0}\right)$.
The proof of (ii) is the same as that of (i) if $x_{0}^{\prime}=x_{0} / 2 \pi$ can be approximated with error $O\left(q^{-2}\right)$ by infinitely many fractions $p / q$ with odd denominators. This is clearly impossible if $x_{0}^{\prime}$ is an irreducible fraction $p_{0} / q_{0}$ with an even denominator, for if $p / q$ is in its lowest terms,

$$
\left|x_{0}^{\prime}-p / q\right|=\left|p_{0} / q_{0}-p / q\right| \geqslant 1 / q_{0} q .
$$

We shall show that if $x$ is not of the form $p_{0} / q_{0} j u s t$ described then there are infinitely many fractions $p / q$ with odd denominators satisfying (5.18).

We may assume that $x$ is irrational, for if $x$ is rational with odd denominator the result is obvious. We know that there are infinitely many fractions $p / q$ satisfying (5.18). We may assume that the $q$ here are even, for otherwise there is nothing to prove. Let $\xi, \eta$ be a pair of integers such that $p \eta-q \xi=1$. Clearly $\eta$ is odd. We may assume also that $|\eta| \leqslant \frac{1}{2} q$, for if $\xi_{0}, \eta_{0}$ satisfy this relation, so also do $\xi_{0}+t p, \eta_{0}+t q$ for every integer $t$. We observe now that

$$
\begin{align*}
\left|x-\frac{\xi}{\eta}\right| \leqslant\left|x-\frac{p}{q}\right|+\left|\frac{p}{q}-\frac{\xi}{\eta}\right| & \leqslant \frac{1}{q^{2}}+\frac{1}{|q \eta|} \\
& \leqslant \frac{1}{4 \eta^{2}}+\frac{1}{2 \eta^{2}}<\frac{1}{\eta^{2}}
\end{align*}
$$

and it remains to prove the existence of infinitely many fractions $\xi / \eta$ with the required property. If we had only a finite number of them, the $\eta$ 's would be bounded and infinitely many of them would have the same value $\eta_{0}$. By making $q$ tend to $+\infty$ through the values giving $\eta=\eta_{0}$, we would obtain from the second inequality of (5•19) the result that $x=\xi_{0} / \eta_{0}$, contrary to the hypothesis that $x$ is irrational.

## 6. Jackson polynomials and related topics

We note that the Fejer kernel

$$
K_{n}(u)=\frac{2}{n+1}\left\{\frac{\sin \frac{1}{\frac{1}{2}}(n+1) u}{2 \sin \frac{1}{2} u}\right\}^{2}
$$

vanishes at the points $2 \pi k /(n+1)$ for $k=1,2, \ldots, n$ and equals $\frac{1}{\frac{1}{2}(n+1) \text { at } u=0 \text {. Thus }{ }^{2}(n)}$ if $t_{0}, t_{1}, \ldots, t_{n}$ are any $n+1$ points equally spaced over ( $0,2 \pi$ ), for example

$$
t_{k}=t_{0}+\frac{2 \pi k}{n+1} \quad(k=0,1, \ldots, n)
$$

and if $\omega_{n+1}$ is associated with these points, then

$$
\begin{aligned}
J_{n}(x)=J_{n}(x, f) & =\frac{2}{n+1} \sum_{k=0}^{n} f\left(t_{k}\right) K_{n}\left(x-t_{k}\right) \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} f(t) K_{n}(t-x) d \omega_{n+1}(t)
\end{aligned}
$$

is a polynomial of order $n$ coinciding with $f$ at these points.
Since $K_{n}^{\prime}(u)=0$ for $u=2 \pi k /(n+1)$, the derivative $J_{n}^{\prime}(x, f)$ vanishes at the points $t_{k}$. Thus $J_{n}(x, f)$ is a polynomial of order $n$ coinciding with $f$ at the points $t_{k}$ and having a
vanishing derivative there. This means that $J_{n}$ satisfies $2 n+2>2 n+1$ conditions; but, as we shall see later (see (6.7) below), the conditions governing the derivative $J_{n}^{\prime}$ are not independent.

The $J_{n}$ are called Jackson polynomials.
The vanishing of $J_{n}^{\prime}$ at the points $t_{k}$ ensures a certain smoothness of the graph of $J_{n}$ and suggests that $f(x)$ might be represented better by $J_{n}(x, f)$ than by $I_{n}(x, f)$. We show that this is in fact true. It is convenient to consider more general polynomials of order $n$, namely,

$$
J_{n, m}(x)=J_{n, m}(x, f)=\frac{1}{\pi} \int_{0}^{2 \pi} f(t) K_{n}(x-t) d \omega_{m}(t)
$$

where $m$ is any integer greater than $n$. Thus $J_{n}=J_{n, n+1}$. The case in which $m=2 n+1$ is also of particular interest.
(6.3) Theorem. Let $f(x)$ be bounded and periodic. Then
(i) $J_{n, m}[f]$ remains within the same bounds as $f$;
(ii) $J_{n, m}(x, f)$ converges to $f(x)$ at every point $x$ of continuity of $f$ as $n \rightarrow \infty, m$ remaining always greater than $n$. The convergence is uniform in every closed interval $(\alpha, \beta)$ of continuity of $f$.

The proof is similar to that of Fejer's theorem (Chapter III, §3) and is based on the fact that $K_{n}$ is a positive kernel. By (2.5),

$$
\frac{1}{\pi} \int_{0}^{2 \pi} K_{n}(t-x) d \omega_{m}(t)=\frac{1}{\pi} \int_{0}^{2 \pi} K_{n}(t-x) d t=1
$$

so that if $A \leqslant f(x) \leqslant B$ for all $x$, then $A \leqslant J_{n, m}(x) \leqslant B$, a property of $J_{n, m}$ similar to that of $\sigma_{n}$.

Consider now (ii), and suppose that $|f| \leqslant M$. Given $\epsilon>0$, we can find a $\delta>0$ such that $|f(t)-f(x)| \leqslant \epsilon$ for $x \in(\alpha, \beta)$ and $|t-x| \leqslant \delta$; we include here the case when $(\alpha, \beta)$ reduces to a single point. By (6.2) and (6.4),

$$
\begin{aligned}
J_{n, m}(x)-f(x) & =\frac{1}{\pi} \int_{0}^{2 \pi}[f(t)-f(x)] K_{n}(t-x) d \omega_{m}(t) \\
& =\frac{1}{\pi} \int_{x-\pi}^{x+\pi}=\frac{1}{\pi} \int_{x-\delta}^{x+\delta}+\frac{1}{\pi} \int_{R} \\
& =P+Q
\end{aligned}
$$

say, and

$$
|P| \leqslant \frac{1}{\pi} \int_{x-\delta}^{x+\delta} \epsilon K_{n}(t-x) d \omega_{m} \leqslant \frac{\epsilon}{\pi} \int_{0}^{2 \pi} K_{n}(t) d \omega_{m}=\epsilon
$$

$$
|Q| \leqslant \frac{2 M}{\pi} \int_{R} K_{n}(t-x) d \omega_{m} \leqslant \frac{2 M}{\pi} \max _{\delta \leqslant u \leqslant \pi} K_{n}(u) \int_{R} d \omega_{m}
$$

Thus $Q \rightarrow 0$ as $n \rightarrow \infty,|P+Q|<2 \epsilon$ for $n>n_{0}$, and (6.3) follows.
Let $B_{n, \nu}(x)=B_{n, \nu}(x, f)$ denote the arithmetic mean of the partial sums $I_{n, 0}, I_{n, 1}, \ldots$, $I_{n, \nu}$ of $I_{n}(x, f)$. Thus

$$
\begin{align*}
B_{n, \nu}=\frac{1}{\nu+1} \sum_{k=0}^{\nu} I_{n, k} & =\frac{1}{\pi} \int_{0}^{2 \pi} f(t) K_{\nu}(t-x) d \omega_{9 n+1} \\
& =J_{\nu, 2 n+1}
\end{align*}
$$

for $0 \leqslant \nu \leqslant n$, and, in particular, $B_{n, n}=J_{n, 2 n+1}$. This leads to the following interpretation of ( 6.3 ):
(6.6) Theorem. Let $f(x)$ be bounded and periodic, and let $B_{n, \nu}$ be the arithmetic mean of the polynomials $I_{n, 0}, I_{n, 1}, \ldots, I_{n, \nu}$. Then
(i) $B_{n, \nu}(x)$ remairs within the same bounds as $f$;
(ii) $B_{n, \nu}(x, f)$ converges to $f(x)$ at every point of continuity of $f$ as $\nu \rightarrow \infty$. The convergence is uniform in every closed interval of continuity of $f$.

At the points of simple discontinuity of $f$ the behaviour of the $J_{n, m}$ is in general indeterminate, as is that of the $I_{n, v}$.

Consider now any polynomial $S(x)$ of order $n$. The values which the derivative $S^{\prime}(x)$ takes at the points $t_{0}, t_{1}, \ldots, t_{n}$ are not arbitrary, since

$$
\frac{2 \pi}{n+1} \sum_{0}^{n} S^{\prime}\left(t_{k}\right)=\int_{0}^{2 \pi} S^{\prime}(x) d \omega_{n+1}(x)=\int_{0}^{2 \pi} S^{\prime}(x) d x=0
$$

However, given any two sets of numbers
such that

$$
\begin{gathered}
y_{0}, \quad y_{1}, \quad \ldots, \quad y_{n} ; \quad y_{0}^{\prime}, \quad y_{1}^{\prime}, \quad \ldots, \quad y_{n}^{\prime}, \\
\\
y_{0}^{\prime}+y_{1}^{\prime}+\ldots+y_{n}^{\prime}=0
\end{gathered}
$$

(so that the number of conditions is $2 n+1$ ), there is a unique polynomial $S(x)$ of order $n$ such that

$$
S\left(t_{k}\right)=y_{k}, \quad S^{\prime}\left(t_{k}\right)=y_{k}^{\prime} \quad(k=0,1, \ldots, n)
$$

The uniqueness follows from the fact that the difference of two such $S(x)$ would have at least $n+1$ double roots, and so would vanish identically. To prove the existence of $S$ observe that

$$
\tilde{D}_{n+1}^{*}(u)=\sum_{1}^{n} \sin \nu u+\frac{1}{2} \sin (n+1) u=\{1-\cos (n+1) u\} \frac{1}{2} \cot \frac{1}{2} u
$$

is a polynomial of order $n+1$ which vanishes at the points $u=2 \pi \nu /(n+1), \nu=0,1, \ldots, n$, and has derivative zero at each of these points with the exception of $u=0 \quad(\nu=0)$, where its derivative is $\frac{1}{2}(n+1)^{2}$. Thus

$$
H_{n}(x)=2(n+1)^{-2} \sum_{k=0}^{n} y_{k}^{\prime} \tilde{S}_{n+1}^{*}\left(x-t_{k}\right)
$$

is a polynomial vanishing at the points $t_{k}$ and having derivatives $y_{k}^{\prime}$ there. Since

$$
\sum_{0}^{n} y_{k}^{\prime} \sin (n+1)\left(x-t_{k}\right)=\sin (n+1)\left(x-t_{0}\right) \cdot \sum_{0}^{n} y_{k}^{\prime}=0
$$

we may replace $\tilde{D}_{n+1}^{*}$ by $\tilde{D}_{n}$ in (6.9), so that $H_{n}$ is a polynomial of order $n$.
We can now define $S(x)$ as $H_{n}(x)+J_{n}(x)$, where

$$
H_{n}(x)=2(n+1)^{-2} \sum_{k=0}^{n} y_{k}^{\prime} D_{n}\left(x-t_{k}\right)
$$

and $J_{n}(x)$ is the Jackson polynomial taking the values $y_{k}$ at the points $t_{k}$ (and having zero derivative there). Clearly $S(x)$ has the required properties.

The polynomials $H_{n}(x)$, which vanish at the points $t_{k}$ and whose derivatives have given values there, are called the interpolating polynomials of the second kind.

The determination of a polynomial by means of the values which it and some of its derivatives take at fixed points is called Hermite interpolation (as distinct from Lagrange interpolation, where the derivatives are not considered). Thus the polynomials $J_{n}$ and
$H_{n}$ give the solution of the problem when the $n+1$ fundamental points $t_{k}^{(n)}$ are equally spaced and only the first derivative is taken into account.

Return to (6.9) and let

$$
Y^{\prime}=\max \left(\left|y_{0}^{\prime}\right|,\left|y_{1}^{\prime}\right|, \ldots,\left|y_{n}^{\prime}\right|\right) .
$$

Then, by ( $6 \cdot 10$ ) and the Remark on p. 19,

$$
\begin{align*}
\left|H_{n}(x)\right| & \leqslant \frac{Y^{\prime}}{(n+1) \pi} \int_{0}^{2 \pi}\left|\tilde{D}_{n}(t-x)\right| d \omega_{n+1}(t) \\
& \leqslant Y^{\prime} . O\left(n^{-1} \log n\right),
\end{align*}
$$

and we have now:
(6-12) Theorem. Let $f(x)$ be any bounded periodic function and let $S_{n}(x)$ denote the polynomial of order $n$ such that

$$
S\left(t_{k}^{(n)}\right)=f\left(t_{k}^{(n)}\right), \quad S^{\prime}\left(t_{k}^{(n)}\right)=y_{n, k}^{\prime}
$$

for $k=0,1, \ldots, n$, where (for each $n$ ) $y_{n, 0}^{\prime} y_{n, 1}^{\prime} \ldots, y_{n, n}^{\prime}$ are arbitrary numbers with sum equal to 0. If $\quad Y_{n}^{\prime}=\max \left(\left|y_{n, 0}^{\prime}\right|,\left|y_{n, 1}^{\prime}\right|, \ldots,\left|y_{n, n}^{\prime}\right|\right)=o(n / \log n)$,
then, as $n \rightarrow \infty, S_{n}(x)$ tends to $f(x)$ at every point of continuity of $f$, and the convergence is uniform over each closed interval of continuity.

For $S_{n}=J_{n}+H_{n}$, where by ( $6 \cdot 11$ ), $H_{n}$ tends uniformly to 0 and $J_{n}=J_{n}[f]$ satisfies the conclusions of (6.3).

The case $Y_{n}^{\prime}=O(1)$ is of special interest.
We now apply (6.6) to the proof of (5.4). In Chapter III, § 1, we proved the theorem of Hardy, that if a series $u_{0}+u_{1}+\ldots$ is summable (C, 1) to $s$, and if $u_{\nu}=O(1 / \nu)$, then the series converges to $s$. Suppose now that we have a family of finite sums

$$
u_{0}^{(n)}+u_{1}^{(n)}+\ldots+u_{n}^{(n)}
$$

depending on the parameter $n$, and that

$$
\left|u_{\nu}^{(n)}\right| \leqslant A / \nu,
$$

where $A$ is independent of $n$ and $\nu$. Let $s_{n, \nu}$ and $\sigma_{n, \nu}$ denote respectively the partial sums and the first arithmetic means of the series (6.13). Then, if $\sigma_{n, \nu}$ tends to $s$ as $\nu \rightarrow \infty, n$ remaining always $\geqslant \nu$, so does $s_{n, \nu}$; if the $\sigma_{n, \nu}$ are bounded so are the $s_{n, \nu}$.

The second part is an immediate consequence of the equation

$$
s_{n, \nu}-\sigma_{n, \nu}=\frac{1}{\nu+1} \sum_{1}^{\nu} k u_{k}^{(n)} .
$$

The proof of the first part is actually implicit in the proof of Hardy's theorem, as the reader will easily verify. Thus (5.4) follows from (6.6), if we use (4.8).

It is important to observe that the analogue of Fejer's theorem about the summability ( $\mathrm{C}, \mathrm{l}$ ) of $\mathrm{S}[f]$ is obtained by considering the means ( $6 \cdot 5$ ), and not the means of the polynomials $I_{0}, I_{1}, \ldots$ (see, however, theorem (7-32) below). Although $I_{n}[f]$ represents a complete Fourier series with respect to a certain orthogonal system. there is little connexion between $I_{n}$ and $I_{n+1}$.
(6-14) Theorem. Let $x_{0}^{n}<x_{1}^{n}<\ldots<x_{1 n}^{n}$ be any $2 n+1$ equidistributed points, and let $h=h_{n}=2 \pi /(2 n+1)$. Let $U_{n}(x, f)$ be the polynomial of order $n$ taking at the points $x_{\nu}^{n}$ the values

$$
\frac{1}{2}\left\{f\left(x_{\nu}^{n}+\frac{1}{\frac{1}{2}} h\right)+f\left(x_{\nu}^{n}-\frac{1}{2} h\right)\right\} .
$$

Then $U_{n}(x, f)$ tends to $f$ at every point of continuity of $f$, and the convergence is uniform over every closed arc of continuity.

Observing that $\omega_{\mathbf{2 n + 1}}\left(x+\frac{1}{2} h\right)-\omega_{2 n+1}\left(x-\frac{1}{2} h\right)$ is constant, we have

$$
\begin{aligned}
U_{n}(x, f) & =\frac{1}{\pi} \int_{0}^{2 \pi} \frac{1}{2}\left\{f\left(t+\frac{1}{2} h\right)+f\left(t-\frac{1}{2} h\right)\right\} D_{n}(t-x) d \omega_{2 n+1}(t) \\
& =\frac{1}{\pi} \int_{0}^{2 n} f(t) \frac{1}{2}\left\{D_{n}\left(t-\frac{1}{2} h-x\right)+D_{n}\left(t+\frac{1}{2} h-x\right)\right\} d \omega_{2 n+1}\left(t+\frac{1}{2} h\right) \\
& =\frac{1}{2} a_{0}^{(n)}+\sum_{\nu=1}^{n}\left(a_{v}^{(n)} \cos \nu x+b_{\nu}^{(n)} \sin \nu x\right) \cos \frac{1}{2} \nu h,
\end{aligned}
$$

where $a_{\nu}^{(n)}, b_{\nu}^{(n)}$ are the Fourier-Lagrange coefficients of $f$ corresponding to the fundamental points $x_{\nu}^{n}+\frac{1}{2} h$. The last expression closely resembles the expression

$$
\frac{1}{2}\left\{S_{n}\left(x+\frac{1}{2} h\right)+S_{n}\left(x-\frac{1}{2} h\right)\right\}
$$

for the partial sums of Fourier series (Chapter III, § 12), and the two have similar properties. Summing by parts we find $U_{n}(x, f)$ equal to

$$
\begin{aligned}
\sum_{\nu=0}^{n-1} I_{n, \nu} \Delta \cos \frac{1}{2} \nu h & +I_{n} \cos \frac{\pi n}{2 n+1} \\
& =\sum_{\nu=0}^{n-2} B_{n, \nu}(\nu+1) \Delta^{2} \cos \frac{1}{2} \nu h+B_{n, n-1} n \Delta \cos \frac{1}{\frac{1}{2}}(n-1) h+I_{n} \cos \frac{\pi n}{2 n+1} .
\end{aligned}
$$

Disregarding the last term, which is $O(\log n) O(1 / n)=o(1)$, we have here a transformation of the double sequence $B_{n, \nu}$ by means of a regular matrix (Chapter III, §1), and ( $6 \cdot 14$ ) follows from (6.6).

It is also easy to verify that for any fixed $f$ the $U_{n}$ are uniformly bounded.
For the polynomial $I_{n}[f]$ the ratio of the order of the polynomial to the number of fundamental points is $n /(2 n+1) \simeq \frac{1}{2}$. $I_{n}[f]$ need not tend to $f$, even if $f$ is continuous; we may, however, remedy this defect if we allow the asymptotic value of the ratio of the order to the number of points to increase, no matter how slightly. (For the polynomials $J_{n}[f]$, which tend uniformly to $f$ when $f$ is continuous, the ratio is $n /(n+1) \simeq 1$.) This can be achieved either by keeping fixed the number of fundamental points and increasing the order of the polynomial, or, conversely, by keeping the order fixed and dropping a number of fundamental points. Both procedures will be considered here.
(6.15) Theorem. Given any $\epsilon>0$ and any bounded periodic $f$, we can define a polynomial of order not exceeding $n(1+\epsilon)$ interpolating f at any equidistant points $x_{0}, x_{1}, \ldots, x_{2 n}$ and converging to $f$ at every point of continuity of $f$, and uniformly in every closed interval of continuity.

Let $0<h \leqslant n$. The required polynomial will be defined as
where

$$
\begin{gathered}
L_{n, h}=\frac{1}{2 h+1} \sum_{\nu=n-h}^{n+\hbar} I_{n, \nu}(x), \\
I_{n, \nu}(x)=\frac{1}{\pi} \int_{0}^{9_{\pi}} f(t) D_{\nu}(t-x) d \omega_{2 n+1} .
\end{gathered}
$$

The $L_{n, h}$ are analogous to the delayed (C,1) means introduced in Chapter III, p. 80, and

$$
\begin{aligned}
L_{n, h} & =\frac{1}{2 h+1}\left(\sum_{\nu=0}^{n+h}-\sum_{\nu=0}^{n-h-1}\right) I_{n, \nu} \\
& =\frac{1}{2 h+1}\left\{(n+h+1) J_{n+h, 2 n+1}-(n-h) J_{n-h-1,2 n+1}\right\} .
\end{aligned}
$$

If $h=[n \epsilon]$, it follows from (6.3) that $J_{n+h, 2 n+1} \rightarrow f, J_{n-n-1,2 n+1} \rightarrow f$, and so also

$$
L_{n, h} \rightarrow f
$$

The order of $L_{n, h}$ is $n+h \leqslant n(1+\epsilon)$. Finally,

$$
\begin{aligned}
L_{n, h} & =\frac{1}{2 h+1} \frac{1}{\pi} \int_{0}^{2 \pi}\left\{\frac{1-\cos (n+h+1)(x-t)}{4 \sin ^{2} \frac{1}{2}(x-t)}-\frac{1-\cos (n-h)(x-t)}{4 \sin ^{2} \frac{1}{2}(x-t)}\right\} f(t) d \omega_{2 n+1}(t) \\
& =\frac{2}{2 h+1} \frac{1}{\pi} \int_{0}^{2 \pi} D_{n}(t-x) D_{h}(t-x) f(t) d \omega_{2 n+1}(t) \\
& =\frac{2}{2 h+1} \frac{2}{2 n+1} \sum_{k=0}^{2 n} D_{n}\left(x-x_{k}\right) D_{h}\left(x-x_{k}\right) f\left(x_{k}\right),
\end{aligned}
$$

so that

$$
L_{n, h}\left(x_{k}\right)=f\left(x_{k}\right)
$$

for all $k$, and ( $6 \cdot 15$ ) follows.
The polynomial of order $n$ taking the values $y_{0}, y_{1}, \ldots, y_{2 n}$ at the equidistant poirits $x_{0}<x_{1}<\ldots<x_{2 n}$ may be written

$$
\frac{\sin \left(n+\frac{1}{2}\right)}{2 n+} \frac{\left(x-x_{0}\right)}{1}\left\{\sum_{j=0}^{2 n} \frac{(-1)^{j} y_{j}}{\sin \frac{1}{2}\left(x-x_{j}\right)}\right\}
$$

(see (1-17)). Let $2 l$ be a fixed even integer and split the points $x_{0}, x_{1}, \ldots, x_{2 n}$ into consecutive blocks of $2 l$ elements and a terminal block of less than $2 l$ elements. The number of full blocks is $[(2 n+1) / 2 l]$. Given a periodic $f(x)$ we consider the polynomial (6-16), where the $y_{j}$ are defined as follows. If $x_{j}$ is in the terminal blook we set $y_{j}=f\left(x_{j}\right)$. For all the other $x_{j}$, except for one in each block, we also set $y_{j}=f\left(x_{j}\right)$. Finally, if $x_{i+1}$ is the first element of any block, we define the $y_{j}$ corresponding to the exceptional $x_{j}$ of that block by the relation

$$
y_{i+1}-y_{i+2}+y_{i+8}-\ldots-y_{i+\mu}=0 .
$$

We shall call the polynomial (6.16) defined in this manner a $2 l$-adjusted interpolating polynomial. It interpolates $f$ at least at

$$
m_{n}=2 n+1-[(2 n+1) / 2 l] \geqslant(2 n+1)(1-1 / 2 l)
$$

points. Hence by taking $l$ large enough we may make the limit of $n / m_{n}$ as close to $\frac{1}{2}$ as we please.
(6-18) Theorem. For a fixed $l$, the $2 l$-adjusted interpolating polynomial of any bounded and periodic $f$ converges to $f$ at the points of continuity of $f$. The convergence is uniform over every closed interval of continuity.

The difference between the exprossion in (6-16) and $f(x)$ is

$$
\frac{\sin \left(n+\frac{1}{2}\right)\left(x-x_{0}\right)}{2 n+1}\left\{\sum_{j=0}^{9 n} \frac{(-1)^{j}\left[y_{j}-f(x)\right]}{\sin \frac{1}{2}\left(x-x_{j}\right)}\right\}=\Sigma^{\prime}+\Sigma^{\prime \prime}
$$

say, where $\Sigma^{\prime}$ corresponds to the $x_{j}$ in $(x, x+\pi)$ and $\Sigma^{\prime \prime}$ to the other $x_{j}$. Let $p$ be a fixed integer, and let $\Sigma^{\prime}=\sigma^{\prime}+\sigma^{\prime \prime}$, where $\sigma^{\prime}$ corresponds to the $p$ points $x_{j}$ nearest to $x$. If $f$ is continuous at $x$, each $y_{j}-f(x)$ in $\sigma^{\prime}$ tends to 0 as $n \rightarrow \infty$. Since $\left|D_{n}(u)\right| \leqslant n+\frac{1}{2}$, $\sigma^{\prime} \rightarrow 0$. Suppose that $|f| \leqslant M$. By virtue of (6.17), the absolute value of the partial sums of $y_{k}-y_{k+1}+y_{k+2}-\ldots$ does not exceed $4 l M$, whence (cf. Chapter I, (2•3))

$$
\left|\sigma^{\prime \prime}\right| \leqslant \frac{4 l+1}{2 n+1} M \frac{1}{\sin \frac{p \pi}{2 n+1}} \leqslant \frac{4 l+1}{2 p} M
$$

which is arbitrarily small if $p$ is sufficiently large. Thus $\Sigma^{\prime} \rightarrow 0$. Similarly $\Sigma^{\prime \prime} \rightarrow 0$, and (6-18) follows.

## 7. Mean convergence of interpolating polynomials

In the study of mean convergence we shall consider not only the interpolating polynomials $I_{n}$ and their partial sums $I_{n, v}$, but also the conjugate polynomials $I_{n}, I_{n, v}$. It will appear in the sequel that the latter tend in the mean to the conjugate function

$$
f(x)=-\frac{1}{\pi} \int_{0}^{\pi}[f(x+t)-f(x-t)] \frac{1}{2} \cot \frac{1}{2} t d t=-\frac{1}{\pi} \lim _{s \rightarrow+0} \int_{c}^{\pi}
$$

although, in general, $I_{n}$ is not an interpolating polynomial for $f$.
Since every $f$ integrable R is bounded, and so is in $L^{2}$, the proof of the existence of $f$ almost everywhere is particularly simple (see Chapter IV, § 1). However, $f$ can be unbounded even if $f$ is continuous, and so need not be integrable R. We know that $f$ belongs to every $L^{p}$, where $p<\infty$; more generally, $\exp (\lambda|f|)$ is integrable if $\lambda$ is positive and small enough (Chapter VII, (2•4), (2•11)).

In what follows we confine our attention to polynomials $I_{n}$. The argument is applicable without change to the polynomials $E_{n}$.
(7•1) Theorem. For every $f$,

$$
\left.\begin{array}{l}
\int_{0}^{2 \pi} I_{n, \nu}^{2} d x \leqslant \int_{0}^{2 \pi} f^{2} d \omega_{2 n+1} \\
\int_{0}^{2 \pi} I_{n, \nu}^{8} d x \leqslant \int_{0}^{2 \pi} f^{2} d \omega_{2 n+1} \cdot
\end{array}\right\}
$$

Further,

$$
\left.\begin{array}{l}
\lim _{n \rightarrow \infty} \int_{0}^{2 \pi}\left(f-I_{n, \nu}[f]\right)^{2} d x=0 \\
\lim _{\nu \rightarrow \infty} \int_{0}^{2 \pi}\left(f-I_{n, \nu}[f]\right)^{2} d x=0
\end{array}\right\}
$$

By Parseval's formula,

$$
\mathbb{M}_{2}\left[I_{n, \nu}\right] \leqslant \mathbb{R}_{2}\left[I_{n}\right], \quad \mathbb{R}_{2}\left[I_{n, \nu}\right] \leqslant \mathbb{R}_{2}\left[I_{n}\right] .
$$

Since
(7.2) follows.

$$
\int_{0}^{2 \pi} I_{n}^{2} d x=\int_{0}^{2 \pi} I_{n}^{2} d \omega_{2 n+1}=\int_{0}^{2 \pi} f^{2} d \omega_{2 n+1}
$$

If $f$ is integrable $\mathbf{R}$,

$$
\begin{aligned}
\mathfrak{R}_{2}\left[f-I_{n, \nu}\right] & \leqslant \mathbb{M}_{2}[f]+\mathfrak{M}_{2}\left[I_{n, \nu}\right], \\
& \leqslant \mathbb{M}_{2}[f]+\left(\int_{0}^{2 \pi} f^{2} d \omega_{2 n+1}\right)^{\downarrow} \rightarrow 2 \mathfrak{R}_{2}[f],
\end{aligned}
$$

since $f^{2}$, along with $f$, is integrable $R$. Thus

$$
\limsup _{\nu \rightarrow \infty} \mathfrak{R}_{2}\left[f-I_{n, \nu}\right] \leqslant 2 \mathbb{M}_{2}[f] .
$$

Let now $T$ be a polynomial such that $\mathbb{M}_{2}[f-T]<\varepsilon$, and let $f=f_{1}+T$. If $\nu$ exceeds the order of $T$,

$$
I_{n, \nu}[f]=I_{n, \nu}\left[f_{1}\right]+I_{n, \nu}[T]=I_{n, \nu}\left[f_{1}\right]+T
$$

whence

$$
\mathfrak{P}_{2}\left[f-I_{n, \nu}[f]\right]=\mathbb{R}_{2}\left[f_{1}-I_{n, \nu}\left[f_{1}\right]\right]
$$

$$
\lim \sup \mathbb{R}_{2}\left[f-I_{n, \nu}[f]\right] \leqslant 2 M R_{2}\left[f_{1}\right]<2 \varepsilon \text {, }
$$

and the first equation (7.3) follows. The second equation is a consequence of the inequality

$$
\mathfrak{M}_{2}\left[f-I_{n, \nu}\right] \leqslant \mathbb{R}_{2}\left[f-I_{n, v}\right] .
$$

(7-4) Theorem. For any fand any finite interval ( $\alpha, \beta$ ),

$$
\begin{aligned}
& \lim _{\nu \rightarrow \infty} \int_{\alpha}^{\beta} I_{n, \nu}[f] d x=\int_{\alpha}^{\beta} f d x, \\
& \lim _{\nu \rightarrow \infty} \int_{\alpha}^{\beta} I_{n, \nu}[f] d x=\int_{\alpha}^{\beta} f d x .
\end{aligned}
$$

For the absolute value of the difference of the first two integrals does not exceed

$$
\mathfrak{P}\left[f-I_{n, \nu} ; \alpha, \beta\right] \leqslant \mathbb{P}\left[f-I_{n, \nu}\right] \leqslant(2 \pi) \not \mathbb{R}_{2}\left[f-I_{n, \nu}\right] \rightarrow 0,
$$

assuming, as we may, that ( $\alpha, \beta$ ) is of length at most $2 \pi$. The proof of the second formula is similar. Both are analogues of the fact that $S[f]$ can be integrated termwise over any interval $(\alpha, \beta)$, the result being $\int_{\alpha}^{\beta} f d x$.

The exponent 2 in (7-1) can be replaced by any number $p>0$, at the sost of a numerical factor. The proof is based on the following theorem, interesting in itself:
(7-5) Theorem. Let $S(x)$ be a polynomial of order $n$. Then

$$
\begin{align*}
& \left\{\int_{0}^{2 \pi}|S|^{p} d \omega_{2 n+1}\right\}^{1 / p} \leqslant A\left\{\int_{0}^{8 \pi}|S|^{p} d x\right\}^{1 / p} \quad(1 \leqslant p \leqslant+\infty) \\
& \qquad\left\{\int_{0}^{2 \pi}|S|^{p} d x\right\}^{1 / p} \leqslant A_{p}\left\{\int_{0}^{2 \pi}|S|^{p} d \omega_{2 n+1}\right\}^{1 / p} \quad(1<p<+\infty)
\end{align*}
$$

where $A$ is an absolute constant, and $A_{p}$ depends on $p$ only.
That (7.7) is false for $p=\infty$ (unlike (7.6), which is then obvious) follows from the fact, to be proved in §8, that there is a continuous $f$ such that the $S(x)=I_{n}(x, f)$ are unbounded although, of course, they are bounded at the fundamental points. For $p=1$, if $S(x)=D_{n}(x)$ and $\omega_{2 n+1}$ is associated with the roots of $\sin \left(n+\frac{1}{8}\right) x$, the integral on the right of $(7 \cdot 7)$ is $2 \pi D_{n}(0) /(2 n+1)=\pi$, while $\mathbb{P}[S]=\pi L_{n}$ is unbounded as $n \rightarrow \infty$, $L_{n}$ being the Lebesgue constant. Thus (7•7) fails also for $p=1$.

We prove first that for any function $\Phi(u)$, non-negative, non-decreasing and convex in $u \geqslant 0$,

$$
\int_{0}^{2 \pi} \Phi\left(\frac{1}{3}|S|\right) d \omega_{2 n+1} \leqslant \int_{0}^{2 \pi} \Phi(|S|) d x
$$

The inequality (7.6) with $A=3$ is an immediate consequence of (7.8) with $\Phi(u)=u^{p}$.
In the formula

$$
S(x)=\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{n}(t-x) d t
$$

we may replace $D_{n}$ by any polynomial whose $n$th partial sum is $D_{n}$. In particular, we may replace $D_{n}$ by

$$
2 K_{9 n-1} \cdots K_{n-1}
$$

$K_{v}$ being the Fejer kernel (see Chapter III, (1-31)). Hence we have

$$
\begin{aligned}
\frac{1}{3}|S(x)| & \leqslant \frac{2}{3} \frac{1}{\pi} \int_{0}^{2 \pi}|S(t)| K_{9 n-1}(t-x) d t+\frac{1}{3} \frac{1}{\pi} \int_{0}^{2 \pi}|S(t)| K_{n-1}(t-x) d t, \\
\Phi\left(\frac{1}{3}|S(x)|\right) & \leqslant \frac{2}{3} \Phi\left\{\frac{1}{\pi} \int_{0}^{8 \pi}|S(t)| K_{2 n-1}(t-x) d t\right\}+\frac{1}{3} \Phi\left\{\frac{1}{\pi} \int_{0}^{2 \pi}|S(t)| K_{n-1}(t-x) d t\right\}, \\
\Phi\left(\frac{1}{3}|S(x)|\right) & \leqslant \frac{2}{3} \frac{1}{\pi} \int_{0}^{2 \pi} \Phi(|S(t)|) K_{2 n-1}(t-x) d t+\frac{1}{3} \frac{1}{\pi} \int_{0}^{2 \pi} \Phi(|S(t)|) K_{n-1}(t-x) d t,
\end{aligned}
$$

using Jensen's inequality twice. If, after integrating the last inequality with respect to $\omega_{9_{n+1}}(x)$ over $0 \leqslant x \leqslant 2 \pi$, we interchange the order of integration (or rather of summation and integration) on the right and use the fact that

$$
\frac{1}{\pi} \int_{0}^{2 \pi} K_{m}(t-x) d \omega_{3 n+1}(x)=\frac{1}{\pi} \int_{0}^{2 \pi} K_{m}(t-x) d x=1
$$

for $m \leqslant 2 n$, we get (7.8).
For the proof of (7.7) we take a function $g$ such that

$$
\mathfrak{W}_{p}[S]=\int_{0}^{9 \pi} S g d x, \quad \mathbb{M}_{p} \cdot[g]=1,
$$

where $p^{\prime}=p /(p-1)$ (see Chapter I, (9.14)). Then, by Hölder's inequality and (7.6),

$$
\begin{align*}
\mathfrak{R}_{p}[S]=\int_{0}^{2 \pi} S g d x=\int_{0}^{2 \pi} S S_{n}[g] d x & =\int_{0}^{2 \pi} S S_{n}[g] d \omega_{2 n+1} \\
& \leqslant\left(\int_{0}^{2 \pi}|S|^{p} d \omega_{2 n+1}\right)^{1 / p}\left(\int_{0}^{2 \pi}\left|S_{n}[g]\right|^{p} d \omega_{2 n+1}\right)^{1 / p^{\prime}} \\
& \leqslant A\left(\int_{0}^{2 \pi}|S|^{p} d \omega_{2 n+1}\right)^{1 / p} \mathscr{D}_{p^{p}}\left[S_{n}[g]\right] \tag{7.9}
\end{align*}
$$

By theorem (6.4) of Chapter VII, there is a constant $R_{p^{\prime}}$ independent of $n$ and $g$, such that the last factor does not exceed $R_{p^{\prime}}, R_{p} \cdot[g]=R_{p} \dagger$. Hence the last product in (7.9) does not exceed $A R_{p^{\prime}}\left(\int_{0}^{3 \pi}|S|^{p} d \omega_{9 n+1}\right)^{1 / p}$. This gives (7•7) with

$$
A_{p}=A R_{p^{\prime}}
$$

$\dagger$ The conotant $R_{p}$ is denoted there by $C_{9}$. Arguing as in the proof of Theorem (2.21) of Chapter VII, we can ahow that the losest value of $R_{p}$ satiafiee $R_{p}=R_{f}$.

Remark. Let $\epsilon>0$, and let $N$ be any integer, even or odd, not less than $(1+\varepsilon) n$. The inequality (7-6) holds if we replace $d \omega_{2 n+1}$ by $d \omega_{N}$, but the constant $A$ on the right will now depend on $\epsilon$. This is a consequence of the following generalization of (7.8):

$$
\left.\int_{0}^{8 \pi} \Phi\left(\lambda^{-1}|S|\right) d \omega_{N} \leqslant \int_{0}^{8 \pi} \Phi(|S|) d x \quad\left(N \geqslant(1+\epsilon) n, \lambda=2+\epsilon^{-1}\right) .\right\}
$$

To prove this inequality we proceed as in the proof of (7•8) but replace $D_{n}$ by

$$
K_{n, h}=\left(1+\frac{n}{h}\right) K_{n+n-1}-\frac{n}{h} K_{n-1}
$$

It is enough to suppose that $h \geqslant e n$ and set $N=n+h$.
The following is an analogue of (7.5) for power polynomials:
(7-10) Theorem. Let

$$
P(z)=c_{0}+c_{1} z+\ldots+c_{n} z^{n}
$$

Then

$$
\begin{align*}
& \left\{\int_{0}^{2 \pi}\left|P\left(e^{u}\right)\right|^{p} d \omega_{n+1}\right\}^{1 / p} \leqslant A^{\prime}\left\{\int_{0}^{2 \pi}\left|P\left(e^{i u}\right)\right|^{p} d t\right\}^{1 / p} \quad(1 \leqslant p \leqslant+\infty), \\
& \left\{\int_{0}^{2 \pi}\left|P\left(e^{i d}\right)\right|^{p} d t\right\}^{1 / p} \leqslant A_{p}^{\prime}\left\{\int_{0}^{2 \pi}\left|P\left(e^{u}\right)\right|^{p} d \omega_{n+1}\right\}^{1 / p} \quad(1<p<\infty) . \tag{7•12}
\end{align*}
$$

This follows immediately from (7.5) if $n=2 k$ is even. For then $\left|P\left(e^{i}\right)\right|=|S(t)|$, where

$$
S(t)=c_{0} e^{-i k t}+c_{1} e^{-u(k-1) t}+\ldots+c_{n} e^{i k t}
$$

is a (complex-valued) trigonometric polynomial of order $k$.
If $n$ is odd, write $P(z)=c_{0}+z Q(z)$ and denote $P\left(e^{i}\right)$ and $Q\left(e^{i}\right)$ by $P$ and $Q$ respectively. Observing that

$$
|P| \leqslant\left|c_{0}\right|+|Q|, \quad|Q| \leqslant\left|c_{0}\right|+|P|
$$

and that $Q$ is a power polynomial of even degree $n-1$, we get

$$
\begin{align*}
\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}|P| p d \omega_{n+1}\right)^{1 / p} & \leqslant\left|c_{0}\right|+\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}|Q|^{p} d \omega_{n+1}\right)^{1 / p} \\
& \leqslant\left|c_{0}\right|+A \mathscr{A}_{p}[Q] \leqslant\left|c_{0}\right|+A\left|c_{0}\right|+A \mathscr{A}_{p}[P] . \\
\left|c_{0}\right| & =(2 \pi)^{-1}\left|\int_{0}^{2 \pi} P d t\right| \leqslant \mathscr{A}_{p}[P],
\end{align*}
$$

Since
(7•11) with $A^{\prime}=2 A+1$ follows immediately. An argument parallel to this, using the fact that $c_{0}=(2 \pi)^{-1} \int_{0}^{8 \pi} P d \omega_{n+1}$, gives (7•12) with $A_{p}^{\prime}=2 A_{p}+1$.
(7-14) Theorem. For every $f$, and for $p>1$,

$$
\begin{gather*}
\mathfrak{M}_{p}\left[I_{n, v}\right] \leqslant A_{p}\left(\int_{0}^{2 \pi}|f|^{p} d \omega_{2 n+1}\right)^{1 / p}, \\
\mathfrak{R}_{p}\left[I_{n, \nu}\right] \leqslant A_{p}\left(\int_{0}^{2 \pi}|f|^{p} d \omega_{2 n+1}\right)^{2 / p}, \\
\mathfrak{P}_{p}\left[f-I_{n, \nu}\right] \rightarrow 0, \quad \mathfrak{R}_{p}\left[f-I_{n, \nu}\right] \rightarrow 0 \quad(n \geqslant \nu \rightarrow \infty) . \tag{7•17}
\end{gather*}
$$

The inequalities $\quad \mathbb{M}_{p}\left[I_{n, \nu}\right] \leqslant A_{p} \mathbb{M}_{p}\left[I_{n}\right]$,

$$
\mathfrak{M}_{p}\left[I_{n}\right] \leqslant A_{p}\left\{\int_{0}^{2 \pi}\left|I_{n}\right|^{p} d \omega_{2 n+1}\right\}^{1 / p}=A_{p}\left\{\int_{0}^{2 \pi}|f|^{p} d \omega_{2 n+1}\right\}^{1 / p}
$$

give (7.15). The proof of (7.16) is similar. Once (7.15) and (7.16) are established, the proof of (7-17) follows the pattern of that of $(7 \cdot 3)$.

For a generalization of (7-14) we need the following result:
(7-18) Theorem. Let $S(x)$ be a polynomial of order $n$ such that $|S(x)| \leqslant 1$ at the discontinuities of $\omega_{2 n+1}$. There are two positive absolute constants $\lambda_{0}, \mu_{0}$ such that

$$
\begin{align*}
& \int_{0}^{2 \pi} \exp \left(\lambda_{0}\left|S_{\nu}(x)\right|\right) d x \leqslant \mu_{0}, \\
& \int_{0}^{2 \pi} \exp \left(\lambda_{0}\left|\widetilde{S}_{\nu}(x)\right|\right) d x \leqslant \mu_{0},
\end{align*}
$$

for the partial sums $S_{\nu}$ of $S$.
We first strengthen (7.7) by showing that

$$
\begin{align*}
& \mathfrak{M}_{p}\left[S_{\nu}\right] \leqslant A_{p}\left(\int_{0}^{2 \pi}|S|^{p} d \omega_{2 n+1}\right)^{1 / p},  \tag{7.21}\\
& \mathfrak{M}_{p}\left[\tilde{S}_{\nu}\right] \leqslant A_{p}\left(\int_{0}^{2 \pi}|S|^{p} d \omega_{2 n+1}\right)^{1 / p}, \tag{7•22}
\end{align*}
$$

for $p>1$, with $A_{p}$ satisfying the same inequality $A_{p} \leqslant A R_{p^{\prime}}$ as in (7.7). The proofs are similar to that of (7.7). We take a $g(x)$ satisfying $\mathfrak{M}_{p}[g]=1$ and such that

$$
\mathfrak{M}_{p}\left[S_{\nu}\right]=\int_{0}^{2 \pi} S_{\nu} g d x
$$

Then

$$
\begin{aligned}
\int_{0}^{2 \pi} S_{\nu} g d x=\int_{0}^{2 \pi} S_{\nu} S_{\nu}[g] d x & =\int_{0}^{2 \pi} S_{\nu} S_{\nu}[g] d \omega_{2 n+1}=\int S S_{\nu}[g] d \omega_{2 n+1} \\
& \leqslant\left(\int_{0}^{2 \pi}|S|^{p} d \omega_{2 n+1}\right)^{1 / p}\left\{\int_{0}^{2 \pi} \mid S_{\nu}[g]^{\prime} p^{\prime} d \omega_{2 n+1}\right\}^{1 / p^{\prime}} \\
& \leqslant\left(\int_{0}^{2 \pi}|S|^{p} d \omega_{2 n+1}\right)^{1 / p} A\left\{\int_{0}^{2 \pi}\left|S_{\nu}[g]\right|^{p^{\prime}} d x\right\}^{1 / p^{\prime}}
\end{aligned}
$$

and, as before, the last factor does not exceed $R_{p^{\prime}}$. This proves (7.21).
Similarly, we choose an $h(x)$ with $\mathfrak{M}_{p^{\prime}}[h]=1$ and $\mathfrak{M}_{p}\left[\tilde{S}_{\nu}\right]=\int_{0}^{2 \pi} \tilde{S}_{\nu} h d x$. This last integral is equal to $-\int_{0}^{2 \pi} S_{\nu} \tilde{h} d x$, and arguing as before we get (7.22).

The constants $A_{p}$ in (7.21) and (7.22) do not exceed $A p$ when $p \geqslant 2$. (Going through the proof of theorem (6.7) of Chapter VII, we see that our $A_{p}$ does not exceed a fixed multiple, independent of $p$, of the constant $A_{p}$ in Chapter VII, (2.5), and it is enough to apply Chapter VII, (2.21) and (3.8)). Thus

$$
\begin{aligned}
\int_{0}^{2 \pi} \cosh \lambda\left|S_{\nu}\right| d x & =2 \pi+\sum_{j=1}^{\infty} \frac{\lambda^{8 j}}{(2 j)!} \int_{0}^{2 \pi}\left|S_{\nu}\right|^{2 j} d x \\
& \leqslant 2 \pi+\sum_{j=1}^{\infty} \frac{\lambda^{8 j}}{(2 j)!}(A \cdot 2 j)^{2 j} \int_{0}^{2 \pi}|S|^{2 j} d \omega_{2 n+1} \\
& \leqslant 2 \pi+\sum_{j=1}^{\infty} \frac{\lambda^{2 j}}{(2 j)!}(2 A j)^{2 j} 2 \pi<\infty,
\end{aligned}
$$

provided that $\lambda A<e^{-1}$ (using the inequality $n^{n} \leqslant n!e^{n}$ ). Since $e^{|u|} \leqslant 2 \cosh u$, this proves (7•19). The proof of $(7 \cdot 20)$ is similar.
(7.23) Theorem. There are positive absolute constants $\lambda_{0}, \mu_{0}, \lambda$ such that for every $f$ with $|f| \leqslant 1$,

$$
\begin{array}{ll}
1, & \int_{0}^{2 \pi} \exp \lambda_{0}\left|I_{n, \nu}\right| d x \leqslant \mu_{0}, \\
\int_{0}^{2 \pi} \exp \lambda_{0}\left|I_{n, \nu}\right| d x \leqslant \mu_{0} \\
\frac{1}{2 \pi} \int_{0}^{2 \pi} \exp \lambda\left|f-I_{n, \nu}\right| d x \rightarrow 1, & \frac{1}{2 \pi} \int_{0}^{2 \pi} \exp \lambda\left|f-I_{n, \nu}\right| d x \rightarrow 1 .
\end{array}
$$

If $f$ is continuous, (7.25) holds for every $\lambda>0$.
The inequalities (7-24) are consequences of (7•18). Since $0 \leqslant e^{u}-1 \leqslant u e^{u}$ for $u \geqslant 0$.

$$
\begin{aligned}
0 \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left\{e^{\left.\lambda \mid f-I_{n, v}-1\right\} d x}\right. & \leqslant \frac{\lambda}{2 \pi} \int_{0}^{2 \pi}\left|f-I_{n, \nu}\right| e^{\lambda\left|f-I_{n, v}\right|} d x \\
& \leqslant \frac{\lambda}{2 \pi} M_{2}\left[f-I_{n, v}\right]\left\{\int_{0}^{2 \pi} e^{2 \lambda\left|f-I_{n, v}\right|} d x\right\}^{\frac{1}{2}}
\end{aligned}
$$

by Schwarz's inequality. Since $9 \mathbb{R}_{2}\left[f-I_{n, \nu}\right] \rightarrow 0$, by (7•1), and since

$$
\int_{0}^{2 \pi} e^{2 \lambda\left|f-I_{n, r}\right|} d x \leqslant e^{2 \lambda} \int_{0}^{8 \pi} e^{2 \lambda\left|I_{n, r}\right|} d x=O(1)
$$

for $2 \lambda \leqslant \lambda_{0}$, we obtain the first formula (7-25). The proof of the second formula (7-25) is similar except that here we have (Chapter VII, (2-11))

$$
\int_{0}^{2 \pi} e^{2 \lambda\left|\tilde{f}-\tilde{I}_{n, v}\right|} d x \leqslant\left(\int_{0}^{2 \pi} e^{\mu|\tilde{f}|} d x\right)^{\frac{1}{2}}\left(\int_{0}^{8 \pi} e^{\mu \mid \tilde{I}_{n, v 1}} d x\right)^{\frac{1}{2}}=O(1),
$$

if $\lambda$ is small enough.
If $f$ is continuous, let $T$ be a polynomial such that $|f-T|<\epsilon$ and let $f=f_{1}+T$. If $\nu$ exceeds the order of $T$ and $2 \lambda \epsilon \leqslant \lambda_{0}$, then

$$
\begin{aligned}
\int_{0}^{2 \pi} e^{2 \lambda\left|f-I_{n, v}(f)\right|} d x & =\int_{0}^{2 \pi} e^{2 \lambda\left|f_{1}-I_{n, r}\left(f_{1}\right)\right|} d x \\
& \leqslant e^{2 \lambda \epsilon} \int_{0}^{2 \pi} e^{2 \lambda\left|I_{n}, v\left(f_{1}\right)\right|} d x=O(1)
\end{aligned}
$$

Since $\epsilon$ is arbitrarily small, $\lambda$ may be as large as we please. Similarly for the $I_{n, v}$
The inequalities (7.24) may be considered as substitutes for (7.7) when $p=\infty$. The following two theorems, which we state without proof, are substitutes for (7.7), and for its analogue for $\mathbb{S}$, when $p=1$.
(7-26) Theorem. For any polynomial $S$ of order $n$,

$$
\begin{aligned}
& \int_{0}^{2 \pi}|S| d x \leqslant A \int_{0}^{2 \pi}|S| \log ^{+}|S| d \omega_{2 n+1}+A \\
& \int_{0}^{2 \pi}|S| d x \leqslant A \int_{0}^{2 \pi}|S| \log ^{+}|S| d \omega_{2 n+1}+A
\end{aligned}
$$

where $A$ is a positive absolute constant.
(7-27) Theorem. For any $S$ of order $n$ and for $0<\mu<1$,

$$
\begin{aligned}
& \left(\int_{0}^{2 \pi}|S| \mu d x\right)^{1 / \mu} \leqslant A_{\mu} \int_{0}^{2 \pi}|S| d \omega_{2 n+1} \\
& \left(\int_{0}^{2 \pi}|S| \mu d x\right)^{1 / \mu} \leqslant A_{\mu} \int_{0}^{2 \pi}|S| d \omega_{2 n+1}
\end{aligned}
$$

where $A_{\mu}$ depends on $\mu$ only.
The proofs are based on Theorems (2.8) and (2.6) of Chapter VII.
(7-28) Theorem. Let $\delta>0, m \geqslant(1+\delta) 2 n$. Then for any polynomial $S$ of order $n$ we have

$$
\begin{gather*}
\int_{0}^{2 \pi}|S| d x \leqslant A_{\delta} \int_{0}^{2 \pi}|S| d \omega_{m}  \tag{7•29}\\
\max |S(x)| \leqslant A_{\delta} \max \left|S\left(x_{k}\right)\right|
\end{gather*}
$$

where $x_{k}$ are the discontinuities of $\omega_{m}$, and $A_{\delta}$ depends on $\delta$ only.
Let

$$
\begin{equation*}
K_{n, h}=D_{n}+D_{n+1}+\ldots+D_{n+h-1}=\frac{(n+h)}{h} \cdot K_{n+h-1}-n K_{n-1} \tag{7•31}
\end{equation*}
$$

Then

$$
\begin{aligned}
S(x)=\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{n}(x-t) d t & =\frac{1}{\pi} \int_{0}^{2 \pi} S(t) K_{n, h}(x-t) d t \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} S(t) K_{n, k}(x-t) d \omega_{m}(t)
\end{aligned}
$$

provided $2 n+h-1<m$. We take $h=m-2 n$. Then

$$
\begin{aligned}
& \int_{0}^{2 \pi}|S(x)| d x \leqslant \int_{0}^{2 \pi}|S(t)| d \omega_{m}(t) \cdot \max _{t} \frac{1}{\pi} \int_{0}^{2 \pi}\left|K_{n, h}(x-t)\right| d x \\
& \max |S(x)| \leqslant \max \left|S\left(x_{k}\right)\right| \max _{x}^{1} \frac{1}{\pi} \int_{0}^{2 \pi}\left|K_{n, h}(x-t)\right| d \omega_{m}(t)
\end{aligned}
$$

By (7.31) and (2.5), we have

$$
\begin{aligned}
\frac{1}{\pi} \int_{0}^{2 \pi}\left|K_{n, h}(x-t)\right| d \omega_{m}(t) \leqslant & \frac{1}{\pi} \int_{0}^{2 \pi}\left\{\left(1+\frac{n}{h}\right) K_{n+n-1}(x-t)+\frac{n}{h} K_{n-1}(x-t)\right\} d \omega_{m}(t) \\
& =\frac{1}{\pi}\left\{\left(1+\frac{n}{h}\right) \int_{0}^{2 \pi} K_{n+h-1}(t) d t+\frac{n}{h} \int_{0}^{2 \pi} K_{n-1}(t) d t\right\} \\
& =1+\frac{2 n}{h} \leqslant A\left(1+\delta^{-1}\right) .
\end{aligned}
$$

The same estimate (with $A=1$ ) holds if we replace $d \omega_{m}(t)$ by $d t$. This gives (7.29) and ( 7.30 ) with $A_{\delta}=A\left(1+\delta^{-1}\right)$.

This estimate for $A_{\delta}$ is rather crude. To improve it, consider

$$
\frac{1}{\pi} \int_{0}^{2 \pi}\left|K_{n, h}(t)\right| d t=\frac{1}{\pi} \int_{0}^{\pi} \frac{\left|\sin \left(n+\frac{1}{2} h\right) t \sin \frac{1}{2} h t\right|}{2 h \sin ^{2} \frac{1}{2} t} d t .
$$

Since only small $\delta$ are of interest, we may suppose that $m \leqslant 3 n, \delta \leqslant \frac{1}{2}$; thus $2 \delta n \leqslant h \leqslant n$. We split the last integral into three, say $I_{1}, I_{2}, I_{3}$, extended respectively over the intervals $(0,1 / n),(1 / n, 1 / h),(1 / h, \pi)$. Since $|\sin k u| \leqslant|k \sin u|$ for integral $k$, the integrand
of $I_{1}$ does not exceed $\frac{1}{2}(2 n+h)$ and $I_{1}=O(1)$. If we replace the numerator in the integrand of $I_{3}$ by 1 , we easily find that $I_{3}=O(1)$. Finally, since the numerator of $I_{2}$ does not exceed $h \sin \frac{1}{2} t$,

$$
I_{2} \leqslant \frac{1}{\pi} \int_{1 / n}^{1 / h} \frac{d t}{2 \sin \frac{1}{2} t}<\frac{1}{2} \int_{1 / n}^{1 / h} \frac{d t}{t}<\log _{\frac{n}{h}}^{n} \log _{2 \bar{\delta}} 1 \quad<\log _{\delta} \frac{1}{\delta} .
$$

Collecting results we see that for the $A_{\delta}$ in (7.29) we have

$$
A_{\delta}=O(\log 1 / \delta)
$$

The same inequality holds for the $A_{\delta}$ in (7.30), since

$$
\int_{0}^{2 \pi}\left|K_{n, h}(x-t)\right| d \omega_{m}(t) \leqslant A \int_{0}^{9 \pi}\left|K_{n, h}(t)\right| d t
$$

by the remark to Theorem (7.5).
We conclude this section by applying (7-18) to the problem of the behaviour of the $I_{n}[f]$.
(7.32) Theorem. Let $I_{k}=I_{k}[f]$ and let

$$
\xi_{n}=\frac{1}{n+1} \sum_{k=0}^{n}\left|I_{k}\right|, \quad \eta_{n}=\frac{1}{n+1} \sum_{k=0}^{n}\left|I_{k}-f\right| .
$$

Then
(i) if $f$ is bounded, $\xi_{n}=O(\log \log n)$ for almost all $x$;
(ii) iff is continuous, $\xi_{n}=o(\log \log n)$ for almost all $x$;
(iii) if the modulus of continuity of $f$ is o $\left\{(\log \log 1 / \delta)^{-1}\right\} ; \eta_{n} \rightarrow 0$ for almost all $x$.

We say that a numerical sequence $\left\{8_{n}\right\}$ is strongly summable $(\mathrm{C}, 1)$ to the limit $s$ if

$$
\left\{\left|s_{0}-8\right|+\left|s_{1}-8\right|+\ldots+\left|s_{n}-s\right|\right\} /(n+1) \rightarrow 0
$$

as $n \rightarrow \infty$. Strong summability ( $C, 1$ ) implies ordinary summability ( $C, 1$ ), but not conversely. Thus the conclusion of (iii) implies that $\left\{I_{n}[f]\right\}$ is summable (C, 1) almost everywhere. (For applications of strong summability to Fourier series see Chapter XIII, §§7,8.)

We easily verify that if $2^{m-1} \leqslant n \leqslant 2^{m}$, then

$$
\xi_{n} \leqslant 2 \xi_{2^{m}}, \quad \eta_{n} \leqslant 2 \eta_{\mathbf{z}^{m}}, \quad \log \log n \simeq \log \log 2^{m}
$$

It is therefore enough to prove (7-32) when $n$ runs through the values $2^{m}$.
(i) Let $|f| \leqslant 1$. Hölder's inequality and (7-19) give

$$
\begin{equation*}
\int_{0}^{2 \pi} \exp \lambda_{0} \xi_{n} d x \leqslant \mu_{0} . \tag{7.33}
\end{equation*}
$$

Let $E_{n}$ denote the set of points $x$ of $(0,2 \pi)$ at which $\xi_{n} \geqslant\left(2 / \lambda_{0}\right) \log \log n$. Then

$$
\int_{E_{n}} \exp \lambda_{0}\left\{\left(2 / \lambda_{0}\right) \log \log n\right\} d x \leqslant \int_{0}^{2 \pi} \exp \lambda_{0} \xi_{n} d x \leqslant \mu_{0}
$$

so that $\left|E_{n}\right| \leqslant \mu_{0}(\log n)^{-2}$. Hence $\Sigma\left|E_{\mathbf{q} m}\right|<\infty$, so that we have $\xi_{\mathrm{g}} \leqslant\left(2 / \lambda_{0}\right) \log \log 2^{m}$ for almost all $x$, provided that $m$ is large enough.
(ii) By subtracting from $f$ a polynomial (which adds $O(1)$ to $\xi_{n}$ ), we may assume that $|f|<\epsilon$. The inequality (7.33) is then valid with $\lambda_{0} / \epsilon$ for $\lambda_{0}$, so that

$$
\xi_{2^{m}} \leqslant\left(2 \epsilon / \lambda_{0}\right) \log \log 2^{m}
$$

almost everywhere for $m$ large enough. Hence $\xi_{2^{m}}=o\left(\log \log 2^{m}\right)$ almost everywhere.
(iii) Let $l_{k}=\log \log k$ when $k \geqslant 3$, and $l_{k}=\log \log 3$ otherwise. Let $f_{k}=f-\sigma_{k}[f]$. By Chapter III, (3•16), $\left|f_{k}\right| \leqslant \epsilon_{k} / l_{k}$, where $\epsilon_{k} \rightarrow 0$. Writing $I_{k}^{*}=I_{k}\left[f_{k}\right]$, we have

$$
\begin{gathered}
\int_{0}^{2 \pi} \exp \left\{\lambda_{0} \epsilon_{k}^{-1} l_{k}\left|I_{k}^{*}\right|\right\} d x \leqslant \mu_{0} \\
\int_{0}^{2 \pi} \exp \left\{\frac{\lambda_{0}}{n+1} \sum_{0}^{n} \epsilon_{k}^{-1} l_{k}\left|I_{k}^{*}\right|\right\} d x \leqslant \mu_{0}
\end{gathered}
$$

As before, we find that

$$
(n+1)^{-1} \sum_{0}^{n} \epsilon_{k}^{-1} l_{k}\left|I_{k}^{*}\right|=O\left(l_{n}\right)
$$

almost everywhere, and so

$$
(n+1)^{-1} \sum_{0}^{n} l_{k}\left|I_{k}^{*}\right|=0\left(l_{n}\right)
$$

almost everywhere. Using the fact that $I_{k}^{*}=O(\log k)$ (see the proof of (5.13) (i)) and that $l_{\sqrt{ } n} \simeq l_{n}$, we have

$$
\begin{gathered}
\sum_{0}^{n}\left|I_{k}^{*}\right| \leqslant \sum_{k \leqslant \sqrt{ } n}\left|I_{k}^{*}\right|+O\left(l_{n}^{-1}\right) \sum_{V n<k \leqslant n} l_{k}\left|I_{k}^{*}\right| \\
=O(\sqrt{ } n \log n)+O\left(l_{n}^{-1}\right) o\left(n l_{n}\right)=o(n)
\end{gathered}
$$

almost everywhere. Since

$$
I_{k}[f]-f=I_{k}\left[f_{k}\right]+\sigma_{k}-f=I_{k}^{*}+o(1)
$$

we have

$$
\eta_{n} \leqslant \frac{1}{n+1} \sum_{k=0}^{n}\left|I_{k}^{*}\right|+o(1)=o(1)
$$

almost everywhere, which is the desired result.

## 8. Divergence of interpolating polynomials

We return for a while to the interpolating polynomials corresponding to general systems

$$
x_{0}^{n}, x_{1}^{n}, \ldots, x_{2 n}^{n} \quad(n=0,1,2, \ldots)
$$

of fundamental points of order $n$. Let $t_{j}^{n}(x)$ be the corresponding fundamental polynomials, so that the interpolating polynomials at a given point $\xi$ are

$$
U_{n}(\xi, f)=\sum_{j=0}^{2 n} t_{j}^{n}(\xi) f\left(x_{j}^{n}\right) .
$$

Fixing $\xi$ and $n$, we have here a functional (Chapter IV, §9) which we shall consider in the space $C$ of all continuous and periodic functions. The norm of this functional. that is, the upper bound of the absolute value of (8.2) for all $f$ with $|f| \leqslant 1$, is

$$
\Lambda_{n}(\xi)=\sum_{j=0}^{2 n}\left|t_{j}^{n}(\xi)\right|
$$

which is also the largest value at the point $\xi$ of the interpolating polynomials of all such functions. It is equal to $U_{n}(\xi, f)$ whenever $f$ satisfies the conditions

$$
f\left(x_{j}^{n}\right)=\operatorname{sign} t_{j}^{n}(\xi)
$$

for all $j$. It is an analogue of the Lebesgue constant for Fourier series, but depends on the point $\xi$.
(8.5) Theorem. For a fixed $\xi$,
(i) if $\Lambda_{n}(\xi)=O(1)$, then $U_{n}(\xi, f) \rightarrow f(\xi)$ for every continuous $f$;
(ii) if $\Lambda_{n}(\xi) \neq O(1)$, then $U_{n}(\xi, f) \neq O(1)$ for a certain continuous $f$.

The proof is simple.
(i) Suppose that $\Lambda_{n}(\xi) \leqslant M$ for all $n$. Let $f=f_{1}+f_{2}$, where $\left|f_{1}\right|<\epsilon$ and $f_{2}$ is a polynomial of order $m$. Then

$$
U_{n}(\xi, f)-f(\xi)=U_{n}\left(\xi, f_{1}\right)-f_{1}(\xi)+U_{n}\left(\xi, f_{2}\right)-f_{2}(\xi)
$$

and

$$
\left|U_{n}\left(\xi, f_{1}\right)-f_{1}(\xi)\right| \leqslant\left|U_{n}\left(\xi, f_{1}\right)\right|+\left|f_{1}(\xi)\right| \leqslant(M+1) \epsilon
$$

while $U_{n}\left(\xi, f_{2}\right)=f_{2}(\xi)$ when $n \geqslant m$. Hence $U_{n}(\xi, f) \rightarrow f(\xi)$ as $n \rightarrow \infty$.
(ii) If $\Lambda_{n}(\xi) \neq O(1)$, the theorem of Banach-Steinhaus (Chapter IV, (9.5)) implies the existence of a continuous $f$ such that $U_{n}(\xi, f) \neq O(1)$.

Suppose now that $\xi=\xi_{n}$ depends on $n$. The above arguments show that if

$$
\Lambda_{n}\left(\xi_{n}\right)=O(1), \text { then } U_{n}\left(\xi_{n}, f\right)-f\left(\xi_{n}\right) \rightarrow 0
$$

for each continuous $f$; and if

$$
\Lambda_{n}\left(\xi_{n}\right) \neq O(1), \text { then } U_{n}\left(\xi_{n}, f\right) \neq O(1)
$$

for some continuous $f$. Hence, if $\left\{\Lambda_{n}(\xi)\right\}$ is not uniformly bounded, there is a continuous $f$ such that $\left\{U_{n}(x, f)\right\}$ is not uniformly bounded.
(8.6) Theorem. For any sequence of systems of fundamental points there is a continuous function $f$ such that $\left\{U_{n}(x, f)\right\}$ is not uniformly bounded, and so, in particular, does not converge uniformly.

We first prove the following result showing a connexion between the interpolating polynomials and the partial sums of Fourier series:
(8.7) Theorem. If $U_{n}(x, f, u)$ denotes the interpolating polynomial of order $n$ corresponding to the system (8.1) translated by $u$, then

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} U_{n}(\xi, f, u) d u=S_{n}(\xi ; f) \tag{8•8}
\end{equation*}
$$

This is immediate if $f$ is a polynomial of order $n$, since then $U_{n}(x, f, u)=f(x)$ for all $u$. It is therefore enough to prove the formula for an $f$ whose Fourier series begins with terms of rank greater than $n$, so that the right-hand side is 0 .

We obtain the polynomial $U_{n}(\xi, f, u)$ if on the right-hand side of (8.2) we replace $x_{j}^{n}$ by $x_{j}^{n}+u$, for all $j$. From (1-5) we see that $t_{j}^{n}(\xi)$ becomes a polynomial $t_{j}^{n}(\xi, u)$ of order $n$ in $u$, and so

$$
\int_{0}^{2 \pi} t_{j}^{n}(\xi, u) f\left(x_{j}^{n}+u\right) d u=0
$$

for all $j$. Therefore in our case the left-hand side of $(8 \cdot 8)$ is 0 , the desired result.

Return to (8.6). It follows from (8.8) that given $\xi, n, f$ we can find a $u_{0}=u_{0}(\xi, n, f)$ such that

$$
\left|U_{n}\left(\xi, f, u_{0}\right)\right| \geqslant\left|S_{n}(\xi ; f)\right| .
$$

There is a continuous $f$ with $|f| \leqslant 1$ such that the right-hand side is arbitrarily close to the Lebesgue constant $L_{n}$, say exceeds $L_{n}-1$. On the other hand,
and so

$$
\begin{equation*}
U_{n}(\xi, f(x), u)=U_{n}(\xi-u, f(x+u), 0) . \tag{8.9}
\end{equation*}
$$

Hence $\Lambda_{n}\left(\xi-u_{0}\right) \geqslant L_{n}-1, \Lambda_{n}(x)$ is not bounded in $n$ and $x$, and there is a continuous $f$ such that $\left\{U_{n}(x, f)\right\}$ is not uniformly bounded.

The argument just used shows that the functions $\Lambda_{n}(\xi)$ are not uniformly bounded, but it does not prove the existence of a $\xi_{0}$ such that $\Lambda_{n}\left(\xi_{0}\right) \neq O(1)$, and so does not prove the existence of a continuous $f$ such that $U_{n}(x, f)$ diverges at some point $\xi_{0}$.

The behaviour of $\Lambda_{n}(\xi)$ as a function of $\xi$ may be very irregular, since $\Lambda_{n}(\xi)$ may be very large for some $\xi$ 's, but is equal to $l$ whenever $\xi$ is a fundamental point.

From now on we shall only consider the case of equidistant fundamental points. Then $t_{j}^{n}(\xi)=2 D_{n}\left(\xi-x_{j}\right) ;(2 n+1)$, and

$$
\Lambda_{n}(\xi)=\frac{1}{\pi} \int_{0}^{2 \pi}\left|D_{n}(\xi-t)\right| d \omega_{2 n+1}(t)
$$

is of period $h=2 \pi_{l}^{\prime}(2 n+1) q u a$ function of $\xi$.
We compute the asymptotic behaviour of $\Lambda_{n}(\xi)$ as $n \rightarrow \infty$ for $\xi$ situated midway between two consecutive fundamental points. Supposing, for example, that $\xi=0$ is such a point, we find

$$
\begin{align*}
\Lambda_{n}(0) & =\frac{h}{\pi}\left\{2 \sum_{\nu=0}^{n-1}\left|D_{n}\left(\frac{1}{2} h+\nu h\right)\right|+\left|D_{n}\left(\frac{1}{2} h+n h\right)\right|\right\} \\
& =\frac{1}{\pi}\left\{\sum_{\nu=0}^{n-1} \sin \frac{h}{\frac{1}{2}\left(\frac{1}{2}+\nu\right) h}+\frac{1}{2} h\right\} .
\end{align*}
$$

Since $1 / \sin \left(\frac{1}{2} u\right)$ decreases in $0<u \leqslant \pi$, we easily see that

$$
\sum_{0}^{n-1} \frac{h}{\sin \frac{1}{2}\left(\frac{1}{2}+v\right) h}>\int_{\frac{1}{2} h}^{\pi} \frac{d u}{\sin \frac{1}{2} u},
$$

and that

$$
\sum_{1}^{n-1}-\frac{h}{\sin \frac{1}{2}\left(\frac{1}{2}+v\right) h}<\int_{\frac{1}{2} h}^{\pi-h} \frac{d u}{\sin \frac{1}{2} u} .
$$

These and (8.10) show that

$$
\begin{align*}
\Lambda_{n}(0) & =\frac{1}{\pi} \int_{\frac{1}{2} n}^{\pi} \frac{d u}{\sin \frac{1}{2} u}+O(1) \\
& =-\frac{2}{\pi} \log \tan \frac{1}{8} h+O(1) \\
& =\frac{2}{\pi} \log n+O(1) . \tag{8.11}
\end{align*}
$$

In particular, $\Lambda_{n}(0)$ is unbounded. It follows that:
(8-12) Theorem. If the fundamental points of interpolation are equidistant and $\xi=0$ lies midway between two consecutive fundamental points, there is a continuous $f$ such that $\left\{I_{n}(0, f)\right\} \neq O(1)$. (In particular, $\left\{I_{n}(0, f)\right\}$ diverges.)

An argument very similar to that which led to the estimate ( $8 \cdot 11$ ) shows that if the fundamental points are equidistant, then

$$
\Lambda_{n}(\xi)=\frac{2}{\pi}\left|\sin \left(n+\frac{1}{2}\right)\left(\xi-x_{0}^{n}\right)\right| \log n+O(1)
$$

Theorem (8.12) is an analogue of a result for Fourier series asserting that there is a continuous $f$ with $S[f]$ diverging at a given point. While, however, the problem of the existence of a continuous $f$ with $S[f]$ diverging almost everywhere is still open and seems to be difficult, the corresponding result for interpolating polynomials can be obtained comparatively easily.
(8.14) Theorem. For each $n$ let the fundamental points of interpolation be equidistant and associated with the point 0 . Then there is a continuous $f$ such that $\left\{I_{n}(x, f)\right\}$ diverges almost everywhere.

The proof is bsesed on the following lemma, analogous to Lemma (3.2) of Chapter VIII:
(8.15) Lemma. For every positive integer $n$ there is a periodic and continuous $f_{n}(x)$ satisfying the following conditions:
(i) $\left|f_{n}\right| \leqslant 1$;
(ii) $I_{s}\left(x, f_{n}\right)$ converges uniformly to $f_{n}(x)$ as $s \rightarrow \infty$;
(iii) there is a set $E_{n} \subset(0,2 \pi)$, a number $M_{n}$, and an integer $q_{n}$, such that
(a) $\lim \left|E_{n}\right|=2 \pi$,
(b) $\lim M_{n}=+\infty$,
(c) for each $x \in E_{n}$ there is a number $m(x)$, not less than $n$ and not exceeding $q_{n}$, such that

$$
\left|I_{m(x)}\left(x, f_{n}\right)\right| \geqslant M_{n}
$$

Denote by $N_{p}$ the set of the fundamental points

$$
2 \pi j /(2 p+1) \quad(j=0,1, \ldots, 2 p)
$$

and select ( $n-1$ ) positive integers $p_{1}<p_{2}<\ldots<p_{n-1}$ such that $2 p_{1}+1,2 p_{2}+1, \ldots$, $2 p_{n-1}+1$ are successive primes, and $p_{1} \geqslant n$. It is easily seen that-no two of the sets $N_{p_{1}}, N_{p_{2}}, \ldots, N_{p_{n-1}}$ have points in common other than 0.

We first assign the values of $f_{n}$ at the points of the sets $N_{p_{k}}, k=1,2, \ldots, n-1$. Let $P_{k}$ denote the interval $2 \pi k / n \leqslant t \leqslant 2 \pi$. We define

$$
f_{n}(t)=\operatorname{sign} \cos \left(p_{k}+\frac{1}{2}\right) t
$$

at those points of $N_{p_{k}}$ which belong to $P_{k}$. (Thus $f_{n}= \pm 1$ at those points, since $\sin \left(p_{k}+\frac{1}{2}\right) t=0$ at the points of $N_{p_{k}}$.) At the remaining points of $N_{p_{k}}$ we set $f_{n}=0$. This definition gives $f_{n}=0$ at $t=0$, and, since no other points of the sets $N_{p_{k}}$ coincide, the function $f_{n}$ is determined uniquely at the points of $N_{p_{1}}+N_{p_{2}}+\ldots+N_{p_{n-1}}$.

At the remaining points of the interval $0 \leqslant t \leqslant 2 \pi$, we determine $f_{n}$ by the conditions of linearity and periodicity. Thus $f_{n}$ satisfies a Lipschitz condition, and conditions (i) and (ii) of (8.15) are satisfied.

In order to show that $f_{n}$ satisfies condition (iii), let us denote by $\delta_{k}$ the set of points $t$ such that

$$
\frac{2 \pi}{n}(k-1) \leqslant t<\frac{2 \pi}{n} k, \quad\left|\sin \left(p_{k}+\frac{1}{2}\right) t\right| \geqslant(\log n)-1
$$

For $x \in \delta_{k}$,

$$
\begin{align*}
\left|I_{p_{k}}\left(x, f_{n}\right)\right| & =\left|\frac{1}{\pi} \int_{0}^{2 \pi} f_{n}(t) D_{p_{k}}(x-t) d \omega_{2 p_{k}+1}(t)\right| \\
& =\left|\frac{1}{\pi} \sin \left(p_{k}+\frac{1}{2}\right) x \int_{0}^{2 \pi} f_{n}(t) \frac{\cos \left(p_{k}+\frac{1}{2}\right) t}{2 \sin \frac{1}{2}(x-t)} d \omega_{8 p_{k}+1}(t)\right| \\
& \geqslant \frac{1}{\pi}(\log n)^{-\frac{1}{2}} \int_{P_{k}} \frac{1}{2} \operatorname{cosec} \frac{1}{2}(t-x) d \omega_{2 p_{k}+1}(t), \tag{8•17}
\end{align*}
$$

since at the points of $N_{p_{k}}$ which belong to $P_{k}$ we have $f_{n}(t) \cos \left(p_{k}+\frac{1}{2}\right) t=1$, while $f_{n}=0$ at the remaining points of $N_{p_{k}}$.

We easily see that the last integral in (8.17) excoeds

$$
\int_{P_{k}} \frac{1}{t-x} d \omega_{2 p_{k}+1}(t) \geqslant \int_{2 \pi k / n}^{2 \pi} \frac{1}{t-2 \pi(k-1) / n} d \omega_{2 p_{k}+1}(t)
$$

(compare the first inequality (8.16)). If we replace $d \omega_{2 p_{k}+1}(t)$ in the second integral in (8.18) by $d t$, the error introduced is $O(1)$; for the difference between the integral $\int_{a}^{b} g(t) d t$ of a positive decreasing function $g(t)$ and the Riemann sum obtained by subdividing $(a, b)$ into $m$ equal parts does not exceed $g(a)(b-a) / m$, and $p_{k}$ is not small in comparison with $n$ (since $p_{1} \geqslant n$ ). Hence the second integral (8.18) is

$$
\int_{2 \pi k / n}^{2 \pi} \frac{d t}{t-2 \pi(k-1) / n}+O(1)=\log (n-k+1)+O(1)
$$

If now $n-k \geqslant \sqrt{ } n$, we have

$$
\log (n-k+1)+O(1) \geqslant \frac{1}{2} \log n+O(1)>\frac{1}{3} \log n
$$

for sufficiently large $n$.
Collecting these results, we see that for $n$ sufficiently large, for $k \leqslant n-\sqrt{ } n$, and for $x$ belonging to the set $\delta_{k}$ defined by (8.16), we have

$$
\begin{equation*}
\left|I_{p_{k}}\left(x, f_{n}\right)\right| \geqslant \frac{1}{\pi}(\log n)^{-\frac{1}{t}} \cdot \frac{1}{3} \log n=\frac{1}{3 \pi}(\log n)^{\frac{1}{2}} . \tag{8•19}
\end{equation*}
$$

Denote the last quantity by $M_{n}$. The inequality $\left|I_{p_{k}}\left(x, f_{n}\right)\right| \geqslant M_{n}$ is satisfied at every point of the set

$$
E_{n}=\sum_{k \leqslant n-\sqrt{ } n} \delta_{k} .
$$

Since $M_{n} \rightarrow \infty$ and $\left|E_{n}\right| \rightarrow 2 \pi$ as $n \rightarrow \infty$, and the $p_{k}$ in (8.19) do not exceed $p_{n-1}$ (which may therefore be taken for the $q_{n}$ in condition (iii)), conditions (a), (b), (c) are satisfied, and the lemma is established.

We show now that if the $f_{n}$ and the $M_{n}$ are those of the lemma, then for suitably chosen $n_{1}<n_{2}<\ldots<n_{i}<\ldots$ the function

$$
\begin{equation*}
f(x)=\sum_{i=1}^{\infty} f_{n_{i}}(x) / M_{n_{i}}^{\frac{1}{i}} \tag{8.20}
\end{equation*}
$$

has the properties enunciated in (8.14). We enumerate the conditions to be imposed on $\left\{n_{i}\right\}$.

Denote the complement of $E_{n}$ by $E_{n}^{\prime}$. Let $\left\{n_{i}\right\}$ be such that
(i) $M_{n_{i+1}}>4 M_{n_{i}}$,
(ii) $\Sigma M_{n_{i}}^{-\frac{1}{2}}<1$,
(iii) $\Sigma\left|E_{m_{i}}^{\prime}\right|<\infty$.

By (iii), almost all $x$ belong to at most a finite number of the $E_{n_{i}}^{\prime}$ and so belong to infinitely many $E_{n_{i}}$.

Given $n_{1}, n_{2}, \ldots, n_{k-1}$, and so also $q_{n_{1}}, q_{n_{2}}, \ldots, q_{n_{k-1}}$, we require $n_{k}$ to be so large that

$$
\text { (iv) }\left|I_{s}\left[F_{k-1}\right]\right|<1 \text { for } s \geqslant n_{k} \text {, }
$$

where $F_{k-1}$ is the $(k-1)$ th partial sum of the series (8.20). This is feasible since, by (ii), $\left|F_{k-1}\right|<1$ and since $I_{s}\left[F_{k-1}\right]$ converges uniformly to $F_{k-1}$. Further, let

$$
\text { (v) } M_{n_{k}}^{⿻}>q_{n_{k-1}} \text {. }
$$

It is immediately obvious that if $n_{i}$ increases sufficiently rapidly it satisfies the conditions (i)-(v) just stated.

Consider now a point $x_{0}$ in $E_{n_{k}}$ and write

$$
f=F_{k-1}+f_{n_{k}} M_{n_{k}}^{-\frac{1}{2}}+R_{k},
$$

so that $R_{k}=f-F_{k}$. Then

$$
\begin{equation*}
I_{s}\left(x_{0}, f\right)=I_{s}\left(x_{0}, F_{k-1}\right)+I_{s}\left(x_{0}, f_{n_{k}}\right) M_{n_{k}}^{-\frac{1}{2}}+I_{s}\left(x_{0}, R_{k}\right) \tag{8.21}
\end{equation*}
$$

For a certain s not less than $n_{k}$ and not exceeding $q_{n_{k}}$ we have

$$
\begin{equation*}
\left|I_{s}\left(x_{0}, f_{n_{k}}\right) M_{n_{k}}^{-\frac{1}{2}}\right| \geqslant M_{n_{k}} M_{n_{k}}^{-\frac{1}{k}}=M_{n_{k}}^{\frac{t}{2}} . \tag{8•22}
\end{equation*}
$$

Since $s \geqslant n_{k}$, condition (iv) gives $\left|I_{s}\left(x_{0}, F_{k-1}\right)\right|<1$.
Finally, since $s \leqslant q_{n_{k}}$,

$$
\begin{equation*}
\left|I_{s}\left(x_{0}, R_{k}\right)\right| \leqslant(28+1) \max \left|R_{k}(x)\right| \leqslant 3 q_{n_{k}} \sum_{j=k+1}^{\infty} M_{n_{j}}^{-1}<6 q_{n_{k}} M_{n_{k+1}}^{-\frac{1}{2}}<6, \tag{8-23}
\end{equation*}
$$

by virtue of conditions (i) and (v); the first inequality (8.24) uses the fact that the complex Fourier-Lagrange coefficients of $R_{k}$ do not exceed $\max \left|R_{k}\right|$ in absolute value. From (8.21), (8.22), (8.23) and (8.24) we obtain

$$
\left|I_{s}\left(x_{0}, f\right)\right| \geqslant M_{n_{k}}^{\ddagger}-7 .
$$

Hence for each $x_{0}$ which belongs to infinitely many $E_{n_{k}}$ we have

$$
\limsup _{s \rightarrow \infty}\left|I_{s}\left(x_{0}, f\right)\right|=+\infty
$$

and (8.14) follows by virtue of condition (iii).
(8.25) Theorem. With equidistant fundamental points associated with 0 , there is a continuous $f$ such that $\left\{I_{n}(x, f)\right\}$ diverges almost everywhere, while $S[f]$ converges uniformly.

This shows that for a given continuous $f$ the behaviour of the sequences $\left\{S_{m}[f]\right\}$ and $\left\{I_{m}[f]\right\}$ may be totally different. To prove (8.25) it is enough to show that the $f_{n}$ in (8.15) can be found so that each $S\left[f_{n}\right]$ converges uniformly, and that $\left|S_{m}\left[f_{n}\right]\right|<A$, where $A$ is independent of $m$ and $n$. For using the decomposition $f=F_{k}+R_{k}$ above, we have $S_{m}[f]=S_{m}\left[F_{k}\right]+S_{m}\left[R_{k}\right]$. For $k$ fixed, $S_{m}\left[F_{k}\right]$ converges uniformly to $F_{k}$. Also

$$
\left|S_{m}\left[R_{k}\right]\right|=\left|\sum_{j-k+1}^{\infty} S_{m}\left[f_{n_{j}}\right] M_{n_{j}}^{-\frac{1}{2}}\right| \leqslant A \sum_{j=k+1}^{\infty} M_{n_{j}}^{-\frac{1}{2}} .
$$

Since the right-hand side here is arbitrarily small for $k$ large enough, the uniform convergence of $S[f]$ follows.

Consider now the function $\lambda_{8}(x)$ which is continuous and even, equal to 1 when $x=0$ and to 0 when $2 \delta \leqslant x \leqslant \pi$, and linear in $(0,2 \delta) ; \lambda_{8}(x)$ is the 'roof function', and, by Chapter I, (4•16),

$$
\lambda_{8}(x)=\frac{2 \delta}{\pi}\left\{\frac{1}{2}+\sum_{n=1}^{\infty}\left(\frac{\sin n \delta}{n \delta}\right)^{2} \cos n x\right\} .
$$

We observe that
(i) $\left|S_{m}\left(x ; \lambda_{\delta}\right)\right|<1$ for all $x, m, \delta\left(0<\delta \leqslant \frac{1}{2} \pi\right)$;
(ii) given any $\varepsilon>0$ and $\eta>0$, we can find a $\delta_{0}$ such that $\left|S_{m}\left(x ; \lambda_{\delta}\right)\right|<\epsilon$ for $\eta \leqslant|x| \leqslant \pi$, $0<\delta \leqslant \delta_{0}$, and all $m$.

Property (i) is obvious since $\left|S_{m}\left(x ; \lambda_{\delta}\right)\right|$ takes its largest value at $x=0$, where it is less than $\lambda_{8}(0)=1$.

To prove (ii) we write

$$
\begin{equation*}
\left|S_{m}\left(x ; \lambda_{\delta}\right)\right|=\left|\frac{1}{\pi} \int_{-\pi}^{\pi} D_{m}(x-t) \lambda_{\delta}(t) d t\right| \leqslant \frac{1}{\pi} \int_{-28}^{28}\left|D_{m}(x-t)\right| d t . \tag{8.26}
\end{equation*}
$$

If, for example, $\delta \leqslant \frac{1}{2} \pi, 0 \leqslant x \leqslant \pi$, then $|x-t| \leqslant \frac{3}{2} \pi$ and

$$
\begin{equation*}
\left|D_{m}(x-t)\right| \leqslant B /|x-t| \tag{8.27}
\end{equation*}
$$

where $B$ is an absolute constant. Now suppose that $\eta \leqslant x \leqslant \pi$ (since $\lambda_{\delta}(x)$ is even we need consider only positive $x$ ) and that $2 \delta<\frac{1}{2} \eta$. Then (8.26) and (8.27) give

$$
\left|S_{m}\left(x ; \lambda_{\delta}\right)\right| \leqslant \frac{1}{\pi} \int_{-2 \delta}^{2 \delta} B(x-t)^{-1} d t \leqslant \frac{1}{\pi} B(\eta-2 \delta)^{-1} .4 \delta<\epsilon
$$

provided $\delta$ is small enough. This proves (ii).
Return now to the $f_{n}$ in (8.15). The only values of $f_{n}$ relevant for our purpose were those at the points of $N_{p_{1}}+N_{p_{2}}+\ldots+N_{p_{n-1}}$. Instead of using linear interpolation, we make $f_{n}$ a 'roof function' in the neighbourhood of each point $\xi$ of $N_{p_{1}}+\ldots+N_{p_{n-1}}$. In other words, we define $f_{n}$ as a sum of a finite number of functions $\pm \lambda_{d}(x-\xi)$, where the $\xi$ 's belong to $N_{p_{1}}+\ldots+N_{p_{n-1}}$, and $\delta$ is so small that the 'roofs' do not overlap.

Let $r$ be the number of points $\xi$ in $N_{p_{1}}+\ldots+N_{p_{n-1}}$ at which $f_{n}= \pm 1$, let $\eta$ be so small that the intervals $(\xi-\eta, \xi+\eta)$ do not overlap, and let $\epsilon=1 / r$. If now $\delta$ is sufficiently small, and in particular less than $\frac{1}{2} \eta$, it follows from (ii) that $\left|S_{m}\left(x ; \lambda_{s}\left(x-\xi^{\prime}\right)\right)\right|<1 / r$ whenever $\xi \neq \xi^{\prime}$ and $x$ belongs to $\left(\xi-\eta, \xi+\eta\right.$ ). Further, by (i) $\left|S_{m}\left(x ; \lambda_{8}(x-\xi)\right)\right|<1$, whence $\left|S_{m}\left(x ; f_{n}\right)\right|<2$ for $x$ in each $(\xi-\eta, \xi+\eta)$. Since $\left|S_{m}\left(x ; f_{n}\right)\right|<1$ when $x$ lies outside all the intervals $(\xi-\eta, \xi+\eta)$, we have $\left|S_{m}\left(x ; f_{n}\right)\right|<2$ for all $x, m$, $n$. Since $\mathrm{S}\left[f_{n}\right]$ converges uniformly, this establishes (8.25).

In the two theorems which follow, we assume that 0 is a fundamental point.
(8.28) Theorem. Given any sequence of pasitive numbers $\epsilon_{n} \rightarrow 0$ there is a continuous $f$ such that for almost all $x$ we have

$$
\begin{equation*}
I_{n}(x, f) \neq O\left(\epsilon_{n} \log n\right) \tag{8.29}
\end{equation*}
$$

(8.30) Theorem. There is a continuous $f$ with modulus of continuity

$$
\omega(\delta)=O(1 / \log (1 / \delta))
$$

such that the $I_{n}[f]$ (i) are uniformly bounded, (ii) diverge almost everywhere.

Theorem (8.28) shows that the estimate $I_{n}(x, f)=o(\log n)$ contained in (5.13) is best possible for continuous $f$ not only at individual points (which is an easy consequence of (8.13)), but even almost everywhere. The situation here is different from that in the theory of Fourier series; if $f$ is continuous the estimate $S_{n}[f]=o(\log n)$ cannot be improved at individual points (Chapter VIII, (1-2)) but $S_{n}[f]=\alpha\{(\log n)\}$ almost everywhere (Chapter XIII, (1-2)).

That the $I_{n}[f]$, and even the $I_{n, v}[f]$, are uniformly bounded when

$$
\omega(\delta)=O(|\log \delta|)^{-1}
$$

is an analogue of (5.6), and is proved similarly. However, under the same hypothesis the $S_{n}[f]$ are not only uniformly bounded, but converge almost everywhere (Chapter XIII, (1-16)). Thus (8.30) gives another example of the difference in the behaviour of $\left\{I_{n}[f]\right\}$ and $\left\{S_{n}[f]\right\}$.
Return to (8.28). Its proof resembles that of (8.14), and we may be brief. It is enough to show the existence of an $f$ such that at almost all $x$ we have $\left|I_{s}(x, f)\right| \geqslant A \epsilon_{s} \log s$ for infinitely many $s, A$ denoting a positive absolute constant. For applying this to the sequence $\left\{\epsilon_{s}^{\ddagger}\right\}$ we obtain Theorem (8.28).

We may suppose that $\epsilon_{1}>\epsilon_{9}>\ldots$ and that $\epsilon_{n} \log n \rightarrow \infty$. We modify the definition of the set $\delta_{k}$ by substituting $\epsilon_{n}^{\frac{y}{2}}$ for $(\log n)^{-\frac{1}{2}}$ in the second inequality (8.16). The complement $E_{n}^{\prime}$ of the set $E_{n}=\sum_{k \leqslant n-\sqrt{n}} \delta_{k}$ has now measure $O\left(n^{-\frac{1}{2}}\right)+O\left(\epsilon_{n}^{\frac{1}{n}}\right)$. If $x \in \delta_{k}, k \leqslant n-\sqrt{ } n$, we have

$$
\left|I_{p_{k}}\left(x, f_{n}\right)\right| \geqslant \frac{1}{3 \pi} \epsilon_{n}^{\frac{1}{n}} \log n
$$

instead of (8.19). We show that this leads to

$$
\left|I_{p_{k}}\left(x, f_{n}\right)\right| \geqslant A \epsilon_{p_{k}}^{\dagger} \log p_{k} .
$$

Since $p_{k} \geqslant n, \epsilon_{p_{k}} \leqslant \epsilon_{n}$, it is enough to show that $\log n \geqslant A \log p_{k}$.
Let $\rho_{1}, \rho_{2}, \ldots$ be the sequence of all primes. It is familiar that

$$
\rho_{m} \leqslant A m \log m,
$$

but for our purposes it is enough to assume the weaker inequality

$$
\begin{equation*}
\rho_{m} \leqslant A m^{2} ; \tag{8.32}
\end{equation*}
$$

indeed, $\rho_{m} \leqslant A m^{r}$, for any fixed $r$, would do. Let $p_{1}$ be the least number not less than $n$ such that $2 p_{1}+1$ is a prime. Hence $n \leqslant p_{1}<p_{2}<\ldots<p_{n-1}$, and, say,

$$
2 p_{1}+1=\rho_{j+1}, \quad 2 p_{2}+1=\rho_{j+2}, \quad \ldots, \quad 2 p_{n-1}+1=\rho_{j+n-1},
$$

while $\rho_{j}<2 n+1$. Obviously $j \leqslant n$, so that $j+n-1<2 n$. It follows from this and (8.32) that $\rho_{j+n-1}<4 A n^{2}$, and so $\log n>A \log p_{k}$. This proves (8.31).

To complete the proof of $(8 \cdot 28)$ we select $\left\{n_{i}\right\}$ so that

$$
\begin{gather*}
\Sigma n_{i}^{-\frac{1}{2}}<\infty, \quad \Sigma \epsilon_{n_{i}}^{\frac{t}{n_{i}}}<\infty,  \tag{8.33}\\
f(x)=\Sigma \epsilon_{n_{i}}^{\frac{1}{n}} f_{n_{i}}(x) .
\end{gather*}
$$

and write
If the $n_{i}$ increase fast enough, then for every $x$ which belongs to infinitely many $E_{n_{i}}$ (and, by (8.33), almost every $x$ belongs to all $E_{n_{i}}$ with $i$ large enough), there exist infinitely many $s$ such that

$$
\begin{equation*}
I_{s}(x, f)=\epsilon_{n_{i}}^{\frac{1}{l}} I_{s}\left(x, f_{n_{i}}\right)+O(1) . \tag{8.34}
\end{equation*}
$$

These $s$ are the $p_{k}$ of (8.31) with $n=n_{i}$. Hence the absolute value of the right-hand side of (8.34) exceeds $A \epsilon_{g} \log s-O(1)$ for such $s$, and so also exceeds $A \epsilon_{s} \log s$ for $s$ large enough, which completes the proof of ( $8 \cdot 28$ ).

For the proof of $(8 \cdot 30)$ we modify the definition of $f_{n}$ slightly by replacing the condition $p_{1} \geqslant n$ by $p_{1} \geqslant n^{2}$; the purpose of this is to make $p_{1}, p_{2}, \ldots, p_{n}$ large in comparison with $n$. Arguing as before we find that $p_{n-1} \leqslant A n^{4}$.

Since the distance of any two points of $N_{p_{1}}+N_{p_{2}}+\ldots+N_{p_{n-1}}$ exceeds $2 \pi /\left(2 p_{n-1}+1\right)^{2}>A n^{-8}$, the slope of $f_{n}$ is less than $A n^{8}$. Hence the functions
satisfy the inequalities

$$
g_{n}(t)=f_{n}(t) / \log n
$$

$$
\begin{align*}
\left|g_{n}(x+t)-g_{n}(x)\right| & \leqslant \frac{2}{\log n} \\
\left|g_{n}(x+t)-g(x)\right| & \leqslant A n^{8}|t| \tag{8•36}
\end{align*}
$$

Let

$$
\begin{equation*}
f(x)=\sum_{i=1}^{\infty}(-1)^{i} g_{n_{i}}(x), \tag{8.37}
\end{equation*}
$$

where $n_{i}$ increases so fast that

$$
\log n_{i+1} / \log n_{i} \geqslant 2 .
$$

This implies, in particular, that $n_{i+1} / n_{i}>2$ and $\Sigma 1 / \log n_{i}<\infty$, so that $f$ is continuous. If

$$
n_{j+1}^{-16} \leqslant t<n_{j}^{-16} \quad(j=1,2, \ldots),
$$

we have, by (8.35) and (8.36),

$$
\begin{aligned}
|f(x+t)-f(x)| & \leqslant\left(\sum_{i=1}^{j}+\sum_{i=j+1}^{\infty}\right)\left|g_{n_{i}}(x+t)-g_{n_{i}}(x)\right| \\
& \leqslant A t \sum_{i=1}^{j} n_{i}^{8}+2 \sum_{i=j+1}^{\infty} \log n_{i} \\
& \leqslant A t n_{j}^{8}\left(1+\frac{1}{2}+\left(\frac{1}{2}\right)^{2}+\ldots\right)+\frac{2}{\log n_{j+1}}\left(1+\frac{1}{2}+\ldots\right) \\
& \leqslant A t n_{j}^{8}+\frac{4}{\log \frac{n_{j+1}}{}} \\
& \leqslant A t \cdot t^{-\frac{1}{2}}+\frac{64}{\log 1 / t}=O\left\{\left(\log \frac{1}{t}\right)^{-1}\right\}
\end{aligned}
$$

so that the modulus of continuity $\omega(\delta)$ of $f$ is $O\left\{(\log 1 / \delta)^{-1}\right\}$.
For a fixed $n$ we have (see (8.17))

$$
I_{p_{k}}\left(x, f_{n}\right)=-\frac{1}{\pi} \sin \left(p_{k}+\frac{1}{2}\right) x \int_{P_{k}} \frac{1}{2} \operatorname{cosec} \frac{1}{2}(t-x) d \omega_{2 p_{k}+1}(t) .
$$

Denoting by $\delta_{k}$ the set of points in $2 \pi(k-1) / n \leqslant x \leqslant 2 \pi k / n$ at which

$$
\sin \left(p_{k}+\frac{1}{2}\right) x \leqslant-\frac{1}{2},
$$

we see that

$$
I_{p_{k}}\left(x, f_{n}\right) \geqslant \frac{1}{6 \pi} \log n \quad \text { for } \quad x \in E_{n}=\sum_{k \leqslant n-\sqrt{ } n} \delta_{k} .
$$

Since the $p_{k}$ are large in comparison with $n, \delta_{k}$ is highly periodic in $(2 \pi(k-1) / n, 2 \pi k / n)$, and if $n_{i}$ increases fast enough almost all points of $(0,2 \pi)$ belong to infinitely many
$E_{n_{i}}$ with $i$ even and to infinitely many $E_{n_{i}}$ with $i$ odd. Denote the $j$ th partial sum of $\Sigma(-1)^{i} g_{n_{i}}(x)$ by $F_{j}(x)$, and write

$$
f=F_{j-1}+(-1)^{i} g_{n_{j}}+R_{j} .
$$

We deduce from (8.38) that at almost all $x$ for infinitely many $j$ and suitable $p_{k}$ we have $I_{p_{k}}\left(x,(-1)^{i} g_{n_{j}}\right)>1 / 6 \pi$ as well as $I_{p_{k}}\left(x,(-1)^{i} g_{n_{j}}\right)<-1 / 6 \pi$. On the other hand, if $n_{i}$ increases fast enough we have

$$
I_{p_{k}}\left(x, F_{j-1}\right)=F_{j-1}(x)+o(1)=f(x)+o(1), \quad I_{p_{k}}\left(x, R_{j}\right)=o(1)
$$

uniformly in $x$. This shows that $\left\{I_{n}(x, f)\right\}$ diverges almost everywhere.
We conclude this section by pointing out one more difference in the behaviour of $\left\{I_{n}[f]\right\}$ and $\left\{S_{n}[f]\right\}$. It will be shown in Chapter XIII, (1-17), that if $n_{1}<n_{2}<\ldots$ is any lacunary sequence of positive integers (that is, $n_{k+1} / n_{k}>q>1$ ), then $S_{n_{k}}(x ; f) \rightarrow f(x)$ almost everywhere when $f$ is continuous, and even when $f \in L^{3}$. Going through the proof of (8.15) and (8.14), and selecting for $p_{k}$ integers satisfying the condition $p_{k+1} / p_{k}>q>1$, we verify immediately that we obtain a continuous $f$ and that $\left\{I_{n_{k}}(x, f)\right\}$ diverges almost everywhere for some lacunary sequence $\left\{n_{k}\right\}$.

## 9. Divergence of interpolating polynomials (cont.)

(9.1) Theorem. Suppose that 0 is a fundamental point of interpolation for each $n$. There is then a continuous $g$ such that $I_{n}(x, g)$ diverges for all $x \neq 0$.

Since $I_{n}(0, g)=g(0)$ for each $n$, we cannot have divergence at $x=0$.
The proof of $(9 \cdot 1)$ is based on the fact that, for any real $\alpha, \sin \alpha x$ and $\sin (\alpha+1) x$ cannot be small simultaneously, except in the neighbourhood of $x=0$ or $x=\pi$. More precisely, we have

$$
\begin{equation*}
\max \{|\sin \alpha x|,|\sin (\alpha+1) x|\} \geqslant \frac{1}{2}|\sin x|, \tag{9-2}
\end{equation*}
$$

as we see from the equation $\sin x=\sin (\alpha+1) x \cos \alpha x-\sin \alpha x \cos (\alpha+1) x$.
In this section we systematically write $\alpha^{\prime}$ for $\alpha+1$. As before, $N_{p}$ denotes the set of points $2 \pi j /(2 p+1)$, where $j=0,1, \ldots, 2 p$. We observe that $N_{p}$ and $N_{p^{\prime}}\left(=N_{p+1}\right)$ have only the point 0 in common. All the $\omega_{j}$ we consider in the proof of ( $9 \cdot 1$ ) have 0 as a point of discontinuity.
(9.3) Lemma. For each $m=1,2, \ldots$ there is a continuous function $f=f_{m}$ such that $|f| \leqslant 1$, with the following properties:
(i) $\left\{I_{s}(x, f)\right\}$ converges uniformly;
(ii) for each $x$ in the intervals $(1 / m, \pi-1 / m)$ and $(\pi+1 / m, 2 \pi-1 / m)$ there is an $n(x)$ such that $\left|I_{n(x)}(x, f)\right|>m$.

We fix $m$, take an arbitrarily large number $M>0$ and select $n$ so large that

$$
\int_{2 \pi / n}^{2 \pi / n+1 / m} d \omega_{2 p+1}(t) .2 \sin \frac{1}{2} t>M
$$

for all $p \geqslant n$.
Next we fix numbers $p_{1}, p_{2}, \ldots, p_{n-1}$ such that

$$
\begin{gather*}
n \leqslant p_{1}<p_{2}<\ldots<p_{n-1} \\
n\left(2 p_{i}^{\prime}+1\right)^{3} \leqslant 2 p_{i+1}+1 \quad(i=1,2, \ldots, n-2) . \tag{9.6}
\end{gather*}
$$

Consider now the sets $N_{p_{1}}$ and $N_{p_{1}^{\prime}}$. At the points of $N_{p_{1}}$ we set

$$
f(t)=\operatorname{sign} \cos \left(p_{1}+\frac{1}{2}\right) t \quad \text { or } f(t)=0
$$

according as $t \geqslant 2 \pi / n$ or $t<2 \pi / n$. In particular, $f(0)=0$. Similarly at the points of $N_{p_{1}^{\prime}}$ we set

$$
f(t)=\operatorname{sign} \cos \left(p_{1}^{\prime}+\frac{1}{2}\right) t \quad \text { or } \quad f(t)=0
$$

according as $t \geqslant 2 \pi / n$ or $t<2 \pi / n$.
Suppose we have already defined $f$ at the points of

$$
S_{k-1}=\sum_{1}^{\dot{k}-1}\left(N_{p_{i}}+N_{p_{i}^{\prime}}\right),
$$

where $k<n-1$. At the points of $N_{p_{k}}$ which are not in $S_{k-1}$ we set

$$
\begin{equation*}
f(t)=\operatorname{sign} \cos \left(p_{k}+\frac{1}{2}\right) t \quad \text { or } \quad f(t)=0, \tag{9.7}
\end{equation*}
$$

according as $t \geqslant 2 \pi k / n$ or $t<2 \pi k / n$. Similarly at the points of $N_{p_{k}^{\prime}}$ which are not in $S_{k-1}$ we set

$$
f(t)=\operatorname{sign} \cos \left(p_{k}^{\prime}+\frac{1}{2}\right) t \quad \text { or } f(t)=0
$$

according as $t \geqslant 2 \pi k / n$ or $t<2 \pi k / n$.
In this way we define $f$ by induction in $S_{n \cdot 1}$. At the remaining points of ( $0,2 \pi$ ) we define $f$ arbitrarily, provided $|f| \leqslant 1$ and $\left\{I_{s}(x, f)\right\}$ converges uniformly.

Suppose now that

$$
\begin{equation*}
2 \pi(k-1) / n \leqslant x<2 \pi k / n, \quad x \leqslant 2 \pi-1 / m, \tag{9.8}
\end{equation*}
$$

and consider

$$
\begin{aligned}
I_{p_{k}}(x, f) & =-\frac{1}{\pi} \sin \left(p_{k}+\frac{1}{2}\right) x \int_{0}^{2 \pi} f(t) \frac{\cos \left(p_{k}+\frac{1}{2}\right) t}{2 \sin \frac{1}{2}(t-x)} d \omega_{2 p_{k}+1}(t) \\
& =-\frac{1}{\pi} \sin \left(p_{k}+\frac{1}{2}\right) x\left\{\int_{N_{p_{k}}-N_{p_{k}} S_{k-1}}+\int_{N_{p_{k}} S_{k-1}}\right\}
\end{aligned}
$$

We first show that

$$
\begin{equation*}
\sin \left(p_{k}+\frac{1}{2}\right) x \int_{N_{p_{k}} S_{k-1}}=O(1) \tag{9.9}
\end{equation*}
$$

The distance between any two points of $S_{k-1}$ exceeds $l_{k-1}=2 \pi /\left(2 p_{k-1}^{\prime}+1\right)^{2}$. Hence there are at most two points of $N_{p_{k}-1} S_{k-1}$ whose distance from $x$ is less than $l_{k-1}$. Since $\left|D_{p_{k}}\right| \leqslant p_{k}+\frac{1}{2}$, the contribution of these two points to the left side of (9.9) is $O(1)$. For the remaining $t$ 's in $N_{p_{k}} S_{k-1}$ we have $|t-x|>l_{k-1}$, and since the number of points in $S_{k-1}$ does not exceed $2 \sum_{1}^{k-1}\left(2 p_{i}^{\prime}+1\right)<2 n\left(2 p_{k-1}^{\prime}+1\right)$, the contribution of these $t$ 's to the left-hand side of (9.9) is

$$
O\left\{\frac{n\left(2 p_{k-1}^{\prime}+1\right)}{l_{k-1}\left(2 p_{k}+1\right)}\right\}=O\left\{\frac{n\left(2 p_{k-1}^{\prime}+1\right)^{s}}{2 p_{k}+1}\right\}=O(1)
$$

by (9•6). This proves (9.9).

Let $N_{p_{k}}^{*}$ denote the part of $N_{p_{k}}$ situated in $2 \pi k / n \leqslant t \leqslant 2 \pi$. In view of (9•8) and (9•7), using the argument which led to (9.9) we have

$$
\begin{aligned}
& \left|\sin \left(p_{k}+\frac{1}{2}\right) x \int_{N_{p_{k}-N_{p_{k}} S_{k-1}}} f(t) \frac{\cos \left(p_{k}+\frac{1}{2}\right) t}{2 \sin \frac{1}{2}(t-x)} d \omega_{2 p_{k}+1}\right| \\
& =^{\prime} \sin \left(p_{k}+\frac{1}{2}\right) x \left\lvert\, \int_{N_{p_{k}}^{*}-N_{p k}^{*} S_{k-1}}{ }^{\frac{1}{2}} \operatorname{cosec} \frac{1}{2}(t-x) d \omega_{2 p_{k}+1}\right. \\
& =\left|\sin \left(p_{k}+\frac{1}{2}\right) x\right| \int_{N_{p_{k}}^{*}}^{\frac{1}{2}} \operatorname{cosec} \frac{1}{2}(t-x) d \omega_{2 p_{k}+1}+O(1) \\
& \geqslant\left|\sin \left(p_{k}+\frac{1}{2}\right) x\right| \int_{2 \pi k / n}^{2 \pi} \frac{1}{2} \operatorname{cosec} \frac{1}{2}\left(t-\frac{2 \pi}{n}(k-1)\right) d \omega_{2 p_{l \cdot 1}}(t)+O(1) \\
& \geqslant\left|\sin \left(p_{k}+\frac{1}{2}\right) x\right| \int_{2 \pi / n}^{2 \pi / n+1 / m} \frac{1}{2} \operatorname{cosec} \frac{1}{2} t d \omega_{2 p_{k}+1}\left(t+\frac{2 \pi}{n}(k-1)\right)+O(1),
\end{aligned}
$$

Replacing here $d \omega_{2 p_{k}+1}(t+2 \pi(k-1) / n)$ by $d \omega_{2 p_{k+1}}(t)$ we commit an error $O\left(n / p_{k}\right)=O(1)$. Hence, collecting results,

$$
\left|y_{p_{k}}(x, f)\right| \geqslant \frac{1}{\pi}\left|\sin \left(p_{k}+\frac{1}{2}\right) x\right| M+O(1)
$$

An identical argument gives, for $x$ satisfying (9•8),

$$
\left.I_{p_{k}^{\prime}}^{\prime}(x, f)\left|\geqslant \frac{1}{\pi}\right| \sin \left(p_{k}^{\prime}+\frac{1}{2}\right) x \right\rvert\, M+O(1)
$$

By (9•2), these two estimates lead to

$$
\begin{equation*}
\max \left\{\left|I_{p_{k}}(x, f)\right|,\left|I_{p_{k}^{\prime}}(x, f)\right|\right\} \geqslant \frac{1}{2 \pi} M|\sin x|+O(1) \tag{9.10}
\end{equation*}
$$

Suppose now that $x$ is in $(1 / m, \pi-1 / m)$ or $(\pi+1 / m, 2 \pi-1 / m)$. Then

$$
|\sin x| \geqslant \sin (1 / m)
$$

and the right-hand side of $(9 \cdot 10)$ exceeds $(2 \pi)^{-1} M|\sin (1 / m)|+O(1)$, and so also exceeds $m$ if $M$ is chosen large enough. This proves condition (ii) of $(9 \cdot 3)$.'

The rest of the proof of ( $9 \cdot 1$ ) is simple. Using Lemma (9.3) we see that if $m_{i}$ increases fast enough the function

$$
\begin{equation*}
g(x)=\Sigma m_{i}^{-\frac{1}{2}} f_{m_{i}}(x) \tag{9.11}
\end{equation*}
$$

is continuous and $\left\{I_{s}(x, g)\right\}$ diverges everywhere except at $x=0$, and possibly $x=\pi$. If $I_{s}(\pi, g)$ converges, it is enough to add to $g$ a continuous $h$ such that $\left\{I_{s}(x, h)\right\}$ diverges at $\pi$ but converges elsewhere.

Remark. We might set $h(x)=f(x+\pi)$, where $f$ is the function of Theorem (8.12), except that the proof of ( $8 \cdot 12$ ) does not guarantee that $\left\{I_{s}(x, f)\right\}$ converges for $x \neq 0$. To construct a continuous $f$ such that $\left\{I_{s}(x, f)\right\}$ diverges at $x=0$ and converges elsewhere (the findamental points being the same as in (8.12)), we may proceed directly. By ( 8.11 ), $A_{n}(0)>x$. There is a continuous $f_{n},\left|f_{n}\right| \leqslant 1$, such that $I_{n}\left(0, f_{n}\right)=\Lambda_{n}(0)$. If $\epsilon_{n}$ tends to 0 slowly enough and if we modify $f_{n}$ by making it 0 outside $\left(-\epsilon_{n}, \epsilon_{n}\right)$ the modified $f_{n}$ will satisfy $I_{n}\left(0, f_{n}\right)>\frac{1}{2} \Lambda_{n}(0)$. Since only the values of $f_{n}$ at the fundamental points are relevant we may suppose that $\left\{I_{s}\left(x, f_{n}\right)\right\}$ converges uniformly for each $n$.

It follows that outside any interval $(-\delta, \delta)$ the $I_{s}\left(x, f_{n}\right)$ are bounded by a number which depends on $\delta$ but not on $s$ and $n$. Hence, if $n_{i}$ increases fast enough and

$$
f(x)=\Sigma \Lambda_{n_{i}}^{-\frac{1}{2}}(0) f_{n_{i}}(x),
$$

$\left\{I_{s}(x, f)\right\}$ diverges at $x=0$ and converges uniformly outside every $(-\delta, \delta)$.
The proof of the following theorem is identical with the proof of (8.25):
(9-12) Theorem. There is a $g$ for which (9•1) holds, such that S[g] converges uniformly.
Suppose now that the fundamental points of interpolation are the roots of

$$
\begin{equation*}
\sin \left\{\left(n+\frac{1}{2}\right) x+\beta\right\}=0 \quad(n=0,1,2, \ldots) \tag{9.13}
\end{equation*}
$$

where $\beta$ is fixed. Since the inequality (9•2) holds if $\alpha x$ on the left is replaced by $\alpha x+\beta$, the proof of $(9 \cdot 1)$ shows that there is a continuous $g$ such that $I_{s}(x, g)$ diverges for all $x$, except possibly for $x=0$ and $x=\pi$. In view of (8.5)(ii), (8.13), and the remark above, if $\beta$ is not an integral multiple of $\frac{1}{2} \pi$ there is a continuous $h$ such that $\left\{I_{s}(x, h)\right\}$ diverges at the points of convergence of $\left\{I_{a}(x, g)\right\}$ and converges elsewhere. Hence:
(9.14) Theorem. If the fundamental points of interpolation are the roots of (9.13), where $\beta$ is not an integral multiple of $\frac{1}{2} \pi$, then there is a continuous $g$ such that $\left\{I_{s}[g]\right\}$ diverges everywhere.

We may also consider the problem of the divergence of

$$
E_{n}(x, f)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) D_{n}^{*}(x-t) d \omega_{2 n}(t)
$$

(see §3). The case when $\omega_{2 n}$ is associated with the roots of

$$
\cos n x=0
$$

is of particular interest. Arguing as before, but operating with $(0, \pi)$ instead of $(0,2 \pi)$, we find then that there is a continuous $g$ which is 0 in $(-\pi, 0)$, such that $\left\{E_{n}(x, g)\right\}$ diverges in $0 \leqslant x \leqslant \pi$. It follows that if $g_{1}(x)=\frac{1}{2}\{g(x)+g(-x)\}$, then $E_{n}\left(x, g_{1}\right)$ diverges everywhere. Since $g_{1}$ is even, $E_{n}\left[g_{1}\right]$ is a cosine polynomial. It is of order $n-1$ since $\cos n x$ is 0 at the fundamental points. Hence, making the transformation $t=\cos x$ we obtain the following result:
(9.15) Theorem. There is a continuous function $G(t),-1 \leqslant t \leqslant+1$, such that if $P_{n-1}(t)$ denotes the power polynomial of degree $n-1$ coinciding with $G(t)$ at the Tchebyshev abscissae

$$
\cos \frac{\pi}{2 n}, \quad \cos \frac{3 \pi}{2 n}, \quad \ldots, \quad \cos \frac{(2 n-1) \pi}{2 n}
$$

then $\left\{P_{n-1}(t)\right\}$ diverges for $-1 \leqslant t \leqslant+1$.
We conclude with a theorem which shows that the behaviour of the $I_{n}$ depends not only on the properties of $f$ but also on the selection of the fundamental points.
(9-16) Theorem. Let $\beta$ be incommensurable with $\pi$, and let $I_{n}^{\prime}(x, g)$ be the interpolating polynomials for $g$ associated with the roots of (9•13). There is then a continuous $g$ for which (9•1) holds such that $\left\{I_{s}^{\prime}(x, g)\right\}$ converges uniformly.

The proof is similar to that of (8.25) and we shall be brief.

As we have observed there, we may define $f_{n}$ as a sum of a finite number of 'roof functions' $\pm \lambda_{8}(x-\xi)$, where the $\xi^{\prime}$ s are in $S_{n-1}=\sum_{1}^{n-1}\left(N_{p_{i}}+N_{p_{i}^{\prime}}\right)$. Since $\beta$ is incommensurable with $\pi$, the roots of (9-13) have no point in common with $S_{n-1}$. We may take $\delta$ arbitrarily small, and in the first instance so small that the 'roofs' corresponding to various $\xi$ 's do not overlap. The number of 'roofs' does not then exceed the number of points of $S_{n-1}$ and, in particular, is independent of $\delta$. If we can show the existence of an absolute constant $A$ such that

$$
\left|I_{s}^{\prime}\left(x, f_{n}\right)\right|<A
$$

for all $x, s, n$, then, since $\left\{I_{s}^{\prime}\left(x, f_{n}\right)\right\}$ converges uniformly for each $n$, the polynomials $I_{\theta}^{\prime}(x, g)$ for the $g$ in ( $9 \cdot 11$ ) will converge uniformly. We can also select the $h$ we add to $g$ so that $\left\{I_{s}^{\prime}(x, h)\right\}$ converges uniformly.

The inequality (9.17) will follow if we show that
(i) $\left|I_{s}^{\prime}\left(x, \lambda_{\delta}(x-\xi)\right)\right| \leqslant 1$ for all $x, \xi, s$;
(ii) given any $\epsilon>0$ and $\eta>0$ we can find $\delta_{0}$ such that $\left|I_{s}^{\prime}\left(x, \lambda_{\delta}(x-\xi)\right)\right|<\epsilon$ for $\eta \leqslant|x-\xi| \leqslant \pi, 0<\delta \leqslant \delta_{0}$, and all 8 .

Condition (i) follows immediately from condition (i) on p. 41, since, by (4•10), the sum of the moduli of the complex coefficients of $I_{s}^{\prime}\left(x, \lambda_{8}(x-\xi)\right)$ does not exceed the sum of the moduli of the coefficients of $S\left[\lambda_{8}(x-\xi)\right]$, which is 1 .

Condition (ii) is analogous to condition (ii) on p. 41, and is proved similarly; if $\omega_{2 n+1}^{\prime}$ is associated with the roots of (9.13) we have

$$
\left\lvert\, I_{s}^{\prime}\left(x, \left.\lambda_{\delta}(x-\xi)\left|\leqslant \frac{1}{\pi} \int_{-28}^{28}\right| D_{s}(x-\xi-t) \right\rvert\, d \omega_{2 s+1}^{\prime}(t)<\varepsilon,\right.\right.
$$

provided $\eta \leqslant|x-\xi| \leqslant \pi$ and $\delta$ is small enough.

## 10. Polynomials conjugate to interpolating polynomials

Let $D_{\nu}(u)$ denote the Dirichlet conjugate kernel:

$$
\tilde{D}_{\nu}(u)=\sum_{1}^{\nu} \sin j u=\left[\cos \frac{1}{2} u-\cos \left(\nu+\frac{1}{2}\right) u\right] \frac{1}{2} \operatorname{cosec} \frac{1}{2} u .
$$

The polynomial $I_{n, \nu}(x, f)$ conjugate to $I_{n, \nu}(x, f)$ is given by the formula

$$
\begin{align*}
I_{n, \nu}(x) & =\frac{1}{\pi} \int_{0}^{2 \pi} f(t) \widetilde{D}_{\nu}(x-t) d \omega_{2 n+1}(t) \\
& =-\frac{1}{\pi} \int_{0}^{2 \pi}[f(t)-f(x)] \frac{\cos \frac{1}{2}(t-x)-\cos \left(\nu+\frac{1}{2}\right)(t-x)}{2 \sin \frac{1}{2}(t-x)} d \omega_{2 n+1}(t)
\end{align*}
$$

for subtracting a constant from $f$ does not change $I_{n, \nu}$. Let

$$
h_{\nu}=2 \pi /(2 \nu+1) .
$$

Since $\left|D_{\nu}(u)\right|<\nu$, we see immediately that, if $f$ is continuous at $x$, the interval
$\left(x-h_{\nu}, x+h_{\nu}\right)$ contributes only $o(1)$ to the last integral in (10.1) as $\nu \rightarrow \infty$. This suggests that we should consider the expression

$$
\begin{align*}
f_{n, \nu}(x) & =-\frac{1}{\pi} \int_{0}^{2 \pi\left(n_{n}\right)}[f(t)-f(x)] \frac{1}{2} \cot \frac{1}{2}(t-x) d \omega_{2 n+1}(t) \\
& =-\frac{2}{2 n+1} \sum_{\left|x-x_{j}^{n}\right| \geqslant n_{r}}\left[f\left(x_{j}^{n}\right)-f(x)\right] \frac{1}{2} \cot \frac{1}{2}\left(x_{j}^{n}-x\right),
\end{align*}
$$

where the symbol $\int_{0}^{2 \pi\left(h_{\nu}\right)}$ means that we integrate only over the part of the interval $0 \leqslant t \leqslant 2 \pi$ for which $|t-x| \geqslant h_{\nu}$. The case $\nu=n$ is the most interesting, and for brevity we shall write $f_{n}$ for $f_{n, n}$. The $f_{n}(x)$ is obtained by dropping no more than two terms from

$$
-\frac{2}{2 n+1} \sum_{0}^{2 n}\left[f\left(x_{j}^{n}\right)-f(x)\right] \frac{1}{2} \cot \frac{1}{2}\left(x_{j}^{n}-x\right) .
$$

It is natural to expect that the limit

$$
f(x)=\lim _{n \rightarrow \infty} f_{n}(x)
$$

if it exists, plays in interpolation the same role as the conjugate function

$$
f^{f}(x)=-\frac{1}{\pi} \int_{0}^{2 \pi} f(t) \frac{1}{2} \cot \frac{1}{2}(t-x) d t=-\frac{1}{\pi} \lim _{\varepsilon \rightarrow+0}\left\{\int_{x+\theta}^{x+\pi}+\int_{x-\pi}^{x-\theta}\right\}
$$

does in the theory of Fourier series. It is easy to see that at the points where $f$ is continuous the existence of the limit ( 10.4 ) when $\epsilon$ tends to 0 through the sequence of values $h_{\nu}, \nu=1,2, \ldots$, implies the existence of the limit when $\epsilon$ tends continuously to 0 . We shall write

$$
f_{\nu}(x)=-\frac{1}{\pi} \int_{h_{\nu}}^{\pi}[f(x+t)-f(x-t)] \frac{1}{2} \cot \frac{1}{2} t d t .
$$

We know that $f(x)$ exists almost everywhere for every $f \in L$, and, in particular, for every continuous $f$ (see Chapter IV, (3•1) and Chapter VII, (1-4)). As a consequence of this, one has theorems for series conjugate to Fourier series, analogous to theorems for Fourier series. In interpolation the situation is different; even for continuous $f$ the limit ( 10.3 ) may not exist anywhere. The same thing applies a fortiori to

$$
\lim \hat{f}_{n, \nu}(x) \quad(n \geqslant \nu) .
$$

For this reason the behaviour of the polynomials $I_{n, \nu}(x, f)$ may be totally different from that of the $S_{\nu}(x ; f)$. The convergence of $I_{n . \nu}$ in norm was discussed in $\S 7$. Here we shall consider pointwise convergence. Use will be made of the fact that at every point $x$ of continuity of $f$

$$
I_{n, v}(x, f)-\hat{f}_{n, v}(x)=\frac{1}{\pi} \int_{-\pi}^{\pi\left(h_{v}\right)}[f(t)-f(x)] \frac{\cos \left(\nu+\frac{1}{2}\right)(t-x)}{2 \sin \frac{1}{2}(t-x)} d \omega_{3 n+1}(t)+o(1)
$$

as $\nu \rightarrow \infty$. This follows from (10.1), if we observe that the contribution of the interval $\left(x-h_{\nu}, x+h_{\nu}\right)$ is $o(1)$. It is also useful to observe that the $o(1)$ is uniform for any family of functions $f$ which are equicontinuous.
(10.8) Theorem. If $\lambda(x)$ has all its Dini numbers finite at $\xi$, then

$$
I_{n, \nu}(\xi, \lambda f)-\lambda(\xi) I_{n, \nu}(\xi, f)
$$

tends to a finite limit as $\nu \rightarrow \infty$. If $\lambda \in \Lambda_{1}$, the convergence is uniform in $\xi$.

The proof is similar to that of $(5 \cdot 2)$, and the limit in question is

$$
-\frac{1}{\pi} \int_{0}^{2 \pi} f(t) \underset{2 \tan \frac{\lambda(t)-\lambda(\xi)}{\frac{1}{2}(t-\tilde{\xi})}}{ } d t .
$$

(10.9) Theorem. If fis 0 in $(a, b)$, then $I_{n, \nu}(x, f)$ tends uniformly to a limit in every interval $(a+\epsilon, b-\epsilon)$ interior to $(a, b)$.

This is an analogue of (5.1) and is proved in the same way. It shows that if $f_{1}=f_{2}$ in (a,b), then $I_{n, \nu}\left[f_{1}\right]$ and $I_{n, \nu}\left[f_{2}\right]$ are uniformly equiconvergent in the wider sense in $(a+\epsilon, b-\epsilon)$.
(10-10) Theorem. Suppose that $|f(\xi \pm t)-f(\xi)| \leqslant \mu(t)$ for $0<t \leqslant \eta$, where $\mu(t)$ is a non-decreasing function of $t$ such that $\int_{0}^{\eta} t^{-1} \mu(t) d t<\infty$. Then as $\nu \rightarrow \infty$,

$$
f_{n, \nu}(\xi) \rightarrow f(\xi) \quad \text { and } \quad I_{n, \nu}(\xi) \rightarrow f(\xi)
$$

This is an analogue of $(5 \cdot 5)$. To prove that $f_{n, \prime}^{\prime \prime}(\xi) \rightarrow f(\xi)$, we may suppose that $\xi=0$, $f(0)=0$. For any fixed $0<\delta \leqslant \pi$ the part of the integral

$$
\int_{-\pi}^{\pi(h v)} f(t) \frac{1}{2} \cot \frac{1}{2} t d \omega_{3 n+1}
$$

which is taken over $\delta \leqslant|t| \leqslant \pi$ tends to $\int_{\delta<|t|<\pi} f(t) \frac{1}{2} \cot \frac{1}{2} t d t$, and it is enough to show that the part of ( $10 \cdot 11$ )extended over $|t| \leqslant \delta$ is small with $\delta$, provided that $\nu$ is sufficiently large. The proof of this is similar to the proof of (5.5). Hence $f_{n, \nu}(\xi) \rightarrow f^{\prime}(\xi)$. The proof of $I_{n, \nu}(\xi, f) \rightarrow f(\xi)$ is also similar to that of (5.5).
(10-12) Theorem. If $S[f]$ converges absolutely, $I_{n, v}(x, f)$ converges uniformly to $f(x)$.
The proof is similar to that of (5-16).
(10-13) Theorem. Suppose that $f$ has a modulus of continuity $\left.\omega(\delta)=\alpha(\log 1 / \delta)^{-1}\right\}$. Then as $\nu \rightarrow \infty$, so that if one of the three quantities

$$
f_{n, \nu}(x)-f_{\nu}^{\prime}(x) \rightarrow 0
$$

$$
f^{\prime}(x), \quad \lim _{n \rightarrow \infty} f_{n}(x), \quad \lim _{v \rightarrow \infty} f_{n, v}(x)
$$

exicts, so do the remaining two, and all three have the same value. $\dagger$ In particular, the limit (10.6) exists almost everywhere.

We may suppose that $x=0, f(0)=0$. We shall also suppose that $x_{2 n}<0<x_{0}$. (The case when 0 is a fundamental point can be treated similarly.) Let $x_{p}=x_{p}^{n}$ and $x_{q}=x_{q}^{n}$ be the extreme fundamental points in the interval $h_{\nu} \leqslant t \leqslant \pi$. Then, since $\cot \frac{1}{2} \pi=0$,

$$
\begin{align*}
& \int_{h_{\nu}}^{\pi} f(t) \frac{1}{2} \cot \frac{1}{2} t d t-\int_{h_{\nu}}^{\pi} f(t) \frac{1}{2} \cot \frac{1}{2} t d \omega_{2 n+1} \\
& \quad=\int_{x_{\nu}}^{x_{q}} f(t) \frac{1}{2} \cot \frac{1}{2} t d t-\int_{x_{\nu}}^{x_{f}} f(t) \frac{1}{2} \cot \frac{1}{2} t d \omega_{2 n+1}+o(1) \\
& \quad=\sum_{p}^{a-1} \int_{x_{j}}^{x_{j+1}}\left[f(t)-f\left(x_{j}\right)\right] \frac{1}{2} \cot \frac{1}{2} t d t+\sum_{p}^{a-1} f\left(x_{j}\right) \int_{x_{j}}^{x_{j+1}} \frac{1}{2}\left[\cot \frac{1}{2} t-\cot \frac{1}{2} x_{j}\right] d t+o(1) .
\end{align*}
$$

[^23]Numerically, the first sum on the right does not exceed

$$
\omega\left(h_{n}\right) \int_{x_{p}}^{x_{p}} t^{-1} d t=\alpha\left\{(\log n)^{-1}\right\} \log \left(\pi / x_{1}\right)=o\left\{(\log n)^{-1}\right\} O(\log n)=o(1)
$$

The expression in square brackets in the second sum on the right of (10.15) is $O\left(1 / n t x_{j}\right)=O\left(1 / n x_{j}^{8}\right)$, and so the whole sum is numerically not greater than

$$
\begin{equation*}
O(1) \sum_{p}^{q-1} j^{-2}\left|f\left(x_{j}\right)\right| \leqslant O(1) \sum_{1}^{q-1} j^{-2}\left|f\left(x_{j}\right)\right|=o(1) \tag{10.16}
\end{equation*}
$$

$f$ being continuous and vanishing at the origin. Hence the expression on the left of ( $10 \cdot 15$ ) tends to 0 as $\nu \rightarrow \infty$. A similar conclusion holds if in (10.15) we replace $\int_{\lambda_{\nu}}^{\pi}$ by $\int_{-\pi}^{-\lambda_{\nu}}$, and the result (with uniformity in $x$ ) follows by addition.
(10.17) Theorem. The relation (10.14) holds if $f$ is of bounded variation in the neighbourhood of $x$ and continuous at $x$.

We may again suppose that $x=0, f(0)=0$. We may also suppose that $f$ is nondecreasing near 0. Since

$$
\int_{\alpha}^{\beta} f(t) \frac{1}{2} \cot \frac{1}{2} t d \omega_{2 n+1}(t) \rightarrow \int_{\alpha}^{\beta} f(t) \frac{1}{2} \cot \frac{1}{2} t d t
$$

for any interval $(\alpha, \beta)$ interior to $(0, \pi)$ or to $(-\pi, 0)$, we may assume that $f$ is nondecreasing and bounded in ( $-\pi, \pi$ ). Consider the equation ( $10 \cdot 15$ ). We show exactly as before that the second term on the right is $o(1)$. The first term on the right is nonnegative and does not exceed

$$
h_{n} \sum_{p}^{q-1} \frac{f\left(x_{j+1}\right)-f\left(x_{j}\right)}{x_{j}} \leqslant \sum_{1}^{q-1} \frac{f\left(x_{j+1}\right)-f\left(x_{j}\right)}{j},
$$

since $x_{i}>x_{0}>0, x_{j} \geqslant h_{n} j$. This last sum we split into two parts $\sum_{j<j_{0}}+\sum_{j>j_{0}}=P+Q$. Here $Q<f(\pi) / j_{0}$, and so is small when $j_{0}$ is large. If $j_{0}$ is fixed, each term of $P$ tends to 0 as $n \rightarrow \infty$ (since $f\left(x_{j}^{n}\right) \rightarrow f(0)=0$ for each $j$ ), so that $P \rightarrow 0$. Hence the expression on the left of ( $10 \cdot 15$ ) tends to 0 and ( $10 \cdot 14$ ) follows as before. Since any function of bounded variation is differentiable almost everywhere, the existence of $\lim f_{n, \nu}(x)$ almost everywhere also follows from ( $10 \cdot 10$ ).
(10-19) Theorem. Suppose that $f$ has a modulus of continuity $\omega(\delta)=\alpha\left\{(\log 1 / \delta)^{-1}\right\}$. Then as $\nu \rightarrow \infty$,

$$
\begin{equation*}
I_{n, \nu}(x, f)-f_{n, \nu}(x) \rightarrow 0 \tag{10.20}
\end{equation*}
$$

uniformly in $x$, so that a necessary and sufficient condition for the existence of $\lim I_{n, \nu}(x, f)$ (or of $\lim I_{n}(x, f)$ ) at a point $x$ is the existence of $f$ there. In particular, $\lim I_{n, \nu}(x, f)$ exists and equals $f(x)$ almost everywhere.

Let $T(t)$ be a polynomial of order $n$. Then

$$
\begin{align*}
& T(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} T(x+t) \frac{\sin \left(n+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t} d \omega_{3 n+1}  \tag{10.21}\\
& T(x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} T(x+t)\left\{\frac{1}{2} \cot \frac{1}{2} t-\frac{\cos \left(n+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t}\right\} d \omega_{2 n+1} \tag{10.22}
\end{align*}
$$

Suppose that $\omega_{2 n+1}$ is associated with the roots of

$$
\sin \left[\left(n+\frac{1}{2}\right) t+\alpha\right]=0,
$$

and assume temporarily that $\alpha \equiv 0(\bmod \pi)$. Multiplying (10.21) and (10.22) by $\cos \alpha$ and $\sin \alpha$ respectively and adding the results we get $\dagger$

$$
-\frac{1}{\pi} \int_{-\pi}^{\pi} T(x+t) \frac{1}{2} \cot \frac{1}{2} t d \omega_{2 n+1}=T(x) \cot \alpha+T(x)
$$

If the order of $T$ is $\nu \leqslant n$, then we also have

$$
T(x)=-\frac{1}{\pi} \int_{-\pi}^{\pi} T(x+t)\left\{\frac{1}{2} \cot \frac{1}{2} t-\frac{\cos \left(\nu+\frac{1}{2}\right) t}{2} \frac{\sin \frac{1}{2} t}{\}}\right\} d \omega_{2 n+1}
$$

which together with ( 10.24 ) implies that

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\pi}^{\pi} T(x+t) \frac{\cos \left(\nu+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t} d \omega_{2 n+1}=-T(x) \cot \alpha \tag{10.25}
\end{equation*}
$$

In proving (10.19) we may suppose that $x=0, f(0)=0$. We have $f-\sigma_{\nu}[f]=o(1 / \log \nu)$ since the modulus of continuity of $f$ is $o\left\{\left(\log l^{\prime} \delta\right)^{-1}\right\}$. Denote $\sigma_{\nu}[f]$ by $T$ and write $f=g+T$, so that $g$ (which depends on $\nu$ ) is $o(1 / \log \nu)$ uniformly in $x$. We write

$$
I_{n, \nu}(0, f)-\hat{f}_{n, \nu}(0)=\left\{I_{n, \nu}(0, g)-\hat{g}_{n, \nu}(0)\right\}+\left\{I_{n, \nu}(0, T)-\hat{T}_{n, \nu}(0)\right\}
$$

and apply (10.7). Since the functions $g$ are equicontinuous (indeed, tend uniformly to 0 ), we obtain

$$
\begin{align*}
\left|I_{n, \nu}(0, g)-\hat{g}_{n, \nu}(0)\right| & \leqslant 2 \max |g(t)|_{\pi}^{1} \int_{-\pi}^{\pi\left(h_{\nu}\right)}\left|\frac{\cos \left(\nu+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t}\right| d \omega_{2 n+1}+o(1) \\
& \leqslant \max |g(t)| \int_{-\pi}^{\pi\left(h_{\nu}\right)} \frac{d \omega_{2 n+1}}{|t|}+o(1)=o(1) \tag{10.2'7}
\end{align*}
$$

since the last integral is $O(\log \nu)$ and $g(t)=o(1 / \log \nu)$.
Now. $T(0)=f(0)-g(0)=-g(0)=o(1 / \log \nu)$. Hence, by subtracting a constant $o(1 / \log \nu)$ from $T(t)$ and adding the same constant to $g(t)$, which does not impair the estimate $g(t)=o(1 / \log \nu)$, we may suppose that $T(0)=0$. Applying (10.7) to the polynomial $T$ (which remains equicontinuous as $\nu \rightarrow \infty$ ), and applying (10.25) at $x=0$, we find that

$$
\begin{gather*}
I_{n, \nu}(0, T)-\hat{T}_{n, \nu}(0)=\frac{1}{\pi} \int_{-\pi}^{\pi\left(h_{r}\right)} T(t) \frac{\cos \left(\nu+\frac{1}{\frac{1}{2}}\right) t}{2 \sin \frac{1}{2} t} d \omega_{2 n+1}+o(1) \\
=-\frac{1}{\pi} \int_{-\lambda_{v}}^{h_{\nu}} T(t) \frac{\cos \left(\nu+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t} d \omega_{2 n+1}+o(1) .
\end{gather*}
$$

Suppose that $|f| \leqslant M$, so that $|T| \leqslant M$ also. By the mean-value theorem and Bernstein's inequality,

$$
|T(t)|=|T(t)-T(0)|=|t|\left|T^{\prime}\left(t_{1}\right)\right| \leqslant \nu M|t|
$$

[^24]so that $(10.28)$ gives
\[

$$
\begin{align*}
\left|I_{n, \nu}(0, T)-\hat{T}_{n, \nu}(0)\right| & \leqslant \frac{\nu M}{\pi} \int_{-h_{\nu}}^{h_{\nu}} \frac{t}{2 \sin \frac{1}{2} t} d \omega_{2 n+1}+o(1) \\
& \leqslant \frac{1}{2} \nu M \int_{-\Lambda_{\nu}}^{\lambda_{\nu}} d \omega_{2 n+2}+o(1)<A M+o(1),
\end{align*}
$$
\]

where $A$ is an absolute constant. From (10.26), (10.27) and (10.29) we get

$$
\limsup _{\nu \rightarrow \infty}\left|I_{n, \nu}(0, f)-f_{n, \nu}(0)\right| \leqslant A M .
$$

To pass from this to $(10 \cdot 20)$ (for $x=0$ ), we write $f=f_{1}+f_{2}$, where $f_{1}$ is a polynomial and $\left|f_{2}\right|<\epsilon$. For $f_{1}$ we have ( $10 \cdot 20$ ) (if only on account of ( $10 \cdot 10$ )), and for $f_{2}$ the righthand side of $(10.30)$ does not exceed $A \epsilon$.

This completes the proof of ( $10 \cdot 19$ ), except for one remark. In the argument we used the formula ( 10.25 ), which presupposes that $\omega_{8 n+1}$ is not associated with the roots of $\sin \left(n+\frac{1}{2}\right) t=0$. For $n$ and $\nu$ fixed, however, both $I_{n, \nu}[f]$ and $f_{n, \nu}$ are continuous functions of the $\alpha$ in ( 10.23 ), and since our estimates are uniform in $\alpha$ they hold also for $\alpha=0$.
(10.31) Theorem. We have $I_{n, \nu}(x, f)-f_{n, \nu}(x) \rightarrow 0$ as $\nu \rightarrow \infty$ if $f$ is of bounded variation in the neighbourhood of $x$ and continuous at $x$.

We again suppose that $x=0, f(0)=0$, and that $f$ is non-decreasing. We have to show that the integral on the right of (10.7) is $o(1)$ for $x=0$, and it is enough to prove this for the part extended over ( $h_{\nu}, \pi$ ). We fix $\epsilon>0$ and write

$$
\frac{1}{\pi} \int_{A_{\nu}}^{\pi} f(t) \frac{\cos \left(\nu+\frac{1}{2}\right) t}{2 \sin \frac{1}{2} t} d \omega_{2 n+1}=\frac{1}{\pi} \int_{\lambda_{\nu}}^{\delta}+\frac{1}{\pi} \int_{\delta}^{\pi}=P+Q
$$

where $\delta$ is so small that $f(\delta)<\epsilon$. We take $\nu$ so large that $h_{\nu}<\delta$. We know (Chapter I, $\S 2)$ that if the $a_{j}$ are positive and monotone
where $B_{j}=b_{M}+b_{M+1}+\ldots+b_{j}$. Now let $x_{p}=x_{p}^{n}$ and $x_{q}=x_{q}^{n}(p<q)$ be the first and last fundamental points in ( $h_{\nu}, \delta$ ). Applying (10.32) twice we get

$$
\begin{aligned}
|P|=\left|\begin{array}{c}
2 \\
2 n+1
\end{array} \sum_{p}^{\ell} f\left(x_{j}\right)-\frac{\cos \left(\nu+\frac{1}{2}\right)}{2 \sin \frac{1}{2} x_{j}}\right| & \leqslant \frac{2}{2 n+1} 2 f\left(x_{q}\right) \max _{r}\left|\sum_{p}^{r} \frac{\cos \left(\nu+\frac{1}{2}\right) x_{j}}{2 \sin \frac{1}{8} x_{j}}\right| \\
& \leqslant \frac{4}{2 n+1} \epsilon \frac{1}{2 \sin \frac{1}{2} x_{p}} \max _{r}\left|\sum_{p}^{r} \cos \left(\nu+\frac{1}{2}\right) x_{j}\right| \\
& \leqslant \frac{4 \varepsilon}{2 n+1} \frac{1}{2 \sin \frac{1}{2} h_{r}} \frac{2}{2 \sin \frac{1}{2}\left(\nu+\frac{1}{2}\right) h_{n}} \leqslant \epsilon .
\end{aligned}
$$

Finally, for fixed $\delta$ we have $Q \rightarrow 0$, by (4•1), and this completes the proof of (10:31).
That $I_{n, v}[f] \rightarrow f$ almost everywhere when $f$ is of bounded variation also follows from ( $10 \cdot 10$ ) and the fact that $f$ is differentiable almost everywhere.
(10.33) Theorem. If $f$ is integrable $R$, then

$$
\begin{equation*}
\mathfrak{M}_{\mathbf{2}}\left[f-f_{n, v}\right] \rightarrow 0 \tag{10.34}
\end{equation*}
$$

as $\nu \rightarrow \infty$. In particular, if $\lim f_{n, \nu}(x)$, or $\lim f_{n}(x)$, exists when $x$ belongs to a set $E$, this limit is $f^{\prime}(x)$ almost everywhere in $E$.

Consider the Jackson polynomial $J_{\nu, 2 n+1}(x, f)$ (see (6.2)) and its conjugate

$$
\begin{align*}
J_{\nu, 2 n+1}(x) & =-\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) K_{\nu}(t-x) d \omega_{2 n+1}(t) \\
& =-\frac{1}{\pi} \int_{-\pi}^{\pi}[f(t)-f(x)]\left[\frac{1}{2} \cot \frac{1}{2}(t-x)-\frac{\sin (\nu+1)(t-x)}{(\nu+1) 4 \sin ^{2} \frac{1}{2}(t-x)}\right] d \omega_{2 n+1} .
\end{align*}
$$

If we show that as $\nu \rightarrow \infty$ (with $n \geqslant \nu$ ),

$$
\begin{array}{r}
\mathfrak{R}_{2}\left[J_{\nu, 2 n+1}-f\right] \rightarrow 0, \\
\mathfrak{R}_{2}\left[J_{\nu, 2 n+1}-f_{n, \nu}\right] \rightarrow 0, \tag{10.37}
\end{array}
$$

then ( 10.34 ) will follow by an application of Minkowski's inequality. But $J_{\nu, 8 n+1}$ is uniformly bounded and tends to $f$ almost everywhere (indeed, at every point of con-
 $\mathbb{P}_{2}\left[J_{\nu, 2 n+1}-f\right],(10 \cdot 36)$ follows.

Since $\left|\tilde{K}_{\nu}(u)\right|<\nu$, we have at every point of continuity of $f$

$$
\begin{equation*}
\left|J_{\nu, 2 n+1}(x)-\hat{f}_{n, \nu}(x)\right| \leqslant o(1)+\frac{1}{\pi(\nu+1)} \int_{-\pi}^{\pi\left(h_{\nu}\right)}|f(t)-f(x)| \sin ^{-2} \frac{1}{2}(\underline{t}-x) d \omega_{2 n+1} \tag{10.38}
\end{equation*}
$$

The second term on the right is o(l) at every point of continuity of $f$. Moreover, it is easy to see that the right-hand side of $(10 \cdot 38)$ is uniformly bounded. Hence we have ( 10.37 ), and ( 10.33 ) follows.
(10.39) Theorem. There is a continuous $f(x)$ such that $\lim f_{n}(x)$ (and, a fortiori, $\left.\lim \hat{f}_{n, \nu}(x)\right)$ exists at no point.

It is enough to sketch the proof since it resembles those of (8.14) and (8.15). The set $N_{p}$ is defined as before, and $P_{k}$ is the shorter of the two intervals ( $2 \pi k / n, 2 \pi$ ) and $(2 \pi k / n, 2 \pi k / n+\pi)$. The function $f_{n}$, which we shall now write as $f^{n}$ to avoid confusion, is defined to be equal to 1 at those points of $N_{p_{k}}$ which belong to $P_{k}$, equal to 0 at the remaining points of $N_{p_{k}}$, and linear between any two consecutive points of $N_{p_{1}}+\ldots+N_{p_{n-1}}$. The second condition (8-16) is now dropped; then, for $2 \pi(k-1) / n \leqslant x<2 \pi k / n, k \geqslant n-\sqrt{ } n$,

$$
\begin{align*}
\left|\bar{f}_{p_{k}}^{n}(x)\right| & =\left|\frac{1}{\pi} \int_{0}^{2 \pi\left(h_{p_{k}}\right)} \overline{2} \frac{f^{n}(t)}{\tan \frac{1}{2}(t-x)} d \omega_{2 p_{k}+1}\right| \\
& \geqslant \frac{1}{\pi} \int_{P_{k}} \frac{1}{t-x} d \omega_{2 p_{k}+1}+O(1) \geqslant \frac{1}{\pi} \int_{2 \pi k / n}^{2 \pi} \frac{d t}{t-2 \pi(k-1) / n}+O(1) \\
& =\pi^{-1} \log (n-k+1)+O(1) \geqslant(3 \pi)^{-1} \log n, \tag{10.40}
\end{align*}
$$

when $n$ is sufficiently large. If we define $E_{n}$ as $\sum_{k \leqslant n-\sqrt{n}} \delta_{k}, E_{n}$ is an interval $\left(0, a_{n}\right)$, where $a_{n} \rightarrow 2 \pi$. Writing $\frac{1}{3} \log n=M_{n}$, defining $f(x)$ by (8-20), and repeating the argument on pp. 39-40, we find that $\lim f_{m}(x)$ exists at no point of the interval $0 \leqslant x<2 \pi$.

The $f$ in ( 10.39 ) may be such that $S[f]$ and $S[f]$ both converge uniformly.
(10.41) Theorem. For the $f$ satisfying (10.39) the polynomials

$$
\widetilde{B}_{n}(x)=J_{n, 1 n+1}(x)
$$

(see (6.5)) diverge at every $x$ as $n \rightarrow \infty$. This is, a fortiori, true for the polynomials $B_{n, \nu}$.
Consider ( 10.38 ) with $\nu=n$; if $f$ is continuous, we have

$$
\widehat{B}_{n}(x)-f_{n}(x)=o(1)
$$

uniformly in $x$, and the assertion of ( 10.41 ) follows from the divergence of $\left\{f_{n}(x)\right\}$.
The proof of the following result resembles that of $(8 \cdot 30)$ and we omit it:
(10.43) Theorem. The $f$ in (10.39) and (10.41) can have modulus of continuity $O\left\{(\log 1 / \delta)^{-1}\right\}$.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. Let $x_{0}$ be a fundamental point of interpolation. Then

$$
\begin{aligned}
I_{n}(x, f) & =\frac{2}{2 n+1} \sin \left(n+\frac{1}{2}\right)\left(x-x_{0}\right) \sum_{k=0}^{2 n} \frac{(-1)^{k} f\left(x_{k}\right)}{2 \sin \frac{1}{2}\left(x-x_{k}\right)} \\
& =\frac{2}{2 n+1} \sin \left(n+\frac{1}{1}\right)\left(x-x_{0}\right) \sum_{k=-\infty}^{+\infty} \frac{(-1)^{k} f\left(x_{k}\right)}{x-x_{k}},
\end{aligned}
$$

where $x_{k}=x_{0}+2 \pi k /(2 n+1)$;

$$
\begin{aligned}
E_{n}(x, f) & =\frac{1}{n} \sin n\left(x-x_{0}\right)_{k=0}^{2 n-1} \frac{(-1)^{k} f\left(x_{k}\right)}{2 \tan \left(x-x_{k}\right)} \\
& =\frac{1}{n} \sin n\left(x-x_{0}\right) \sum_{k=-\infty}^{+\infty} \frac{(-1)^{k} f\left(x_{k}\right)}{x-x_{k}},
\end{aligned}
$$

where $x_{k}=x_{0}+\pi k / n$;

$$
\begin{aligned}
J_{n}(x, f) & =\frac{1}{(n+1)^{2}} \sin ^{2} \frac{1}{8}(n+1)\left(x-x_{0}\right) \sum_{k=0}^{n} \frac{f\left(x_{k}\right)}{\sin ^{2} \frac{1}{( }\left(x-x_{k}\right)} \\
& =\frac{4}{(n+1)^{2}} \sin ^{2} \frac{1}{2}(n+1)\left(x-x_{0}\right) \sum_{k=-\infty}^{+\infty} \frac{f\left(x_{k}\right)}{\left(x-x_{k}\right)^{2}},
\end{aligned}
$$

where $x_{k}=x_{0}+2 \pi k / n+1$ ). (See (1-19), (3.30) and (6.2)). (de la Vallée-Poussin [3].)
2. Let $\psi(t), 0 \leqslant t \leqslant 2 \pi$, be of bounded variation. Necessary and sufficient conditions that

$$
c_{\nu}=\frac{1}{2 \pi} \int_{0}^{2 \pi} S(t) e^{-\{\nu /} d \psi(t) \quad(\nu=0, \pm 1, \pm 2, \ldots, \pm n)
$$

or, what is the same thing, that

$$
S(x)=\frac{1}{\pi} \int_{0}^{2 \pi} S(t) D_{\pi}(x-t) d \psi(t)
$$

for every polynomial $S(x)=\sum_{-n}^{n} c_{\nu} e^{i \nu x}$ of order $n$, are (i) that $S[d \psi]$ has constant term 1 and (ii) that all the other terms of $S[d \psi]$ of rank at most $2 n$ vanish.

Conditions (i) and (ii) are satisfied by any $\omega_{\mathbf{2 n + 1}}$, since

$$
d \omega_{1 n+1}(t) \sim \sum_{\nu=-\infty}^{+\infty} e^{i \times(2 n+1 \cdot(t-\omega \nu} .
$$

where $x_{0}$ is one of the discontinuities of $\omega_{\mathbf{3 n + 1}}$.
3. Consider $2 n+1$ distinct points $t_{0}, t_{1}, \ldots, t_{3 n}$ of the interval $(0,2 \pi)$, and a step function $\psi(t)$ continuous outside these points. A necessary and sufficient condition that

$$
\mathrm{c}_{\nu}=\frac{1}{2 \pi} \int_{0}^{2 \pi} S(t) e^{-i \nu t} d \psi(t) \quad(\nu=0, \pm 1, \ldots, \pm n)
$$

for any polynomial $S(t)=\sum_{-n}^{n} c_{\nu} e^{i \nu t}$ of order $n$, is that $\psi(t)$ be an $\omega_{2 n+1}$.
[Only the necessity requires proof. Consider the function $L(t)=t+\sum_{-\infty}^{+\infty} e^{i v t} / i v$, which has jump $2 \pi$ at $t=0$. Every step function $\psi$ which has jump $\alpha_{j}$ at $t_{j}$ for $j=0,1, \ldots, 2 n$ and is continuous elsewhere, is, except for an additive constant, of the form $(2 \pi)^{-1} \Sigma \alpha_{j} L\left(t-t_{j}\right)$. Using the result of Example 2 we obtain a number of relations between the $\alpha_{j}$ and $z_{j}=e^{d t}$, from which we conclude that $z_{0}^{2 n+1}=z_{1}^{2 n+1}=\ldots=z_{1 n}^{2 n+1}$, which shows that the $z_{j}$ are equally spaced on $|z|=1$. Finally, we prove that all the $\alpha_{j}$ are equal.]
4. Let $m$ be positive, not necessarily integral, and $-m<w<m$. Show that

$$
\begin{aligned}
& \text { (i) } \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\sin w t}{t} d \omega_{m}(t)=\operatorname{sign} w \\
& \text { (ii) } \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\sin m t}{t} d \omega_{m}(t)=2 \cos ^{2} \frac{1}{2} m t_{0}
\end{aligned}
$$

where $t_{0}$ is a discontinuity of $\omega_{m}$.
[(i) Using the formula $\sum_{\nu=-\infty}^{+\infty}(\alpha+\nu)^{-1} e^{i \lambda \nu}=\pi(i+\cot \alpha \pi) e^{-i \lambda \alpha}$, valid for $0<\lambda<2 \pi$ and a non. integral $\alpha$ (Chapter $I, \$ 4$ ), show that

$$
\text { (iii) } \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{e^{i w t}}{t} d \omega_{m}(t)=\cot \frac{1}{2} m t_{0}+i \operatorname{sign} w
$$

for $|w|<m$.]
5. Let $T(x)=\sum_{-n}^{n} c_{\nu} e^{i \nu x}$ be a polynomial of order $n$ and let $w>0, w+n<m$. Show that

$$
\frac{1}{\pi} \int_{-\infty}^{+\infty} T(t)-\frac{\sin }{t-x} \cdot \frac{w(t-x)}{t-x} d \omega_{m}(t)=\frac{1}{\pi} \int_{-\infty}^{+\infty} T(x+t) \frac{\sin \omega t}{t} d \omega_{m}(t)=\sum_{|\nu| \leqslant \omega}^{\sum^{*}} c_{\nu} e^{i \nu x}
$$

where the asterisk indicates that if $w$ is integral the extreme terms of $\Sigma$ are multiplied by $\frac{1}{2}$.
[Use formula (iii) of the preceding example.]
6. Let $I_{n}(f, x)=\sum_{-n}^{n} c_{\nu} e^{i \nu x}, 0<w<n+1$. Show that
[We have $f(x)=I_{n}(x, f)$ at the discontinuities of $\omega_{2 n+1}$.]
7. Let $T(x)$ be a polynomial of order $n$. Show that

$$
\frac{1}{\pi} \int_{-\infty}^{+\infty} T(x+t) \frac{\sin n t}{t} d \omega_{2 \pi}(t)=T(x)
$$

provided that $\omega_{2 n}$ is associated with the point 0 .
[Verify when $T(x)=\alpha e^{i n e}+\beta e^{-i n s} ;$ apply Example 4.]
8. Let $I_{n}(x, f)=\sum_{-n}^{n} c_{\nu} e^{i \nu x}, 0<y \leqslant n+1$. Show that

$$
\sum_{|\nu| \leqslant \nu}\left(1-\frac{|\nu|}{y}\right) c_{\nu} e^{i \nu z}=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(t) \cdot \frac{1-\cos w(t-x)}{w(t-x)^{2}} d \omega_{1 n+1}(t)
$$

[Integrate the formula in Example 6 over $0<w \leqslant y$.]
9. For any polynomial $P(z)=c_{0}+c_{1} z+\ldots+c_{n} z^{n}$ of degree $n$ and for $1 \leqslant p<\infty$ we have
(i) $\left\{\int_{0}^{2 \pi} \mid P^{\prime}\left(\left.e^{(x)}\right|^{p} d x\right\}^{1 / p} \leqslant A, n\left\{\int_{0}^{2 \pi}\left|\int P\left(e^{i x}\right)\right|^{p} d x\right\}^{1 / p}\right.$,
where
(ii) $A_{D}^{p}=\pi^{\frac{+}{2}} \frac{\Gamma\left(\frac{1}{2} p+1\right)}{\Gamma\left(\frac{1}{2} p+\frac{1}{2}\right)}$,
and equality occurs in (i) if and only if $P(z)=A z^{n}$, where $A$ is an absolute constant. Since the $A_{p}$ tend to 1 as $p \rightarrow \infty$, (i) contains (3.20) as a limiting case.
[Suppose that $c_{0}$ is real, and denote by $S(x)$ and $\tilde{S}(x)$ the real and imaginary part of $P\left(e^{i x}\right)$. By (3.26),

$$
\text { (iii) } \int_{0}^{2 \pi}\left|S^{\prime}(x) \cos \alpha+S^{\prime}(x) \sin \alpha\right|^{p} d x \leqslant n^{\nu} \int_{0}^{2 \pi}|S(x)|^{\nu} d x
$$

for any real $\alpha$. Integrating this over $0 \leqslant \alpha \leqslant 2 \pi$, interchanging the order of integration on the left and obeerving that, for any real $a, b$,

$$
\int_{0}^{2 \pi}|a \cos \alpha+b \sin \alpha|>d \alpha=\left(a^{2}+b^{2}\right)^{i} \int_{0}^{2 \pi}|\sin \alpha|^{2} d \alpha,
$$

we obtain (i) with

$$
A_{p}^{p}=2 \pi / \int_{0}^{2 \pi}|\sin \alpha|^{p} d \alpha
$$

Using Euler's function $B(x, y)$ and the formula $\Gamma(2 x)=\pi^{-\dagger} 2^{2 x-1} \Gamma(x) \Gamma\left(x+\frac{1}{2}\right)$, we easily obtain

$$
\begin{aligned}
\int_{0}^{2 \pi}|\sin \alpha|^{p} d \alpha & =2 \int_{0}^{\pi}|\sin 2 \alpha|^{D} d \alpha=2^{p+1} \int_{0}^{\pi}|\sin \alpha \cos \alpha|^{p} d \alpha \\
& =2^{p+2} \int_{0}^{\frac{1 \pi}{p}}(\sin \alpha \cos \alpha)^{D} d \alpha=2^{p+1} \int_{0}^{1} u^{t(p-1)}(1-u)^{p(p-1)} d u \\
& \left.=2^{p+1} B\left(\frac{1}{2} p+\frac{1}{2}, \frac{1}{2} p+\frac{1}{2}\right)=2^{p+1} \Gamma^{2}\left(\frac{p}{2} p+\frac{1}{2}\right)\right)^{\prime} \Gamma(p+1)=2 \pi^{\ddagger} \Gamma\left(\frac{1}{2} p+\frac{1}{p}\right) / \Gamma\left(\frac{1}{2} p+1\right),
\end{aligned}
$$

which gives (ii). If we have equality in (i) we have equality in (iii), for some $\alpha$. Hence (p.11) $S(x)=M \cos (n x+\xi), P(z)=A z^{n}$.]
10. Let

$$
\psi(\theta)=\frac{\sin \pi \theta}{\pi}\left\{\frac{1}{\theta}-\frac{1}{\theta+1}+\frac{1}{\theta+2}-\cdots\right\} .
$$

Then
(i) $\psi(\theta)+\psi(1-\theta)=1$;
(ii) $0<\psi(\theta)<1$ for $0<\theta<1$;
(iii) $\psi\left(\frac{1}{2}\right)=\frac{1}{2}$.
[(i) Use the formula $\Sigma \frac{(-1)^{\nu}}{\theta+\nu}=\frac{\pi}{\sin \pi \theta}$.
(ii) We have $\psi(\theta)>0$ for $0<\theta<1$; use (i).]
11. Suppose that $f$ is periodic and of bounded variation, and has a jump at $\xi$. Let $x_{\nu}=x_{\nu}^{n}$ be the fundamental points for $I_{n}[f]$. Suppose that $x_{m}<\xi<x_{m+1}$ and write

$$
\theta=\left(\xi-x_{m}\right) \frac{2 n+1}{2 \pi},
$$

so that $\theta=\theta_{n}$ is contained between 0 and 1 . Then $I_{n}(\xi, f)$ is equiconvergent (as $n \rightarrow \infty$ ) with

$$
\psi\left(\theta_{n}\right) f(\xi-0)+\psi\left(1-\theta_{n}\right) f(\xi+0)
$$

where $\psi$ is the function of Example 10. (de la Vallee-Poussin [3].)
[Since $I_{n}[f]$ converges to $f$ at the points of continuity of $f$, it is enough to verify the result for a function $f$ which is equal to 1 in a left-hand and to 0 in a right-hand neighbourhood of $\xi$. Apply the second formula for $I_{n}$ in Example 1.

A similar result holds for $E_{n}[f]$ (with the same $\psi$ and $\theta=\left(\xi-x_{m}\right) n / \pi$ ) and for $J_{n}[f]$.]
12. Let $\left\{n_{k}\right\}$ be lecunary, that is, let $n_{k+1} / n_{k}>q>1$ for all $k$. Then, almost everywhere,
(i) $I_{n_{k}}(x, f)=O\left(\log \log n_{k}\right)$ in the general case;
(ii) $I_{n_{k}}(x, f)=o\left(\log \log n_{k}\right)$ if $f$ is continuous;
(iii) $I_{n_{k}}(x, f)=O(1)$ if $f$ has modulus of continuity $O\left\{1 / \log \log \frac{1}{\delta}\right\}$;
(iv) $I_{n_{2}}(x, f) \rightarrow f(x)$ if $f$ has modulus of continuity o $\left\{1 / \log \log \frac{1}{\delta}\right\}$.
[The proofs resemble that of (7.32). (i) Suppose that $|f| \leqslant 1$. By (7.24), with $n=\nu=n_{k}$, we have

$$
\begin{equation*}
\int_{0}^{2 \pi} \exp \lambda_{0}\left|I_{n_{2}}(x, f)\right| d x \leqslant \mu_{0} \tag{v}
\end{equation*}
$$

Hence the set $E_{n_{k}}$ of points where $\left|I_{n_{k}}\right| \geqslant\left(2 / \lambda_{0}\right) \log \log n_{k}$ has measure $\left|E_{n_{k}}\right| \leqslant \mu_{0}\left(\log n_{k}\right)^{-8}=O\left(k^{-8}\right)$.
(iii) $\mathrm{By}(\mathrm{v})$,

$$
\begin{equation*}
\int_{0}^{2 \pi} \exp \lambda_{0}\left|I_{n_{k}}[f]-f\right| d x \leqslant e^{\lambda_{0}} \mu_{0} \tag{vi}
\end{equation*}
$$

provided that $|f| \leqslant 1$. Write $f_{n}=f-\sigma_{n}[f]$. Since, by Chapter III, (3.16), $f_{n}=o(1 / \log \log n)$ and since

$$
I_{n}[f]-f=I_{n}\left[f_{n}\right]-f_{n},
$$

taking a fixed $\epsilon>0$ we obtain from (vi) that

$$
\int_{0}^{2 \pi} \exp \left\{\epsilon^{-1} \log \log n_{k} \cdot\left|I_{n_{k}}[f]-f\right|\right\} d x \leqslant e^{\lambda_{0}} \mu_{0}
$$

for $k$ large enough. This implies that $\lim \sup \left|I_{n_{k}}[f]-f\right| \leqslant 2 \varepsilon$ almost everywhere, and so also that $I_{n_{2}}[f] \rightarrow f$ almost everywhere.]
13. Given $\epsilon_{1}>\epsilon_{3}>\ldots \rightarrow 0$, there is a continuous $f$ and a lacunary $\left\{n_{k}\right\}$ such that for almost all $x$

$$
I_{n_{k}} \neq O\left(\epsilon_{n_{k}} \log \log n_{k}\right)
$$

[The proof is analogous to that of (8.28). Denoting successive primes by $\rho_{v}$, we choose the $p_{k}$ so that $2 p_{k}+1$ runs through the primes of the form $\rho_{f}, \rho_{2 j}, \rho_{a j}, \rho_{3}, \ldots$. It is enough to use the eatimate (8.32) for the primes.]
14. There is a function $f$ with modulus of continuity $O\left(1 / \log \log \delta^{-1}\right)$ and a lacunary $\left\{n_{k}\right\}$ such that $\left\{I_{n_{k}}[f]\right\}$ diverges almost everywhere.
[The proof is similar to that of (8.30).]

## CHAPTER XI

## DIFFERENTIATION OF SERIES.

## GENERALIZED DERIVATIVES

## 1. Cesàro summability of differentiated series

In Chapter III, § 7, we investigated the Abel summability of $S^{\prime}[f]$. We shall now consider the Cesaro summability of repeatedly differentiated series.

Suppose that a function $f(x)$ is defined in the neighbourhood of a point $x_{0}$ and that there exist constants $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{r}$ such that for small $|t|$

$$
f\left(x_{0}+t\right)=\alpha_{0}+\alpha_{1} t+\ldots+\alpha_{r-1} \frac{t^{r-1}}{(r-1)!}+\left(\alpha_{r}+\epsilon_{t}\right) \frac{t}{r!},
$$

where $\epsilon_{l}$ tends to 0 with $t$. We then say $\dagger$ that $f$ has a generalized $r$-th derivative $\left.f_{G}\right)\left(x_{0}\right)$ at $x_{0}$ and define $f_{(r)}\left(x_{0}\right)=\alpha_{r}$. Clearly $\alpha_{0}=f\left(x_{0}\right)$.

If $f_{G)}\left(x_{0}\right)$ exists, 80 does $f_{(-1)}\left(x_{0}\right)$. The definition of $f_{(1)}\left(x_{0}\right)$ coincides with that of the ordinary derivative $f^{\prime}\left(x_{0}\right)$. If $f^{(r)}\left(x_{0}\right)$ exists, so does $\left.f_{G}\right)\left(x_{0}\right)$ and they have the same value; but the converse is not true for $r>1$, since then the equation (1-1) need not even imply the continuity of $f$ in the neighbourhood of $x_{0}$.

The above definition is due to Peano. For applications to trigonometric series a certain modification of it, due to de la Vallée-Poussin, is of importance. We define it separately for $r$ even and odd. Write

$$
\begin{aligned}
& \chi_{x_{0}}(t)=\frac{1}{2}\left\{f\left(x_{0}+t\right)+f\left(x_{0}-t\right)\right\}, \\
& \psi_{x_{0}}(t)=\frac{1}{2}\left\{f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right\} .
\end{aligned}
$$

Suppose first $r$ even. If there are constants $\beta_{0}, \beta_{2}, \beta_{4}, \ldots, \beta_{r}$ such that

$$
\chi_{x_{0}}(t)=\beta_{0}+\beta_{2} \frac{t^{2}}{2!}+\ldots+\beta_{r-2} \frac{t r-2}{(r-2)!}+\left(\beta_{r}+\epsilon_{t}\right) \frac{t r}{r!}
$$

where $\epsilon_{t}$ tends to 0 with $t$, we call $\beta_{r}$ the $r$-th generalized symmetric derivative-or $r$-th symmetric derivative for short-of $f$ at $x_{0}$. We denote it by the same symbol $f_{(r)}\left(x_{0}\right)$ as the unsymmetric (Peano) derivative and shall take care to avoid possible confusion. The definition of the $r$ th symmetric derivative for $r$ odd is similar, except that instead of (1-2) we consider the formula

$$
\psi_{x_{0}}(t)=\beta_{1} t+\beta_{3} \frac{t^{3}}{3!}+\ldots+\beta_{r-2} \frac{t^{r-2}}{(r-2)!}+\left(\beta_{r}+\varepsilon_{t}\right) \frac{t^{r}}{r!} .
$$

$\dagger$ This definition may be slightly modified so as to permit infinite derivatives. Suppoee that there are constants $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{-1}$ such that the function $\alpha_{r}(t)$ defined by

$$
f\left(x_{0}+t\right)=a_{0}+\alpha_{1} t+\ldots+a_{r-1} \frac{t r-1}{(r-1)!}+a_{r}(t) \frac{r}{r!}
$$

toade to a limit $\alpha_{\text {( }}$ (finite or infinito) as $t \rightarrow 0$. We can then call $\alpha_{p}$ the rth generalized derivative. We shall, however, consider only finito $f_{G}\left(x_{0}\right)$.

Taking the semi-sum and semi-difference of ( $1 \cdot 1$ ) for $\pm t$, we see that the existence of the unsymmetric derivative implies the existence of the symmetric one of the same order, and equality of both. For symmetric derivatives the existence of $f_{(r)}(x)$ implies that of $f_{(r-v)}(x)$ but not necessarily that of $f_{(-1)}(x)$. The symmetric derivatives of orders 1 and 2 have already been considered in Chapter I, § 10 , and are given by the formulae

$$
\begin{align*}
f_{(1)}\left(x_{0}\right) & =\lim _{t \rightarrow 0} \frac{f\left(x_{0}+\frac{1}{2} t\right)-f\left(x_{0}-\frac{1}{2} t\right)}{t}, \\
f_{(2)}\left(x_{0}\right) & =\lim _{t \rightarrow 0} \frac{f\left(x_{0}+t\right)-2 f\left(x_{0}\right)+f\left(x_{0}-t\right)}{t^{2}}
\end{align*}
$$

In Chapter I, p. 22, we denoted these limits by $D_{1} f\left(x_{0}\right)$ and $D_{2} f\left(x_{0}\right)$ and called $D_{2} f\left(x_{0}\right)$ the second Riemann (or Schwarz) derivative. $\dagger$

The Riemann derivative of order $r$ is defined by the formula

$$
\begin{equation*}
D_{r} f\left(x_{0}\right)=\lim _{t \rightarrow+0} \frac{\Delta^{r} f\left(x_{0}, t\right)}{t^{r}}, \tag{1.6}
\end{equation*}
$$

where

$$
\Delta^{r} f\left(x_{0}, t\right)=f\left(x_{0}+\frac{1}{2} t r\right)-\binom{r}{1} f\left(x_{0}+\frac{1}{2} t(r-2)\right)+\ldots+(-1)^{r} f\left(x_{0}-\frac{1}{2} t r\right)
$$

is the $r$ th symmetric difference of $f$. It is immediately evident that ( $1 \cdot 1$ ) implies $D_{r} f\left(x_{0}\right)=\alpha_{r}$, and that also both (1.2) and (1.3) imply $D_{r} f\left(x_{0}\right)=\beta_{r}$. Thus, generally, if the symmetric derivative $f_{(r)}\left(x_{0}\right)$ exists, then $D_{r} f\left(x_{0}\right)$ exists and equals $f_{(G)}\left(x_{0}\right)$. The converse is false except for $r=1$ and $r=2$, in which cases the definitions of $f_{(r)}$ and $D_{r} f$ coincide.
(1-7) Theorem. If the symmetric derivative $f_{G}\left(x_{0}\right)$ exists, then $S^{(r)}[f]$ is summable $(\mathrm{C}, \alpha)$ at $x_{0}$ to sum $f_{(r)}\left(x_{0}\right)$, provided $\alpha>r$.

We may suppose that $r<\alpha \leqslant r+1$. Denote the (C, $\alpha$ ) kernel, that is, the $n$th (C, $\alpha$ ) mean of the series $\frac{1}{2}+\cos x+\cos 2 x+\ldots$, by $K_{n}^{\alpha}(x)$. We have

$$
\begin{equation*}
K_{n}^{\alpha}(t)=\frac{1}{A_{n}^{\alpha}} \sum_{\nu=0}^{n} A_{n-\nu}^{\alpha-1} \frac{\sin \left(\nu+\frac{1}{\frac{1}{2}}\right) t}{2 \sin \frac{1}{2} t}=\mathscr{J}\left\{\frac{e^{i\left(n+\frac{1}{2}\right) t}}{2 A_{n}^{\alpha} \sin \frac{1}{2} t} \sum_{\nu=0}^{n} A_{\nu}^{\alpha-1} e^{-i \alpha}\right\} . \tag{1.8}
\end{equation*}
$$

We first show that, denoting by $C$ constants independent of $n$ and $t$,

$$
\begin{align*}
& \left|\frac{d^{r}}{d t^{r}} K_{n}^{a}(t)\right| \leqslant C n^{r+1} \quad(0 \leqslant t \leqslant \pi),  \tag{1.9}\\
& \left|\frac{d^{r}}{d t^{r}} K_{n}^{\alpha}(t)\right| \leqslant \frac{C}{n^{\alpha-t^{\alpha+1}}} \quad\left(\frac{1}{n} \leqslant t \leqslant \pi\right)
\end{align*}
$$

for $0 \leqslant \alpha \leqslant r+1, n=1,2, \ldots \ddagger$ (The inequalities hold for $-1<\alpha \leqslant r+1$, but we do not need this.)

Write

$$
u(\beta, n, t)=\sum_{\nu=0}^{n} A_{\nu}^{\beta} e^{-i x} .
$$

$\dagger$ In Chapter IX we used the notation $D^{3} f$ for $D_{3} f$.
$\ddagger(1 \cdot 9)$ and ( $1 \cdot 10$ ) can be combined in one inequality:

$$
\left|\frac{d^{d}}{d d^{r}} K_{n}^{\alpha}(t)\right| \leqslant \frac{C n^{r+1}}{(1+n t)^{\alpha+1}} \quad(0 \leqslant t \leqslant \pi) .
$$

Summation by parts gives

$$
u(\beta, n, t)=\left\{-A_{n}^{\beta} e^{-\langle(n+1) t}+u(\beta-1, n, t)\right\}\left(1-e^{-i}\right)^{-1},
$$

and so $u(\beta, n, t)=-e^{-i(n+1) t} \sum_{j=1}^{s} A_{n}^{\beta-j+1}\left(1-e^{-u}\right)^{-i}+u(\beta-s, n, t)\left(1-e^{-u}\right)-$,
for $s=1,2, \ldots$. Hence, as is easily seen,

$$
K_{n}^{\alpha}(t)=\frac{1}{A_{n}^{\alpha}} \mathcal{J}\left\{-\frac{e^{-\frac{t}{2} u}}{2 \sin \frac{1}{2} t} \sum_{j=1}^{\dot{s}} \frac{A_{n}^{\alpha-j}}{\left(1-e^{-i}\right)^{j}}+\frac{e^{i(n+\phi) t}}{\left(1-e^{-i}\right)^{\alpha} 2 \sin \frac{1}{2} t}-\frac{\sum_{m+1}^{\infty} A_{n}^{\alpha-s-1} e^{-i \psi-n-t) t}}{\left(1-e^{-\alpha}\right)^{2} 2 \sin \frac{1}{2} t}\right\},
$$

provided the last series converges.
Take $s$ so large that the last series termwise differentiated $r$ times is absolutely convergent; it is enough to suppose that $s>\alpha+r$. Since $A_{n}^{d}=O\left(n^{d}\right)$, it is easy to see that the $r$ th derivative of the expression in curly brackets is less in absolute value than the sum of the three expressions

$$
\begin{equation*}
C \sum_{j=1}^{s} \frac{n^{\alpha-j}}{t^{j+1+r}}, \quad C \sum_{\mu=0}^{r} \frac{n^{\mu}}{t^{\alpha+1+r-\mu}}, \quad C \sum_{\mu=0}^{r} \frac{n^{\alpha-s+\mu}}{t^{\alpha+r-\mu+1}}, \tag{1.13}
\end{equation*}
$$

using for the last estimate the fact that

$$
\sum_{\nu=n+1}^{\infty} A_{\nu}^{\alpha-s-1}\left(\nu-n-\frac{1}{1}\right)^{\mu}=\sum_{\nu=n+1}^{\infty} O\left(\nu^{a-s+\mu-1}\right)=O\left(n^{\alpha-\alpha+\mu}\right) .
$$

We now make use of the inequality $\alpha \leqslant r+1$. If $n t \geqslant 1$, the terms of the three sums ( $1 \cdot 13$ ) are, respectively, less than

$$
\begin{aligned}
& n^{\alpha}(n t)^{-1} t^{-1-r} \leqslant n^{\alpha}(n t)^{-1} t^{-1-r} \leqslant n^{\alpha}(n t)^{r-\alpha} t^{-1-r}, \\
& n^{\alpha}(n t)^{\mu-\alpha} t^{-1-r} \leqslant n^{\alpha}(n t)^{r-\alpha} t^{-1-r}, \\
& n^{\alpha}(n t)^{\mu-s} t^{-1-r} \leqslant n^{\alpha}(n t)^{r-s} t^{-1-r} \leqslant n^{\alpha}(n t)^{r-\alpha} t^{-1-r},
\end{aligned}
$$

and collecting results we see that $\left|\left\{K_{n}^{\alpha}(t)\right\}^{(r)}\right| \leqslant C(n t)^{r-\alpha} t^{-1-r}$, which is (1-10).
To prove (1.9) we note that if $\alpha \geqslant 0$ then $\left|\left\{K_{n}^{\alpha}(t)\right\}^{(r)}\right|$ is

$$
\left|\left\{\frac{1}{2} A_{n}^{\alpha}+\sum_{v=1}^{r} A_{n-\nu}^{\alpha} \cos v t\right\}^{(r)}\right| / A_{n}^{\alpha} \leqslant 1^{r}+2^{r}+\ldots+n^{r} \leqslant n^{r+1} .
$$

To complete the proof of (1.7) suppose that $r$ is even; the argument for $r$ odd is similar. If the $(\mathrm{C}, \alpha)$ means of $\mathrm{S}[f]$ are $\sigma_{n}^{\alpha}(x)$, the $(\mathrm{C}, \alpha)$ means of $\mathrm{S}(\mathrm{r})[f]$ are $\left\{\sigma_{n}^{\alpha}(x)\right\}^{(r)}$, and

$$
\begin{equation*}
\left\{\sigma_{n}^{\alpha}\left(x_{0}\right)\right\}^{(r)}=\frac{1}{\pi} \int_{-\pi}^{\pi} f\left(x_{0}+t\right)\left\{K_{n}^{\alpha}(t)\right\}^{(r)} d t=\frac{2}{\pi} \int_{0}^{\pi} \chi_{x_{0}}(t)\left\{K_{n}^{\alpha}(t)\right\}^{(r)} d t . \tag{1.14}
\end{equation*}
$$

Since (1.7) is obvious if $f$ is a trigonometric polynomial $T(x)$, and since, given any $28+1$ numbers $\xi_{0}, \xi_{1}, \ldots, \xi_{2}$, we can always find a $T$ such that $T^{\sigma \circlearrowleft}\left(x_{0}\right)=\xi_{j}$ for $j=0,1, \ldots$, $2 s$ (by writing $T$ in the complex form and solving the equations for the coefficients), we may subtract a suitable $T$ from $f$ and suppose that $\beta_{r}=\beta_{r-8}=\ldots=0$ in (1-2). Then by ( 1.9 ) and ( 1.10 ), the last member in ( 1.14 ) is

$$
\begin{equation*}
\int_{0}^{1 / n} o\left(t^{r}\right) O\left(n^{r+1}\right) d t+\int_{1 / n}^{\pi} o\left(t^{r}\right) O\left\{n^{r-\alpha t-\alpha-1}\right\} d t=o(1)+o(1)=o(1), \tag{1.15}
\end{equation*}
$$

and ( 1.7 ) is proved.

Remark. It is not difficult to construct examples showing that (l-7) is false for $\alpha=r$ (see vol. I, p. 314, Example 2). It is, however, useful to observe that, if $f=0$ near $x=x_{0}$, then $\mathrm{S}^{(r)}[f]$ is summable $(\mathrm{C}, r)$ at $x_{0}$ to sum 0 .

This is an immediate consequence of the localization theorem (9-20) of Chapter IX, but it can also be obtained directly from (1-12) and the resulting estimates for $\left\{K_{n}^{r}(t)\right\}^{(r)}$. First observe that if $f=0$ for $\left|x-x_{0}\right|<\delta$, then in the last integral (1-14) we actually integrate over $\delta \leqslant t \leqslant \pi$. If we drop the curly brackets in (1•12), the contributions of the first and last terms on the right to $\left\{K_{n}^{r}(t)\right\}^{\left(r^{r}\right)}$ are $o(1)$ in $(\delta, \pi)$. Although the contribution of the middle term on the right is apparently only $O(1)$, an application of the Riemann-Lebeague theorem (Chapter II, (4•4)) shows that this term is o(1).

Suppose that $f$, defined in the neighbourhood of $x_{0}$, has $r-1$ unsymmetric derivatives $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{r-1}$, and define $\omega_{r}\left(x_{0}, t\right)$ by

$$
f\left(x_{0}+t\right)=\alpha_{0}+\alpha_{1} t+\ldots+\alpha_{r-1} \frac{t^{r-1}}{(r-1)!}+\omega_{r}\left(x_{0}, t\right) \frac{t^{r}}{r!}
$$

If $\omega_{r}\left(x_{0}, t\right)$ has a limit as $t \rightarrow 0, f$ has also an $r$ th derivative $f_{(r)}\left(x_{0}\right)$. It can happen that $\omega_{r}\left(x_{0}, t\right)$ has different limits for $t \rightarrow+0$ and $t \rightarrow-0$. In this case we may consider

$$
\delta_{r}\left(x_{0}\right)=\lim _{t \rightarrow+0} \delta_{r}\left(x_{0}, t\right), \quad \text { where } \quad \delta_{r}\left(x_{0}, t\right)=\omega_{r}\left(x_{0}, t\right)-\omega_{r}\left(x_{0},-t\right)
$$

as the jump of $f_{(r)}$ at $x_{0}$, even if $f_{(r)}(x)$ is not defined near $x_{0}$. Clearly if $f$ has at $x_{0}$ ordinary right-hand and left-hand $r$ th derivatives $f_{+}^{(r)}\left(x_{0}\right)$ and $f^{(r)}\left(x_{0}\right)$, then $\delta_{r}\left(x_{0}\right)$ exists and equals $f_{+}^{(r)}\left(x_{0}\right)-f_{-}^{(r)}\left(x_{0}\right)$.

If $r$ is odd, (1-16) gives

$$
\chi_{x_{0}}(t)=\alpha_{0}+\alpha_{2} \frac{t^{2}}{2!}+\ldots+\alpha_{r-1} \frac{t^{r-1}}{(r-1)!}+\frac{1}{2} \delta_{r}\left(x_{0}, t\right) \frac{t}{r!}
$$

and if $r$ is even,

$$
\psi_{x_{0}}(t)=\alpha_{1} t+\alpha_{3} t_{3!}^{t^{3}}+\ldots+\alpha_{r-1} \frac{t r-1}{(r-1)!}+\frac{1}{2} \delta_{r}\left(x_{0}, t\right) \frac{t r}{r!} .
$$

Suppose now, without assuming anything about $\omega_{r}\left(x_{0}, t\right)$, that there exist constants $\alpha_{j}$ such that we have either (1-17) or (1-18), according as $r$ is odd or even, and that

$$
\delta_{r}\left(x_{0}\right)=\lim _{t \rightarrow+0} \delta_{r}\left(x_{0}, t\right)
$$

exists. Then $\delta_{r}\left(x_{0}\right)$ may be thought of as a jump of the $r$ th derivative, even if this derivative does not exist near $x_{0}$.

If $r=0,(1 \cdot 18)$ may be interpreted as $\psi_{x_{0}}(t)=\frac{1}{2} \delta_{0}\left(x_{0}, t\right)$, that is,

$$
\delta_{0}\left(x_{\theta}\right)=\lim _{t \rightarrow+0}\left\{f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right\},
$$

and $\delta_{0}\left(x_{0}\right)=0$ means that $f$ is symmetrically continuous at $x_{0}$. If $r=1,(1 \cdot 17)$ gives

$$
\delta_{1}\left(x_{0}, t\right)=\frac{f\left(x_{0}+t\right)+f\left(x_{0}-t\right)-2 f\left(x_{0}\right)}{t},
$$

and $\delta_{1}\left(x_{0}\right)=0$ means that $f$ is smooth at $x_{0}$ (Chapter II, §3), a property which serves as a substitute $\dagger$ for the continuity of the first derivative at $x_{0}$.

[^25]It is natural to call the condition $\delta_{r}\left(x_{0}\right)=0$ the smoothness of order $r$ of $f$ at $x_{0}$.
In Chapter III, §9, we showed that the existence of the jump $\delta_{0}\left(x_{0}\right)$ is reflected in the behaviour of the terms of $S^{\prime}[f]$ at $x_{0}$. We generalize this result.
(1-20) Theorem. Let $f \sim \Sigma A_{n}(x)$ and suppose that $\delta_{r}\left(x_{0}\right)$ exists and is finite. Then, for any $\alpha>r+1$,

$$
\delta_{r}\left(x_{0}\right)=\pi(\mathrm{C}, \alpha) \lim A_{n}^{(r+1)}\left(x_{0}\right) .
$$

Suppose, say, that $r$ is even and consider the function $g(x)=\Sigma n^{-1} \sin n\left(x-x_{0}\right)$, which has jump $\pi$ at $x_{0}$, and its $r$ th integral

$$
G(x)=(-1)^{t r} \sum n^{\rightarrow-1} \sin n\left(x-x_{0}\right) .
$$

$G$ has at $x_{0}$ ordinary right-hand and left-hand $r$ th derivatives, whose difference is $\pi$, and we easily verify the theorem for $f=G$. By subtracting $\pi^{-1} \delta_{r}\left(x_{0}\right) G(x)$ from $f(x)$ we reduce the general case to that when $\delta_{r}\left(x_{0}\right)=0$. Further, by subtracting from $f$ a trigonometric polynomial (for which the theorem is obvious), we may suppose that

$$
f_{G-1}\left(x_{0}\right)=f_{(--2)}\left(x_{0}\right)=\ldots=0,
$$

so that, finally,

$$
\begin{equation*}
\psi_{x_{0}}(t)=o\left(t^{r}\right) . \tag{1-22}
\end{equation*}
$$

Now the ( $\mathrm{C}, \alpha$ ) means of $\left\{A_{n}^{(r+1)}\left(x_{0}\right)\right\}$ are

$$
\begin{equation*}
\frac{1}{A_{n}^{\alpha}} \frac{1}{\pi} \int_{-\pi}^{\pi} f\left(x_{0}+t\right)\left\{\frac{1}{2} A_{n}^{\alpha-1}+\sum_{\nu=1}^{n} A_{n=\nu}^{\alpha-1} \cos \nu t\right\}^{(r+1)} d t=\frac{2}{\pi} \int_{0}^{\pi} \psi_{x_{0}}(t) \frac{A_{n}^{\alpha-1}}{A_{n}^{\alpha}}\left\{K_{n}^{\alpha-1}(t)\right\}^{(r+1)} d t, \tag{1•23}
\end{equation*}
$$

$K_{n}^{\alpha}(t)$ denoting the (C, $\alpha$ ) kernel considered above. We may suppose that $r+1<\alpha \leqslant r+2$ and apply (1-9) and (1-10) with $\alpha-1$ for $\alpha$ and $r+1$ for $r$. Since $A_{n}^{\alpha-1} / A_{n}^{\alpha}=O(1 / n)$, we immediately see, using estimates analogous to (1-15), that the last member in (1-23) is o (1). This completes the proof of (1-20).

We now consider the problem of the summability of $\tilde{S}(\sigma)[f]$. We recall that

$$
f(x)=-\frac{2}{\pi} \int_{0}^{\infty} \frac{\psi_{x}(t)}{t} d t
$$

for almost all $x$ (Chapter III, (3•23), Chapter II, (7•6)).
(1-25) Theorem. Iff satisfies $\delta_{r}\left(x_{0}\right)=0$ (in particular if an unsymmetric $\left.f_{G}\right)\left(x_{0}\right)$ exists), and if $r<\alpha \leqslant r+1$, then

$$
\begin{equation*}
\left\{\tilde{\sigma}_{n}^{\alpha}\left(x_{0}\right)\right\}^{(r)}-\frac{(-1)}{\pi} \int_{1 / n}^{\infty} \frac{\delta_{r}\left(x_{0}, t\right)}{t} d t \rightarrow 0 \tag{1-26}
\end{equation*}
$$

as $n \rightarrow \infty$. In particular, $\tilde{S}(r)[f]$ is summable $(\mathrm{C}, \alpha)$ at $x_{0}$ if and only if the integral

$$
\begin{equation*}
-\frac{1}{\pi} \int_{0}^{\infty} \frac{\delta_{r}\left(x_{0}, t\right)}{t} d t=-\frac{1}{\pi} \lim _{e \rightarrow+0} \int_{e}^{\infty} \tag{1.27}
\end{equation*}
$$

exists; and if the integral does exist it represents the ( $\mathrm{C}, \alpha$ ) sum of $\tilde{\mathrm{S}}()[f]$ at $x_{0}$.
The restriction $\alpha \leqslant r+1$ can be dropped, but it saves calculation.
For $r=0$ this theorem is included in Theorem (5.8) of Chapter III. The integral (1-27) may be called the conjugate of $f$ of order $r$. It converges to ( $\left.d^{r} f / d x^{r}\right)_{x=x_{0}}$ if, for example, $f$ has $r$ continuous derivatives and $f^{(r)}$ is in $\Lambda_{\beta}$ for some $\beta>0$ (since in this case $f^{(r)}$ exists and is continuous).

If $r \geqslant 1$ the integral on the right-hand side of $(1 \cdot 27)$ converges absolutely for each $\epsilon>0$. For (1-17) and (1.18) imply that, for $t>\epsilon$,

$$
t^{-1} \delta_{\tau}\left(x_{0}, t\right)=O\left(t^{-2}\right)+O\left\{\frac{\left|f\left(x_{0}+t\right)\right|+\left|f\left(x_{0}-t\right)\right|}{t^{r+1}}\right\} .
$$

Suppose, for example, that $r$ is even. Since after subtracting from $f$ a suitable trigonometric polynomial we have $\psi_{x_{0}}(t)=o\left(t^{r}\right)$, it is enough to prove ( $1 \cdot 25$ ) in two special cases: (i) $f$ is a mononomial $e^{i \nu x}$, (ii) $f$ satisfies $\psi_{x_{0}}(t)=o\left(t^{r}\right)$.
(i) Clearly $\left\{\tilde{\sigma}_{n}^{\alpha}\right\}^{(r)} \rightarrow f^{(r)}$, and by (1-24),

$$
\begin{aligned}
f^{(r)}\left(x_{0}\right)=-\frac{2}{\pi} \int_{0}^{\infty} t^{-1} \frac{d^{r}}{d t^{r}} \psi_{x_{0}}(t) d t & =-\frac{1}{\pi} \int_{0}^{\infty} t^{-1} \frac{d r}{d t^{r}}\left\{\delta_{r}\left(x_{0}, t\right) \frac{t^{r}}{r!}\right\} d t \\
& =-\frac{1}{\pi} \int_{0}^{\infty} \frac{\delta_{r}\left(x_{0}, t\right)}{t} d t
\end{aligned}
$$

since $\psi_{x_{0}}(t)$ and $\frac{1}{2} \delta_{r}\left(x_{0}, t\right) t^{r} / r$ ! differ by a polynomial of degree $r-1$ in $t$; that the integrated terms in the integration by parts are all 0 follows, if at $t=\infty$ we use the fact that $\delta_{r} t$ is the sum of a trigonometric polynomial and a power polynomial of degree $r-1$, and at $t=0$ the fact that $\delta_{r}\left(x_{0}, t\right)$ is odd in $t$ and so, in our case, tends to 0 with $t$.
(ii) Let $\vec{K}_{n}^{\alpha}(t)$ be the conjugate ( $\mathrm{C}, \alpha$ ) kernel, and

$$
\begin{equation*}
H_{n}(t)=\frac{1}{2} \cot \frac{1}{2} t-\widetilde{K}_{n}^{\alpha}(t) . \tag{1.28}
\end{equation*}
$$

If $0 \leqslant \alpha \leqslant r+1$, we have $\quad\left|\left\{\tilde{K}_{n}^{\alpha}(t)\right\}^{(r)}\right| \leqslant C n^{r+1} \quad(0 \leqslant t \leqslant \pi)$,

$$
\begin{equation*}
\left|H_{n}^{(r)}(t)\right| \leqslant C n^{r-\alpha} t^{-\alpha-1} \quad(1 / n \leqslant t \leqslant \pi), \tag{1-29}
\end{equation*}
$$

inequalities analogous to (1-9) and ( $1 \cdot 10$ ) and proved in the same way. (We obtain $\widehat{K}_{n}^{\alpha}(t)$ by replacing $\sin \left(\nu+\frac{1}{2}\right) t$ by $1-\cos \left(\nu+\frac{1}{2}\right) t$ in the second member of $(1 \cdot 8)$, so that $H_{n}(t)$ is obtained by replacing $\mathscr{J}$ by $\mathscr{R}$ in the member that follows.) Since $r$ is even.

$$
\begin{gather*}
\left\{\tilde{\sigma}_{n}^{\alpha}\left(x_{0}\right)\right\}^{(r)}=-\frac{2}{\pi} \int_{0}^{\pi} \psi_{x_{0}}(t)\left\{\tilde{K}_{n}^{\alpha}(t)\right\}^{(r)} d t \\
\left\{\tilde{\sigma}_{n}^{\alpha}\left(x_{0}\right)\right\}^{(r)}-\left\{-\frac{2}{\pi} \int_{1 / n}^{\pi} \psi_{x_{0}}(t)\left(\frac{1}{2} \cot \frac{1}{2} t\right)^{(r)} d t\right\} \\
=-\frac{2}{\pi} \int_{0}^{1 / n} \psi_{x_{0}}(t)\left\{\tilde{K}_{n}^{\alpha}(t)\right\}^{(r)} d t+\frac{2}{\pi} \int_{1 / n}^{\pi} \psi_{x_{0}}(t) H_{n}^{(r)}(t) d t
\end{gather*}
$$

and the hypothesis $\psi_{x_{0}}(t)=o\left(t^{r}\right)$, together with (1-28) and (1-29), shows that the terms on the right in ( $1 \cdot 30$ ) are $o(1)$.

Hence it is enough to show that the difference between

$$
-\frac{2}{\pi} \int_{1 / n}^{\pi} \psi_{x_{0}}(t)\left(\frac{1}{2} \cot \frac{1}{2} t\right)^{(r)} d t=-\frac{1}{\pi} \int_{1 / n \leqslant|t| \leqslant \pi} f\left(x_{0}+t\right)\left(\frac{1}{2} \cot \frac{1}{2} t\right)^{(r)} d t
$$

and the second term in ( $1 \cdot 26$ ) tends to 0 as $n \rightarrow \infty$. We may suppose that $r \geqslant 1$, since if $r=0$ we know the theorem to be true. Using the formula

$$
\left(\frac{1}{2} \cot \frac{1}{2} t\right)^{(r)}=\left\{\sum_{-\infty}^{+\infty} \frac{1}{t+2 \pi \nu}\right\}^{(r)}=(-1)^{r} r!\Sigma \frac{1}{(t+2 \pi \nu)^{r+1}}
$$

and the periodicity of $f$, we write the right-hand side of (1.31) in the form

$$
-\frac{1}{\pi} \int f\left(x_{0}+t\right) \frac{d t}{t^{r+1}}
$$

where the integral is taken over the complement of the sum of the intervals

$$
I_{\nu}=(2 \pi \nu-1 / n, 2 \pi \nu+1 / n)
$$

In view of the absolute integrability of $f\left(x_{0}+t\right) t^{-r-1}$ over $|t| \geqslant \pi$, the integral of the latter function over $\sum_{\nu \neq 0} I_{\nu}$ tends to zero as $n \rightarrow \infty$. Hence the difference between (1-31) and

$$
-r!\frac{1}{\pi} \int_{|t| \geqslant 1 / n} \frac{f\left(x_{0}+t\right)}{t^{r+1}} d t=-\frac{1}{\pi} \int_{1 / n}^{\infty} \frac{\delta_{r}\left(x_{0}, t\right)}{t} d t
$$

6
tends to zero and the theorem is established.
Remarks. (a) If $f=0$ near $x_{0}$, then $\tilde{S}(r)[f]$ is summable ( $\mathrm{C}, r$ ) at $x_{0}$ to sum (1-27). This follows either by appealing to Theorem (9.20) of Chapter IX or by using an argument parallel to the one indicated in the remark on p. 62.
(b) Suppose that $f$ is periodic and absolutely continuous, and has an $r$ th conjugate function, $f_{r}$, say, at $x_{0}$. Then, by hypothesis, the derivatives $f_{(j)}\left(x_{0}\right)=\alpha_{j}$ exist for $j<r$, and if, fc rexample, $r$ is even, then

$$
f_{r}\left(x_{0}\right)=-r!\frac{2}{\pi} \int_{0}^{\infty} t^{-r-1}\left\{\frac{1}{2}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right]-\sum_{j} \frac{\alpha_{j}}{j!} t^{j}\right\} d t
$$

where $j=1,3, \ldots, r-1$.
Since the expression in curly brackets is $o\left(t^{r}\right)$ for $t \rightarrow 0$, and $O\left(t^{r-1}\right)$ for $t \rightarrow \infty$, integration by parts shows that

$$
f_{r}\left(x_{0}\right)=(r-1)!\frac{2}{\pi} \int_{0}^{\infty} t^{-r}\left\{\frac{1}{2}\left[f^{\prime}\left(x_{0}+t\right)+f^{\prime}\left(x_{0}-t\right)\right]-\Sigma \frac{\alpha_{j}}{(j-1)!} t^{j-1}\right\} d t .
$$

(Somewhat more generally, if $f$ is smooth of order $r$ at $x_{0}$, the integrals (1.32) and (1-33) are equiconvergent at $t=0$.)

We might write (1-33) in the form $f_{r}^{\prime}=\left(\widetilde{f^{\prime}}\right)_{r-1}$; but this is not strictly true, since $f^{\prime}$ need not have generalized derivatives in the present sense. (None the less, the relation $f_{(j)}=\left(f^{\prime}\right)_{(f-1)}$ does hold, in some sense, at least almost everywhere in $x$; see Theorem (4.26) below.) The interpretation is correct if we suppose that $f$ has an ordinary ( $r-1$ )th derivative and the latter is absolutely continuous. We may then repeat the argument $r$ times and come to the following conclusion:

If $f$ has an ordinary $(r-1)$-th derivative which is absolutely continuous, then $f_{r}$ exists almost everywhere and is equal to the conjugate function of $f^{(r)}$.

## 2. Summability $C$ of Fourier series

In Chapter II we obtained a number of tests for the convergence of the Fourier series of a function $f$ at a given point. All those tests represent sufficient conditions only, and the problem of finding a non-trivial necessary and sufficient condition is still
open. It is conceivable that no such condition exists, and that the convergence of the integral

$$
\frac{1}{\pi} \int_{-e}^{e} f\left(x_{0}+t\right) \frac{\sin n t}{t} d t
$$

to $f\left(x_{0}\right)$ as $n \rightarrow \infty$ is a property sui generis not expressible in terms of simpler properties.
The situation is similar if instead of ordinary convergence we consider summability by an assigned Cesàro mean, for example, summability (C, 1): Fejér's fundamental theorem (Chapter III, (3-4i) gives a sufficient condition only. We therefore change the problem and ask, not when $S[f]$ is summable by some particular Cesàro mean, but when it is summable by some mean or another, that is, when it is summable C. We first prove the following result:
(2•1) Throrem. Let $\alpha>-1$, and suppose that

$$
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\sum_{n=0}^{\infty} A_{n}(x)
$$

is summable $(\mathrm{C}, \alpha)$ at $x_{0}$ to a finite sum s. Let $r>\alpha+1$, and suppase that (2.2) integrated termwise $r$ times converges in the neighbourhood of $x_{0}$ to sum $F(x)$. (This is certainly the case if $\left|a_{n}\right|+\left|b_{n}\right|=o\left(n^{\alpha}\right)$.) Then the symmetric derivative $F_{G}\left(x_{0}\right)$ exiots and equals 8 .

We consider separately the cases (i) $\alpha$ integral, (ii) $\alpha$ fractional. Only (i) is important for our immediate purposes, but (ii) is of sufficient independent interest.
(i) We may suppose that $r=\alpha+2$. Suppose also that $r$ is even; the proof for $r$ odd is similar. Then

$$
\begin{equation*}
F(x)=\frac{1}{2} a_{0} \frac{r^{r}}{r!}+(-1)^{\frac{1}{2} r} \sum_{1}^{\infty} n \rightarrow\left(a_{n} \cos n x+b_{n} \sin n x\right) . \tag{2.3}
\end{equation*}
$$

Without loss of generality we may suppose that $x_{0}=0, s=0, a_{0}=0$, and also that (2-2) is a purely cosine series, since the contribution of the sine part to the rth symmetric derivative at 0 is 0 . We denote the $k$ th Cesàro sums of $0+a_{1}+a_{2}+\ldots$ by $\delta_{n}^{k}$, and write

$$
\begin{gathered}
\gamma(t)=\frac{\cos t}{t^{r}} \\
\Delta u_{n}=\Delta^{1} u_{n}=u_{n}-u_{n+1}, \quad \Delta^{j} u_{n}=\Delta\left(\Delta^{j-1} u_{n}\right)
\end{gathered}
$$

for any sequence $\left\{u_{n}\right\}$.
Summing by parts $r-1=\alpha+1$ times we have

$$
F(t)=(-1)^{\frac{1}{2} t^{r}} \sum_{1}^{\infty} a_{n} \gamma(n t)=(-1)^{t r} t^{r} \delta_{n}^{\alpha} \Delta^{\alpha+1} \gamma(n t) .
$$

It is well known that if $u(x)$ is differentiable $j$ times, then on writing $u_{m}=u\left(x_{0}+m h\right)$, where $h>0$, we have

$$
\begin{align*}
\Delta^{j} u_{n} & =(-1)^{j} h^{j} u^{(j)}\left(x_{0}+n h+\theta j h\right) \quad(0<\theta<1) . \\
P(x) & =\sum_{0}^{t r-1}(-1)^{r} \frac{x^{2}}{(2 \nu)!}, \quad \lambda(x)=\frac{\cos x-P(x)}{x^{r}} .
\end{align*}
$$

Let
Then $\gamma(n t)=\lambda(n t)+P(n t)(n t)^{-r}$ and

$$
F(t)=\sum_{v=0}^{t r-1} \frac{D_{v}}{(2 \nu)!} t^{\nu}+t^{r} R(t)
$$

where

$$
D_{v}=(-1)^{t r+p} \sum_{\delta_{n}^{\alpha}}^{\alpha} \Delta^{\alpha+1} n^{2} \rightarrow, \quad R(t)=(-1)^{t r} \sum_{0_{n}^{\alpha}}^{\alpha} \Delta^{\alpha+1} \lambda(n t) .
$$

The series defining the $D_{\nu}$ converge absolutely since $\delta_{n}^{\alpha}=O\left(n^{\alpha}\right)$ and, by (2.5),

$$
\Delta^{\alpha+1} n^{2 \nu-r}=O\left(n^{2-r-\alpha-1}\right)=O\left(n^{-\alpha-3}\right) .
$$

The theorem will be established if we show that $R(t) \rightarrow 0$ as $t \rightarrow 0$. We write $N=N(t)=[1 / t]$ for $0<t \leqslant 1$. Then

$$
\begin{equation*}
|R(t)| \leqslant \sum_{1}^{\infty}\left|\delta_{n}^{\alpha} \Delta^{\alpha+1} \lambda(n t)\right|=\sum_{1}^{N}+\sum_{N+1}^{\infty}=U+V \tag{2.7}
\end{equation*}
$$

The function $\lambda(u)$ being indefinitely differentiable for all $u$, an application of (2.5) shows that

$$
\begin{gather*}
\left|\Delta^{\alpha+1} \lambda(n t)\right| \leqslant C t^{\alpha+1} \quad(0 \leqslant n \leqslant N) \\
U \leqslant C t^{\alpha+1} \sum_{1}^{N}\left|s_{n}^{\alpha}\right|=C t^{\alpha+1} o\left(N^{\alpha+1}\right)=o(1),
\end{gather*}
$$

$C$ denoting constants independent of $n$ and $t$. It is also easily seen that $\left|\gamma^{(a+1)}(u)\right| \leqslant C u^{-r}$, and hence $\left|\lambda^{(a+1)}(u)\right| \leqslant C u^{\rightarrow r}$, for $u \geqslant 1$. Using (2-5) again we therefore have

$$
V \leqslant C t^{a+1} \sum_{N+1}^{\infty} o\left(n^{a}\right) \frac{1}{n^{r} l^{r}} \leqslant t^{-1} \sum_{N+1}^{\infty} o\left(n^{-2}\right)=o(1) .
$$

Hence $V=o(1), U+V=o(1)$, and the theorem follows.
(ii) We may suppose that $\alpha<r-1<\alpha+1$, so that

$$
r-1=\alpha+\delta \quad(0<\delta<1)
$$

and also (as before) that $r$ is even, and that $x_{0}=0, s=0, a_{0}=0$. We keep the previous definitions of $\gamma(t), P(t), \lambda(t)$.

Summing by parts $r-1$ times we find that $F(t)$ is equal to

$$
(-1)^{t r} \sum_{n=1}^{\infty} s_{n}^{r-2} \Delta^{r-1} \frac{\cos n t}{n^{r}}=(-1)^{t r} t^{r} \sum_{1}^{\infty} s_{n}^{r-2} \Delta^{r-1} \lambda(n t)+(-1)^{t r} \sum_{1}^{\infty} s_{n}^{r-2} \Delta^{r-1} \frac{P(n t)}{n^{r}} .
$$

The last term is an even polynomial of degree r-2 (whose coefficients are convergent infinite series), and for the proof of the theorem it is enough to show that

$$
\sum_{n=1}^{\infty} 8_{n}^{r-2} \Delta^{r-1} \lambda(n t)=0(1) \quad \text { as } \quad t \rightarrow 0
$$

We express $8_{n}^{s^{-2}}$ in terms of the $\delta_{\nu}^{a}$. After (2.0),

$$
s_{n}^{r-2}=\sum_{\nu=0}^{n} s_{\nu}^{\alpha} A_{n-\nu}^{-2+8}
$$

and the left-hand side of $(2 \cdot 10)$ is, after changing the order of summation,

$$
\begin{equation*}
\sum_{\nu=1}^{\infty} s_{\nu}^{\alpha} \sum_{n=\eta}^{\infty} A_{n-\nu}^{-2+\delta} \Delta^{r-1} \lambda(n t)=\sum_{\nu=1}^{\infty} s_{\nu}^{\alpha} \sum_{n=0}^{\infty} A_{n}^{-2+\delta} \Delta^{r-1} \lambda((n+\nu) t)=\sum_{\nu=1}^{\infty} s_{\nu}^{\alpha} \xi_{\nu}(t), \tag{2.12}
\end{equation*}
$$

say. The interchange of the order of summation is legitimate since the double series
resulting from the substitution of $(2 \cdot 11)$ into the series $(2 \cdot 10)$ converges absolutely: to see this, observe that, since $\alpha>0$, the sum (2.11) is majorized by $\dagger$

$$
\sum_{\nu=0}^{n}\left|s_{\nu}^{\alpha}\right|\left|A_{n-\nu}^{-2+8}\right| \leqslant C n^{\alpha} \sum_{\nu=0}^{n}\left|A_{n-\nu}^{-2+8}\right| \leqslant C n^{\alpha}
$$

and that $\Delta^{r} \lambda(n t)=O\left(n^{-r}\right)$ and $r-\alpha>1$.
Since $\cos u-P(u)$ vanishes at 0 together with its first $r-1$ derivatives, we have successively

$$
\begin{align*}
\cos u-P(u) & =\frac{(-1)^{t r}}{(r-1)!} \int_{0}^{u}(u-v)^{r-1} \cos v d v, \\
\frac{\cos n t-P(n t)}{n^{r}} & =\frac{(-1)^{t r}}{(r-1)!} \int_{0}^{t}(t-w)^{r-1} \cos n w d w=\frac{(-1)^{\frac{t r}{}}}{(r-1)!} \mathscr{R} \int_{0}^{t}(t-w)^{r-1} e^{i n w} d w, \\
\Delta^{r-1} \lambda(n t) & =\frac{(-1)^{!r}}{(r-1)!t^{r}} \mathscr{X} \int_{0}^{t}(t-w)^{r-1}\left(1-e^{i w}\right)^{r-1} e^{i n w} d w, \\
\xi_{\nu}(t) & =\frac{(-1)^{t^{r}}}{(r-1)!t^{r}} \mathscr{R} \int_{0}^{t}(t-w)^{r-1}\left(1-e^{i w}\right)^{r-1} \sum_{n-\nu}^{\infty} A_{n-\nu}^{-8+\delta} e^{i n t o} d w \\
& =\frac{(-1)^{t r}}{(r-1)!t^{r}} \mathscr{R} \int_{0}^{t}(t-w)^{r-1}\left(1-e^{i w}\right)^{\alpha+1} e^{i n v} d w .
\end{align*}
$$

The proof of (ii) will be complete if we prove the two estimates

$$
\left|\xi_{\nu}(t)\right| \leqslant C \frac{t^{1-\delta}}{\nu^{r-1}}, \quad\left|\xi_{\nu}(t)\right| \leqslant C \frac{t^{-\delta}}{v^{\nu}}
$$

since then, with $N=[1 / t]$,

$$
\begin{aligned}
\sum_{1}^{\infty} s_{\nu}^{\alpha} \xi_{\nu}(t) & =\sum_{1}^{N} o\left(\nu^{\alpha}\right) O\left(\frac{t^{1-\delta}}{\nu^{\nu-1}}\right)+\sum_{N+1}^{\infty} o\left(\nu^{\alpha}\right) O\left(\frac{t^{-\delta}}{\nu^{\nu}}\right) \\
& =O\left(t^{1-\delta}\right) \sum_{1}^{N} o\left(\nu^{-\delta}\right)+O\left(t^{-\delta}\right) \sum_{N+1}^{\infty} o\left(\nu^{-\delta-1}\right)=o(1)
\end{aligned}
$$

To prove the first estimate (2.15), integrate the last integral (2.14) by parts $r-1$ times. Since $r-1<\alpha+1$ the integrated terms all vanish, and using the formula for the $(r-1)$ th derivative of a product we find

$$
\begin{align*}
\pm(i \nu)^{-(r-1)} \int_{0}^{t} e^{i \nu w}\left\{(t-w)^{r-1}\left(1-e^{i v v}\right)^{\alpha+1}\right\}^{(r-1)} d t & =\nu^{-(r-1)} \int_{0}^{t} \sum_{j=0}^{r-1} O\left(w^{\alpha+1-j}\right) O\left(t^{j}\right) d t \\
& =O\left(t^{\alpha+2} \nu^{-(r-1)}\right)
\end{align*}
$$

which gives the first formula (2-15). To prove the second formula, we integrate the first integral in (2.16) by parts once more and obtain

$$
(i v)^{\rightarrow} O\left(t^{a+1}\right)+(i v)^{\rightarrow r} \int_{0}^{t} \sum_{j=0}^{r-1} O\left(w^{a-i}\right) O\left(t^{j}\right) d t=O\left(\nu^{-r} t^{a+1}\right)
$$

the needed estimate. This completes the proof of Theorem (2-1).

+ If $-1<\alpha<0$ (i.e. $r=1$ ) we have for the first member in (2.13) the estimate

If $\Sigma A_{n}(x)$ is of power series type, (2-1) can be strengthened by considering unsymmetric derivatives.
(2-17) Theorem. Let $\alpha>-1$ and suppose that

$$
\sum_{0}^{\infty} c_{n} e^{i n x}
$$

is summable $(\mathrm{C}, \alpha)$ at $x_{0}$ to a finite sum s. Let $r>\alpha+1$ and suppose that

$$
c_{0} \frac{x^{r}}{r!}+\sum_{1}^{\infty} \frac{c_{n}}{(i n)^{r}} e^{i n x}
$$

converges near $x_{0}$ to sum $F^{\prime}(x)$. Then the unsymmetric $F_{())}(x)$ exists and equals s.
The proof runs parallel to that of Theorem (2.1).
The following result is a corollary of $(2 \cdot 1)$ :
(2-20) Theorem. If a series $\Sigma A_{n}(x)$ has coefficients o( $n^{\alpha}$ ) and is summable ( $\mathrm{C}, \alpha$ ) at $x_{0}$ to sum s, then it is also summable at $x_{0}$ by the Riemann method $\mathrm{R}_{r}$ to sum s, provided $r-\alpha>1$. By this we mean that

$$
\lim _{n \rightarrow 0}\left\{\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x_{0}+b_{n} \sin n x_{0}\right)\left(\frac{\sin n h}{n h}\right)^{r}\right\}=s .
$$

In particular, a series summable by some Cesaro mean of negative order is also summable by the method of Lebesgue (which is the method $R_{1}$; see Chapter IX, §2), and a series summable ( $C, \alpha$ ), $\alpha<1$, is summable $R_{2}$. The latter result generalizes the classical Theorem (2.4) of Chapter IX.

The special case $r=1$ of (2-17) deserves attention.
(2-22) Theorem. Suppose that $\Sigma A_{n}(x)$ has coefficients $O\left(n^{k}\right)$ for some $k$. Then a necessary and sufficient condition that the series should be summable C at $x_{0}$ to sum $s$ is that there should exist an integer $r>0$ such that the function $F(x)$ obtained by integrating $\Sigma A_{n}(x)$ termwise $r$ times should have a symmetric $F_{(r)}\left(x_{0}\right)$. If the series is of power series type, then in the above statement we may replace the symmetric $F_{(r)}\left(x_{0}\right)$ by the unsymmetric one.

This is an immediate consequence of (1.7) and of (2.1) and (2.17).
When the series concerned is a Fourier series, Theorem (2.22) can be stated in a slightly different form.

Given a function $g(t)$ defined to the right of $t=0$, we say that the number $s$ is the (C, $r$ ) limit of $g(t)$ as $t \rightarrow+0$ if

$$
r t-\int_{0}^{t} g(u)(t-u)^{r-1} d u \rightarrow s \quad \text { as } \quad t \rightarrow 0 \quad(r>0) .
$$

This is an extension of the notion of Cesaro summability from sequences to functions. We write (2•23) in the form (C, $r) g(t) \rightarrow s$. If (C, $\alpha) g(t) \rightarrow s$ for some $\alpha$, we write (C) $g(t) \rightarrow s$.
(2.24) Theorem. A necessary and sufficient condition for $\mathrm{S}[f]$ to be summable C at $x_{0}$ to sum $s$ is that (C) $\chi_{x_{0}}(t) \rightarrow s$.

Since $\mathrm{S}[f]$ at $x=x_{0}$ is the same thing as $\mathrm{S}\left[\chi_{x_{0}}(t)\right]$ at $t=0$, we may suppose that $x_{0}=0$,
that $f$ is even, and that $s=0$. Fourier series may be integrated termwise and so, if $F(x)$ is the result of integrating $S[f] r$ times, we have

$$
\begin{equation*}
\frac{1}{(r-1)!} \int_{0}^{t} f(u)(t-u)^{r-1} d u=F(t)+P(t), \tag{2.25}
\end{equation*}
$$

where $P(t)$ is a polynomial of degree less than $r$. From this we see that if (C,r) $f(t) \rightarrow 0$ as $t \rightarrow 0$, then $F_{(r)}(0)$ exists and equals 0 .

Conversely, if $F_{(r)}(0)$ exists and is equal to 0 , then $F(t)=o\left(t^{r}\right)$ plus a polynomial of degree $r-2$; since the left-hand side of (2.25) is in any case $O\left(t^{r-1}\right)$, it must be $o\left(t^{r}\right)$, so that (C,r) $f(t) \rightarrow 0$. To finish the proof of (2.24) we apply (2.22).

Theorem (2-24) can be completed as follows:
(2-26) Theorem. (i) If $f$ is non-negative and if $S[f]$ is summable C at a point $x$, then $S[f]$ is summable $(\mathrm{C}, \varepsilon)$ at that point, for each $\epsilon>0$.
(ii) If $f$ is non-negative, a necessary and sufficient condition for $S[f]$ to be summable C at a point $x$ to sum $s$ is that $(\mathrm{C}, 1) \chi_{x}(t) \rightarrow 8$.

We base the proof of $(\mathbf{2} \cdot 26)$ on the following lemma:
(2-27) Lemma. If $\Sigma u_{n}$ is bounded ( $\mathrm{C}, \alpha$ ) and summable ( $\mathrm{C}, \beta$ ), $\beta>\alpha>-1$, then it is summable ( $\mathrm{C}, \alpha+\delta$ ) for each $\delta>0$.

We may suppose that $\beta=\alpha+1,0<\delta<1$, since the general result follows by repeated application of this special case. We may also suppose that the sum of $\Sigma u_{n}$ is 0 , and we have to prove that $s_{n}^{\alpha+\delta} / A_{n}^{\alpha+\delta} \rightarrow 0$, where $s_{n}^{\alpha+\delta}$ denote the Cessiro sums for $\sum u_{n}$. Now

$$
s_{n}^{\alpha+\delta}=\sum_{k=0}^{n} A_{n-k}^{s-1} s_{k}^{\alpha}=\sum_{0}^{[n \theta]}+\sum_{[n \theta]+1}^{n}=P_{n}+Q_{n},
$$

where $\frac{1}{2}<\theta<1$. Denoting by $C$ constants independent of $n$ and $\theta$, we have $\left|s_{k}^{\pi}\right| \leqslant C k^{\alpha}$ for $k \geqslant 1$, and

$$
\left|Q_{n}\right| \leqslant C n_{k-[n \theta]+1}^{\alpha} \sum_{n-k}^{n}=C n^{\alpha} A_{n-[n \theta]-1}^{\delta-1} \simeq C n^{\alpha+\delta}(1-\theta)^{\delta} .
$$

(Since $\theta>\frac{1}{2}$, the first inequality holds also for $\alpha<0$.) Hence, if $\theta$ is sufficiently close to l, we have $\left|Q_{n}\right| / A_{n}^{\alpha+\delta}<\frac{1}{2} \epsilon$, where $\epsilon$ is arbitrarily given and $n>\boldsymbol{n}_{0}$. Having fixed $\theta$ we have $P_{n}=o\left(n^{\alpha+\delta}\right)$; for, summing by parts,

$$
\begin{aligned}
\left|P_{n}\right| & \leqslant\left|\sum_{k=0}^{[n \theta]} A_{n-k}^{\delta-2} 8_{k}^{\alpha+1}\right|+o\left(n^{\alpha+\delta}\right) \\
& \leqslant C[n(1-\theta)]^{\delta-2} \sum_{k=0}^{[n \theta]} o\left(k^{\alpha+1}\right)+o\left(n^{\alpha+\delta}\right) \\
& =C[n(1-\theta)]^{\delta-2} o\left(n^{\alpha+2}\right)+o\left(n^{\alpha+\delta}\right)<\frac{1}{2} \epsilon A_{n}^{\alpha+\delta},
\end{aligned}
$$

for $n>n_{1}$. Hence $\left|s_{n}^{\alpha+\delta}\right| / A_{n}^{\alpha+\delta}<\epsilon$ for $n>\max \left(n_{0}, n_{1}\right)$, and the lemma follows.
Return to (2.26)(i). We have (2.23), with $\chi_{x}(u)$ for $g(u)$, for some $r>1$. Since $\chi_{x}(u) \geqslant 0$, the left-hand side of $(2 \cdot 23)$ is not less than
so that

$$
r t^{-r} \int_{0}^{\frac{1}{t} t} \chi_{x}(u)(t-u)^{r-1} d u \geqslant r 2^{1-r t-1} \int_{0}^{\frac{1}{t} t} \chi_{x}(u) d u
$$

$$
\int_{0}^{t} \chi_{x}(u) d u=O(t)
$$

Write

$$
\eta_{x}(t)=t^{-1} \int_{0}^{t}|f(x+u)+f(x-u)-2 s| d u .
$$

$S[f]$ issummable $(C, \alpha), \alpha>0$, to $s$ at each point $x$ where $\eta_{x}(t)=o(1)$ (Chapter III, (5•1)), and the same argument shows that $S[f]$ is bounded (C, $\alpha$ ) at $x$ if $\eta_{x}(t)=O(1)$. Since (2.28) and $\chi_{x}(t) \geqslant 0$ imply $\eta_{x}(t)=O(1), S[f]$ is, in our case, bounded (C, $\alpha$ ) and so, by (2.27), summable ( $\mathrm{C}, \alpha+\delta$ ) for each $\alpha>0, \delta>0$. Writing $\alpha+\delta=\epsilon$ we obtain part (i) of (2.26).

Passing to part (ii), we write $\chi_{x}(t)=\chi(t)=\mathrm{X}_{0}(t)$ and denote by $\mathrm{X}_{k}(t)$ the integral of $\mathrm{X}_{k-1}(u)$ over $0 \leqslant u \leqslant t$. The relation (2-23) with $\chi(u)$ for $g(u)$ may be written $\dagger$ $\mathrm{X}_{r}(t) \simeq s t^{r} / r!$, and to prove (ii) we have to show that $\mathrm{X}_{1}(t) \simeq s t$. Since $\mathrm{X}_{k}(t)$ is a nondecreasing function of $t$ for $k>0$, (ii) follows by repeated application of the following lemma:
(2-29) Lemma. If $s(t), t \geqslant 0$, is differentiable, $s^{\prime}(t)$ non-decreasing, and $s(t) \simeq s t^{\alpha}$ as $t \rightarrow 0$, then $s^{\prime}(t) \simeq s \alpha t^{\alpha-1}$.

Let $0<\theta<1$ be fixed; by the mean-value theorem,

$$
(1-\theta) t s^{\prime}(\theta t) \leqslant s(t)-s(\theta t) \leqslant(1-\theta) t s^{\prime}(t) .
$$

Since $s(t)-s(\theta t) \simeq s\left(1-\theta^{a}\right) t^{\alpha}$, this implies

$$
\liminf _{t \rightarrow 0}^{8^{\prime}(t)} \frac{1-\theta^{\alpha}}{t^{a-1}} \geqslant 8 \frac{1}{1-\theta},
$$

and

$$
\begin{align*}
& \limsup _{t \rightarrow 0} \frac{s^{\prime}(\theta t)}{(\theta t)^{\alpha-1}} \leqslant s \frac{1-\theta^{\alpha}}{\left(1-\overline{\theta)} \overline{\theta^{\alpha}}\right.}, \\
& \limsup _{t \rightarrow 0}^{s^{\prime}(t)} \frac{1-\theta^{\alpha}}{t^{\alpha-1}} \leqslant s \frac{1-\theta) \theta^{\alpha}}{(1-\theta} . \tag{2•32}
\end{align*}
$$

Taking $\theta$ arbitrarily close to 1 we deduce from (2.31) and (2.32) that $8^{\prime}(t) / t^{\alpha-1} \simeq 8 \alpha$. This completes the proof of (2.29), and so also of (2.26) (ii).

It is obvious that (2.26) holds if $f$ is merely bounded below, and in particular if $f$ is bounded.

## 3. A theorem on differentiated series

It is natural to compare the summability of $S^{(r)}[F]$ with the summability of the Fourier series of the difference ratio whose limit is $F^{(r)}$. We consider only the case $r=1$.
(3•1) Theorem. Let $\alpha \geqslant 0$,

$$
F(x) \sim \frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)
$$

and suppose that, for a given $x_{0}$, the periodic function

$$
g(t)=\frac{F\left(x_{0}+t\right)-F\left(x_{0}-t\right)}{4 \tan \frac{1}{2} t}=g_{x_{0}}(t)
$$

is integrable $L$. Then a necessary and sufficient condition for $S^{\prime}[F]$ to be summable $(C, \alpha+1)$ at $x_{0}$ to sum $s(\neq \pm \infty)$, is that $S[g]$ be summable $(\mathrm{C}, \alpha)$ at $t=0$ to s .
$\dagger$ If $s=0$, this is to be understood as $X_{r}(t)=o\left(t^{r}\right)$. The same remark applies to Lemma (2-29).

The case $\alpha=0$ is of special interest. By Theorem (5.4) below, if $F$ is differentiable in a set $E$ of positive measure, then $S^{\prime}[F]$ is summable ( $\mathrm{C}, 1$ ) almost everywhere in $E$. Hence, by ( $3 \cdot 1$ ), $\mathrm{S}[g]$ converges at $t=0$ for almost all $x_{0} \in E$. In particular, if $F$ is absolutely continuous, $\mathrm{S}[g]$ converges at $t=0$ for almost all $x_{0}$ (though, by Theorem (3.1) of Chapter VIII, $S\left[F^{\prime \prime}\right]$ may diverge at almost every point $x_{0}$ ).
(3.4) Lemma. Suppose two sequences $u_{0}, u_{1}, \ldots$ and $v_{0}, v_{1}, \ldots$ satisfy .

$$
v_{n}=(n+1)\left(u_{n}-u_{n+1}\right) \quad(n=0,1, \ldots)
$$

Let $\beta>-1$. Then, if $\sum_{0}^{\infty} u_{n}$ is summable $\left(\mathrm{C}, \beta\right.$ ) to sum $s, \sum_{0}^{\infty} v_{n}$ is summable $(\mathrm{C}, \beta+1)$ to $s$. Conversely, if $\Sigma v_{n}$ is summable ( $\mathrm{C}, \beta+1$ ), and the ( $\mathrm{C}, \beta+1$ ) means of $\Sigma u_{n}$ are o( $n$ ), then $\Sigma u_{n}$ is summable ( $\mathrm{C}, \beta$ ).

Denote the Cesàro sums of order $\beta$ for $\Sigma u_{n}$ and $\Sigma v_{n}$ by $U_{n}^{\beta}$ and $V_{n}^{\beta}$, and the Cesàro means by $\sigma_{n}^{\beta}$ and $\tau_{n}^{\beta}$, respectively. Hence (see Chapter III, § 1)
where

$$
\begin{gathered}
\sigma_{n}^{\beta}=U_{n}^{\beta} / A_{n}^{\beta}, \quad \tau_{n}^{\beta}=V_{n}^{\beta} / A_{n}^{\beta}, \\
A_{n}^{\beta}=\frac{(\beta+1)(\beta+2) \ldots(\beta+n)}{n!} \simeq \frac{n^{\beta}}{\Gamma(\beta+1)} .
\end{gathered}
$$

Then

$$
\begin{aligned}
V_{n}^{\beta+1} & =\sum_{\nu=0}^{n} A_{n-\nu}^{\beta+1} v_{\nu}=\sum_{\nu=0}^{n} A_{n-\nu}^{\beta+1}(\nu+1) u_{\nu}-\sum_{\nu=0}^{n+1} A_{n-\nu+1}^{\beta+1} \nu u_{\nu} \\
& =(\beta+2) \sum_{\nu=0}^{n} A_{n-\nu}^{\beta+1} u_{\nu}-\sum_{\nu=0}^{n+1} u_{\nu}\left[(\beta+1-\nu) A_{n-\nu}^{\beta+1}+\nu A_{n-\nu+1}^{\beta+1}\right]
\end{aligned}
$$

where $A_{-1}^{\beta+1}=0$. We easily verify that the expression in square brackets equals $(n+1) A_{n-\nu+1}^{\beta}$, and we get

$$
\begin{align*}
V_{n}^{\beta+1} & =(\beta+2) U_{n}^{\beta+1}-(n+1) U_{n+1}^{\beta}, \\
\tau_{n}^{\beta+1} & =(\beta+2) \sigma_{n}^{\beta+1}-(\beta+1) \sigma_{n+1}^{\beta} .
\end{align*}
$$

The first part of the theorem is a corollary of (3.6).
Using the equation $U_{n+1}^{\beta}=U_{n+1}^{\beta+1}-U_{n}^{\beta+1}$, we write (3.5) in the form
or

$$
\begin{gather*}
(n+\beta+3) U_{n}^{\beta+1}-(n+1) U_{n+1}^{\beta+1}=V_{n}^{\beta+1}, \\
\frac{\sigma_{n}^{\beta+1}}{n+\beta+2}-\frac{\sigma_{n+1}^{\beta+1}}{n+\beta+3}=\frac{\tau_{n}^{\beta+1}}{(n+\beta+2)}(n+\overline{\beta+3}) \tag{3.7}
\end{gather*}
$$

For the proof of the second part of the lemma we may suppose, by changing $u_{0}$, that $\tau_{n}^{\beta+1} \rightarrow 0$. The right-hand side of (3.7) is thon $o\left(n^{-2}\right)$, and the remainders of a series with such terms are $o(1 / n)$. Hence, using the fact that $\sigma_{n}^{\beta+1}=o(n)$, we get from (3.7), by addition,

$$
\frac{\sigma_{n}^{\beta+1}}{n+\beta+2}=o\left(\frac{1}{n}\right)
$$

that is, $\sigma_{n}^{\beta+1} \rightarrow 0$.
Substituting this in (3.6), we find that $\sigma_{n}^{\beta} \rightarrow 0$. This completes the proof of the lemma.

To prove the theorem, write

$$
\begin{aligned}
v_{n-1} & =n\left(b_{n} \cos n x_{0}-a_{n} \sin n x_{0}\right) \quad(n=1,2, \ldots), \\
\sum_{\nu=n}^{N} \frac{v_{\nu}}{\nu+1} & =\sum_{\nu=n+1}^{N+1}\left(b_{\nu} \cos \nu x_{0}-a_{\nu} \sin \nu x_{0}\right) \\
& =\frac{2}{\pi} \int_{0}^{\pi} \frac{F\left(x_{0}+t\right)-F\left(x_{0}-t\right)}{4 \sin \frac{1}{2} t}\left\{\cos \left(n+\frac{1}{2}\right) t-\cos \left(N+\frac{3}{2}\right) t\right\} d t,
\end{aligned}
$$

and denote the limit of the last expression, as $N \rightarrow+\infty$, by $u_{n}$. Since the fraction preceding the curly brackets is integrable, we see from the Riemann-Lebesgue theorem that

$$
\begin{aligned}
u_{n} & =\sum_{\nu=n}^{\infty} \frac{v_{\nu}}{\nu+1}=\frac{2}{\pi} \int_{0}^{\pi} \frac{F\left(x_{0}+t\right)-F\left(x_{0}-t\right)}{4 \sin \frac{1}{2} t} \cos \left(n+\frac{1}{2}\right) t d t \\
& =\frac{2}{\pi} \int_{0}^{\pi} g(t) \cos n t d t-\frac{2}{\pi} \int_{0}^{\pi}\left[F\left(x_{0}+t\right)-F\left(x_{0}-t\right)\right] \vdots \sin n t d t \\
& =u_{n}^{\prime}-u_{n}^{\prime \prime},
\end{aligned}
$$

say. Since $g$ is integrable, $\Sigma u_{n}^{\prime \prime}$ converges and its sum is $\frac{1}{2} u_{0}^{\prime}$. It follows that $u_{0}+u_{1}+\ldots$ and $\frac{1}{2} u_{0}^{\prime}+u_{1}^{\prime}+\ldots$ are simultaneously summable ( $\mathrm{C}, \alpha$ ) or not, and if they are summable their sums are equal.

Observe now that $v_{n}=(n+1)\left(u_{n}-u_{n+1}\right)$, that $\frac{1}{2} u_{0}^{\prime}+u_{1}^{\prime}+\ldots$ is $\mathrm{S}[g]$ at $t=0$, and that $v_{0}+v_{1}+\ldots$ is $S^{\prime}[F]$ (without its constant term) at $x_{0}$. Therefore, by the lemma, if $\mathrm{S}[g]$ is summable ( $\mathrm{C}, \alpha$ ) at $t=0$ to sum $s$, then $\mathrm{S}^{\prime}[F]$ is summable $(\mathrm{C}, \alpha+1)$ at $x_{0}$ to $s$. The converse is also true, since the partial sums of the series $\Sigma u_{n}$, and so also its $(\mathrm{C}, \alpha+1)$ means, are o( $n$ ) $\dagger$.

## 4. Theorems on generalized derivatives

In this section $B^{(k)}$ and $C^{(k)}$ denote the classes of functions having respectively a bounded or a continuous $k$ th derivative. More precisely, $f \in \mathrm{~B}^{(k)}$ means that $f^{(k-1)}$ exists and is in $\Lambda_{1}, k=1,2, \ldots$. We consider functions in the interval $0 \leqslant x \leqslant 2 \pi$.

Let $E$ be a measurable set of positive measure contained in ( $0,2 \pi$ ). A measurable function $f(x)$ will be said to possess in $E$ the property $\beta_{k}$, if for each $x$ in $E$ the (unsymmetric) derivatives $f_{(1)}, f_{(2)}(x), \ldots, f_{(k-1)}(x)$ exist, and the expression $\omega(x, t)$ defined by

$$
f(x+t)=f(x)+f_{(1)}(x) t+\ldots+f_{(k-1)}(x) \frac{t^{k-1}}{(k-1)!}+\omega(x, t) \frac{t^{k}}{k!}
$$

remains bounded (not necessarily uniformly in $x$ ) as $t \rightarrow 0$. Clearly if $f \in \mathrm{~B}^{(k)}$ then we have (4•1) with $\omega(x, t)$ uniformly bounded in $x, t$.

The following result is basic for applications of generalized derivatives:
(4-2) Theorem. If $f(x)$ has the property $\beta_{k}$ in a set $E,|E|>0$, then there is a perfect set $\Pi \subset E$, of measure arbitrarily close to that of $E$, and a decomposition

$$
f(x)=g(x)+h(x)
$$

satisfying the following conditions:
(i) $g(x) \in \mathrm{B}^{(k)}$;

[^26](ii) if $\Delta_{1}, \Delta_{2}, \ldots$ are the intervals contiguous to $\Pi$, and $\chi(x)$ is the distance of $x$ from 11 , we have
$$
|h(x)| \leqslant C \chi^{k}(x)
$$
for all $x$, except perhaps for those situated in a finite number of the intervals $\Delta_{i}, C$ being independent of $x$ (in particular, $h=0$ in $\Pi$ and $|h| \leqslant C\left|\Delta_{i}\right|^{k}$ for $x \in \Delta_{i}$ and i large enough).

For any integer $n \geqslant 1$ consider the polynomial

$$
w_{n}(x)=\int_{0}^{x} t^{n-1}(1-t)^{n-1} d t / \int_{0}^{1} t^{n-1}(1-t)^{n-1} d t
$$

of degree $2 n-1$; in particular $w_{1}(x)=x$. We have

$$
w_{n}(0)=0, \quad w_{n}(1)=1 ; \quad w_{n}^{\prime}(0)=w_{n}^{\prime}(1)=w_{n}^{\prime \prime}(0)=w_{n}^{\prime \prime}(1)=\ldots=w_{n}^{(n-1)}(1)=0 .
$$

Also

$$
w_{n}^{(j)}(x)=O\left(x^{n} j\right), \quad w_{n}^{(\lambda)}(x)=O\left\{(1-x)^{n-j}\right\} \quad(j-1,2, \ldots, n) .
$$

Consider a function $p(x)$ defined on a perfect set $P$ with end-points $a, b$. By a parabolic extension of order $n$ of $p(x)$ we shall mean the function $\pi(x), a \leqslant x \leqslant b$, such that $\pi(x)=p(x)$ on $P$ and

$$
\pi(x)=p(\alpha)+w_{n}\left(\frac{x-\alpha}{\delta}\right)[p(\beta)-p(\alpha)] \quad(\delta=\beta-\alpha)
$$

in each interval $\Delta=(\alpha, \beta)$ contiguous to $P$. If $n=1, \pi$ is linear in each $\Delta$.
$(4 \cdot 8)$ Lfmma. If $p(x)$ is defined on a perfect set $P$ and satisfies

$$
\left|p\left(x^{\prime \prime}\right)-p\left(x^{\prime}\right)\right| \leqslant M\left|x^{\prime \prime}-x^{\prime}\right|^{n} \quad\left(x^{\prime} \in P, x^{\prime \prime} \in P\right)
$$

with $M$ independent of $x^{\prime}, x^{*}$, then the parabolic extension $\pi$ of order $n$ of $p$ has $n-1$ continuous derivatives all of which vanish on $P$, and $\pi^{(n-1)} \in \Lambda_{1}$.

Consider first the case $n=1$. By (4.9),

$$
\left|\pi\left(x^{\prime \prime}\right)-\pi\left(x^{\prime}\right)\right| \leqslant M\left|x^{\prime \prime}-x^{\prime}\right|
$$

for $x^{\prime}$ and $x^{\prime \prime}$ in $P$. Since the slope of $\pi$ outside $P$ numerically does not exceed $M$, (4•10) holds if $x^{\prime}$ and $x^{\prime \prime}$ belong to the same interval contiguous to $P$. If ( $x^{\prime}, x^{\prime \prime}$ ) contains points of $P$ in its interior, denote by $x_{1}$ and $x_{2}$ the first and last of those points, so that $x^{\prime} \leqslant x_{1}<x_{2} \leqslant x^{\prime \prime}$, say. Since the analogue of (4-10) is valid for each of the pairs $x^{\prime}, x_{1}$; $x_{1}, x_{2} ; x_{2}, x^{\prime \prime}$, it holds by addition for $x^{\prime}, x^{\prime \prime}$. (This type of argument will be repeatedly used below.) Hence the lemma is proved for $n=1$.

Suppose now that $n \geqslant 2$. Denote by $p_{P}^{\prime}(x)$ the derivative of $p$ relative to $P$, that is, the limit of $\{p(x+h)-p(x)\} / h$ for $x$ and $x+h$ in $P$. By (4.9) we have $\pi_{P}^{\prime}(x)=p_{P}^{\prime}(x)=0$ in $P$. By (4•7), (4.9) and (4.6),

$$
\pi^{\prime}(x)=\frac{1}{\delta} w_{n}^{\prime}\left(\frac{x-\alpha}{\delta}\right)[p(\beta)-p(\alpha)]=O\left\{(x-\alpha)^{n-1}\right\}
$$

uniformly in all the intervals $\Delta=(\alpha, \beta)$ contiguous to $P$. We show that $\pi^{\prime}(x)$ exists and is 0 in $P$. It is enough to consider, for instance, the right-hand derivative of $\pi$.

Let $x_{0} \in P, h>0$, and denote by $x_{0}+h^{\prime}$ the last point of $P$ in $\left(x_{0}, x_{0}+h\right)$. (If no such point exists, then $x_{0}$ is the left-hand end of an interval contiguous to $P$ and the result is immediate from (4.11).) Then

$$
\begin{equation*}
\frac{\pi\left(x_{0}+h\right)-\pi\left(x_{0}\right)}{h}=\frac{\pi\left(x_{0}+h^{\prime}\right)-\pi\left(x_{0}\right)}{h^{\prime}} \frac{h^{\prime}}{h}+\frac{\pi\left(x_{0}+h\right)-\pi\left(x_{0}+h^{\prime}\right)}{h} . \tag{4•12}
\end{equation*}
$$

The first term on the right tends to 0 with $h$ since $\pi_{P}^{\prime}\left(x_{0}\right)=0$ and $h^{\prime} / h<1$. The second term on the right is $O\left\{\left(h-h^{\prime}\right)^{n} h^{-1}\right\}=o_{( }^{(1)}$, by the mean-value theorem and (4.11). Hence $\pi^{\prime}\left(x_{0}\right)$ exists and is 0 ; clearly $\pi^{\prime}(x)$ exists outside $P$.

If, for example, $n=2$, to complete the proof of the theorem we still have to show that $\pi^{\prime} \in \Lambda_{1}$, that is, that

$$
\begin{equation*}
\left|\pi^{\prime}\left(x^{\prime \prime}\right)-\pi^{\prime}\left(x^{\prime}\right)\right| \leqslant M_{1}\left|x^{\prime \prime}-x^{\prime}\right| . \tag{4•13}
\end{equation*}
$$

This is obvious if $x^{\prime}$ and $x^{\prime \prime}$ are in $P$, since $\pi^{\prime}=0$ there; and it is also immediate if $x^{\prime}$ and $x^{\prime \prime}$ are in the same interval $\Delta=(\alpha, \beta)$ contiguous to $P$, by an application to $\pi^{\prime}$ of the mean-value theorem and the estimate

$$
\pi^{\prime \prime}(x)=\delta^{-2} w_{2}^{\prime \prime}\left(\frac{x-\alpha}{\delta}\right)[p(\beta)-p(\alpha)]=O(1) \quad(x \in \Delta)
$$

If ( $x^{\prime}, x^{\prime \prime}$ ) contains points of $P$ in its interior, it is enough to consider the extreme points $x_{1}$ and $x_{2}$ of $P$ in ( $x^{\prime}, x^{\prime \prime}$ ) and argue as in the case $n=1$. This proves the lemma for $n=2$.

If $n \geqslant 3$ the argument is similar and we give it in full. Suppose that $n \geqslant 3$, that $\pi^{\prime}, \pi^{\prime \prime}, \ldots, \pi^{(k)}$ exist, and that they are 0 in $P$. It is enough to show that (i) if $k<n-1$ then $\pi^{(k+1)}$ exists, and $\pi^{(k+1)}=0$ in $P$; (ii) if $k=n-1$, then $\pi^{(k)} \in \Lambda_{1}$.
(i) By hypothesis, $\pi^{(k)}=0$ in $P$. Hence $\pi_{P}^{(k+1)}=\left(\pi^{(k)}\right)_{P}^{\prime}$ is 0 in $P$. If $x_{0} \in P$, we consider a formula analogous to (4-12) with $\pi^{(k)}$ for $\pi$. From this, using the estimate

$$
\pi^{(k+1)}(x)=\delta^{-(k+1)} w_{n}^{(k+1)}\left(\frac{x-\alpha}{\delta}\right)[p(\beta)-p(\alpha)]=O\left\{(x-\alpha)^{n-(k+1)}\right\}
$$

in the intervals $\Delta=(\alpha, \beta)$ contiguous to $P$, we find that $\pi^{(k+1)}\left(x_{0}\right)$ exists and is 0 ; the existence of $\pi^{(k+1)}$ outside $P$ is obvious.
(ii) We have to show that

$$
\left|\pi^{(n-1)}\left(x^{\prime \prime}\right)-\pi^{(n-1)}\left(x^{\prime}\right)\right| \leqslant M_{1}\left|x^{\prime \prime}-x^{\prime}\right|
$$

This is obvious if $x^{\prime}$ and $x^{\prime \prime}$ are in $P$, and also if $x^{\prime}$ and $x^{\prime \prime}$ are in the same interval $\Delta=(\alpha, \beta)$ contiguous to $P$, by the mean-value theorem and the estimate $\pi^{(n)}(x)=O(1)$ obtained by taking $k+1=n$ in (4-15). Hence (4-16) holds for general ( $x^{\prime}, x^{\prime \prime}$ ) and the lemma is established.

Return to the theorem. Since $\omega(x, t)=O(1)$ for each $x \in E$ and $t \rightarrow 0$, there is a perfect set $\Pi \subset E$ with $|E-\Pi|$ arbitrarily small, and two positive numbers $M$ and $d$ such that

$$
|\omega(x, t)|<M \quad \text { for } \quad x \in I l,|t|<d
$$

This $\Pi$ is the set $\Pi$ of the theorem.
If we make the special hypothesis that
(4-1) becomes

$$
\begin{gather*}
f(x)=f_{(1)}(x)=f_{(2)}(x)=\ldots=f_{(k-1)}(x)=0 \quad \text { in } \quad \Pi \\
f(x+t)=\omega(x, t) \frac{t^{k}}{k!}
\end{gather*}
$$

where $|\omega|<M$ for $x \in \Pi,|t|<d$. Hence, writing $C=M / k$ !, we have $|f|<C \chi^{k}$ in each interval $\Delta_{i}$ contiguous to $I I$ and of length $<d$. Since there can be only a finite number of $\Delta$ 's of length not less than $d$, we obtain (4.2) with $g=0, h=f$.

For the proof of the theorem it is therefore enough to show that if we subtract from $f$ a suitable function in $B^{(k)}$ the difference (again denoted by $f$ ) satisfies (4•17). We shall do the subtraction in $k$ stages.

In the proof we use higher forward differences of $f$,

$$
\Delta_{l}^{m} f(x)=\sum_{j=0}^{m}(-1)^{m-j}\binom{m}{j} f(x+j t),
$$

and the formula

$$
\Delta_{l}^{m+1} f(x)=\Delta_{l}^{m} f(x+t)-\Delta_{l}^{m} f(x)
$$

Suppose that instead of (4.17) we have only

$$
f_{(k-i)}(x)=f_{(k-i+1)}(x)=\ldots=f_{(k-1)}(x)=0 \quad \text { on } \quad \text { II, }
$$

for some $i, 0 \leqslant i \leqslant k-\mathrm{l}(i=0$ means that we do not assume any of the conditions (4•17)), so that

$$
f(x+t)=f(x)+f_{(1)}(x) t+\ldots+\frac{f_{(k-i-1)}(x)}{(k-i-1)!} t^{k-i-1}+\omega(x, t) \frac{t^{k}}{k!}(x \in \Pi)
$$

Then for $x \in 11$ and $|t|<d / k$ we have

$$
\begin{align*}
\left|\Delta_{l}^{k-i} f(x)\right| & \leqslant \lambda_{k, i} M|t|^{k} \\
\Delta_{l}^{k \cdots i \cdots 1} f(x) & =f_{k-i-1}(x) t^{k-i-1}+\theta M \lambda_{k, i}^{\prime}|t|^{k} \tag{4•22}
\end{align*}
$$

where $-1<\theta<1$, and $\lambda_{k, i}$ and $\lambda_{k, i}^{\prime}$ are constants. If also $x+t \in \Pi$, we may substitute $x+t$ for $x$ in (4-22). Subtracting the result from (4-22) and using (4.21) we get

$$
\begin{equation*}
\left|f_{(k-i-1)}(x+t)-f_{(k-i-1)}(x)\right| \leqslant M\left(\lambda_{k, i}+2 \lambda_{k, i}^{\prime}\right)|t|^{i+1} \tag{4•23}
\end{equation*}
$$

provided $x \in \Pi, x+t \in I I,|t|<d / k$.
Consider any portion $P$ of $\Pi$ of diameter less than $d / k$ and apply Lemma (4.8) to $p(x)=f_{(k-i-1)}(x)$. Piecing together a finite number of parabolic extensions of $p$ of order $i+1$, we obtain a function $\pi(x)$ differentiable $i$ times, with

$$
\pi^{\prime}=\pi^{\prime \prime}=\ldots=\pi^{(i)}=0 \quad \text { on } \quad \Pi \text {, }
$$

and with $\pi^{(i)} \in \Lambda_{1}$.
Denote by $I(x)$ the $(k-i-1)$ th indefinite integral of $\pi(x)$. Then $I^{\prime}(x), I^{\prime \prime}(x), \ldots, I^{(k-1)}(x)$ exist, $I^{(k-1)}$ is in $\Lambda_{1}$, and

$$
I^{(k-i-1)}(x)=f_{(k-i-1)}(x), \quad I^{(k-i)}(x)=\ldots=I^{(k-1)}(x)=0 \quad \text { on } \quad \Pi .
$$

Hence, subtracting $I$ from $f$ and denoting $f-I$ by $f$ again, we obtain (4•20), where now $f_{(k ; i)}(x)=0$ on $\Pi$. Starting from (4•1) and repeating the argument $k$ times we arrive at ( $4 \cdot 18$ ). This completes the proof of the theorem.

Theorem (4•2) has a number of generalizations and consequences.
(a) Property $\beta_{k}$ is almost everywhere equivalent to the existence of the $k$ th unsymmetric derivative. To see this it is enough to prove the following theorem.
(4-24) Theorem. If $f$ has the property $\beta_{k}$ in $E$, then the unsymmetric derivative $f_{(k)}$ exists almost everywhere in $E$.

Consider the decomposition $f=g+h$ of (4-2). Since functions in $\Lambda_{1}$ are differentiable almost everywhere, $g^{(k)}$, and so also $g_{(k)}$, exists almost everywhere. We show that $h_{(k)}(x)$
exists almost everywhere in II. This is immediate, since (4.4) implies that at every point $x$ of density of $\Pi$ we have

$$
h(x+t)=o\left(t^{k}\right)
$$

as $t \rightarrow 0$, that is, $h_{(k)}$ exists and is 0 . (Incidentally this shows that $f_{(j)}=g^{(j)}, j=1,2, \ldots, k$, almost everywhere in II.) Hence $f_{(k)}=g_{(k)}+h_{(k)}$ exists almost everywhere in $\Pi$, and so also almost everywhere in $E$.
(b) The following generalization of (4.2) is of interest, though no more effective in applications than the original:
(4.25) Theorem. The function $g$ in (4-2) can be made to belong not only to $\mathrm{B}^{(k)}$ but also to $\mathrm{C}^{(k)}$.

The proof runs parallel to that of (4•2), and it is enough to indicate the idea. First. by (a), $f_{(k)}(x)$ exists almost everywhere in $E$, so that in (4•1) we may replace $\omega(x, t)$ by $f_{(k)}(x, t)+\epsilon(x, t)$, where $\epsilon$ tends to 0 with $t$ for each $x$ in $E$. Since the measurability of $f$ implies that of $f_{(1)}, f_{(2)}, \ldots, f_{(k)}$ on the set where they exist, and the latter set is measurable (remembering that the $f_{(j)}$ are limits of certain ratios involving only the function $f$ ), we may suppose that $f, f_{(1)}, \ldots, f_{(k)}$ are all continuous relative to II. From now on we proceed as in the proof of (4•2). We consider the parabolic extension of order 1 of $f_{(k)}$. The resulting function is continuous, its $k$ th integral $I(x)$ is in $\mathrm{C}^{(k)}$, and subtracting $I(x)$ from $f(x)$ we can make $f$ satisfy the condition $f_{(k)}=0$ on $\Pi$. Next we consider the parabolic extension of order 2 of $f_{(k-1)}$ and subtract from $f$ the ( $k-1$ )th integral of that extension, and so on.
(c) In Chapter IX, §2, we introduced the notion of approximate derivative $f_{\mathrm{ap}}^{\prime}$. We define $f_{\mathrm{ap}}^{(k)}=\left\{f_{\mathrm{ap}}^{(k-1)}\right\}_{\mathrm{ap}}^{\prime}$. Using these notions we can establish relations between successive generalized derivatives $f_{(j)}$.
(4-26) Theorem. If $f_{(1)}, f_{(2)}, \ldots, f_{(k)}$ exist in a set $E,|E|>0$, then
almost everywhere in $E$.

$$
\begin{equation*}
f_{(j)}=\left\{f_{(j-1)}\right\}_{\text {ap }}^{\prime} \quad(j=2,3, \ldots, k) \tag{4•27}
\end{equation*}
$$

Consider the decomposition $f=g+h$ of (4.2). Since $h=0$ in $\Pi, h$ has at every point of density of $\Pi$ approximate derivatives of all orders, all equal to 0 . Since $g^{\prime}, g^{\prime \prime}, \ldots$, $g^{(k-1)}$ exist everywhere, and $g^{(k)}$ almost everywhere, it follows that $f_{\mathrm{ap}}^{\prime}, f_{\mathrm{ap}}^{\prime \prime}, \ldots, f_{\mathrm{ap}}^{(k)}$ exist almost everywhere in $\Pi$. Moreover, almost everywhere in II we have

$$
f_{\mathrm{ap}}^{(j)}=g_{\mathrm{ap}}^{(j)}=g^{(j)}=\left\{g^{(j-1)}\right\}^{\prime}=\left\{g^{(j-1)}\right\}_{\mathrm{ap}}^{\prime}=\left\{f_{(j-1)}\right\}_{\mathrm{ap}}^{\prime}
$$

for $j=2,3 . \ldots, k$. This proves (4•27) almost everywhere in II, and so also almost everywhere in $E$.
(d) Though we only consider measurable functions, it is of interest to observe that (4.24) holds without assuming that either $f$ or $E$ are measurable, and that this more general result can be deduced from the special case proved above.

Denote by $f^{*}(x)$ and $f_{*}(x)$ respectively the upper and lower bounds of $f$ at the point $x$. (Thus $f^{*}(x)$, for instance, is the limit, for $h \rightarrow 0$, of the upper bound of $f$ in the interval $(x-h, x+h)$.) The function $f^{*}$ is upper semi-continuous and $f_{*}$ is lower semi-continuous; hence both are B-measurable. We have $f_{*} \leqslant f \leqslant f^{*}$ everywhere, and $f_{*}=f=f^{*}$ at every point of continuity of $f$, in particular in $E$.

Denote by $E^{*}$ the set of all points where $f^{*}$ has an unsymmetric $(k-1)$ th derivative and

$$
\begin{equation*}
f^{*}(x+t)=f^{*}(x)+f_{(1)}^{*}(x) t+\ldots+f_{(k-1)}^{*}(x) \frac{t^{k-1}}{(k-1)!}+O\left(t^{k}\right) \tag{4•28}
\end{equation*}
$$

and by $E_{*}$ the corresponding set for $f_{*}$. Both $E^{*}$ and $E_{*}$ are B-measurable, and, by the theorem already proved, $f_{(k)}^{*}$ exists almost everywhere in $E^{*}$, and $f_{*(k)}$ almost everywhere in $E_{*}$.

Since $f(x)=f^{*}(x)$ in $E$, it is geometrically clear that (4-28) holds in $E \dagger$. Hence $E \subset E^{*}$, and similarly $E \subset E_{*}$, so that $E \subset E^{*} E_{*}$.

It follows that both $f_{(k)}^{*}$ and $f_{*(k)}$ exist in a set $E-Z$, where $|Z|=0$. In other words, for $x$ in $E-Z$ we may replace the last term in (4-28) by $\left\{f_{(k)}^{*}(x)+o(1)\right\} t^{k} / k!$, and similarly in the formula for $f_{*}(x+t)$.

Suppose now that $x$ is in $E-Z$, and that $x+t$ is in $E-Z$ for infinitely many $t$ 's tending to 0 ; only a denumerable subset $D$ of $E-Z$ can fail to have the latter property. Since $f_{*}(x+t)=f(x+t)=f^{*}(x+t)$ for such $t$ 's, we find that $f_{*(j)}=f_{(j)}=f_{(j)}^{*}$ in $E-Z-D$ for $j=1,2, \ldots, k$, and in particular $f_{(k)}$ exists almost everywhere in $E$.
(e) For applications of Theorem (4•2) to Fourier series we must show that it holds for periodic functions. Suppose that $f$ is periodic of period $2 \pi$. The set $\Pi$ defined on p. 75 is then periodic. Take any interval ( $\alpha, \alpha+2 \pi$ ) with $\alpha$ (and so also $\alpha+2 \pi$ ) not in $\Pi$, and consider the decomposition $f=g+h$ with properties described in (4.2). By suitably modifying $g$ near the points $\alpha$ and $\alpha+2 \pi$, we obtain a new $g$ which when continued periodically is still in $\mathrm{B}^{(k)}$, and the new $h=f-g$ will still satisfy the required conditions.
$(f)$ Theorem (4-24) can be considerably generalized, at least for measurable functions. Let $\Delta^{k} f(x, h)$ denote symmetric $k$ th differences; if

$$
\begin{equation*}
h^{-k} \Delta^{k} f(x, h)=O(1) \tag{4•29}
\end{equation*}
$$

for each $x \epsilon E$ as $h>0$ (in particular, if $D_{k} f$ exists in $E$, and a fortiori if a symmetric $f_{(k)}$ exists in $E$ ). then the unsymmetric $f_{(k)}(x)$ exists almost everywhere in $E$. For applications to Fourier series the case $k=2$ is the most interesting, and we confine our attention to it.
(4-30) Theorem. Suppose that $f$ is measurable and that

$$
\begin{equation*}
f(x+h)+f(x-h)-2 f(x) \frac{h^{2}}{h^{2}}=O(1) \tag{4•31}
\end{equation*}
$$

for each $x$ in $E$ as $h \rightarrow 0$. Then the unsymmetric derivative $f_{(2)}(x)$ exists almost everywhere in $E$.

We split the proof into a series of lemmas:
(4.32) Lemma. Suppose that 0 is a point of density of a set $\mathscr{E}$. Then for each sufficiently small $u$ (positive or negative) we can find in the interval ( $u, 2 u$ ) a number $v$ such that
(i) $v \in \mathscr{E}$;
(i) $\frac{1}{2}(u+v) \in \mathscr{E}$;
(iii) $u+v \in \mathscr{E}$.

[^27]Suppose, for example, that $u>0$. Let. $\gamma(x)$ be the characteristic funotion of $\mathscr{8}$, and write $\Gamma(x)=\int_{0}^{x} \gamma(t) d t$. The sets of points $v$ in $(u, 2 u)$ satisfying conditions (i), (ii) and (iii) have measures respectively

$$
\left.\begin{array}{ll}
\int_{u}^{2 u} \gamma(v) d v & =\Gamma(2 u)-\Gamma(u), \\
\int_{u}^{2 u} \gamma\left\{\frac{1}{2}(u+v)\right\} d v & =2\left\{\Gamma\left(\frac{8}{2} u\right)-\Gamma(u)\right\}, \\
\int_{u}^{2 u} \gamma(u+v) d v & =\Gamma(3 u)-\Gamma(2 u) .
\end{array}\right\}
$$

Since $\Gamma(u) \simeq u$ for small $u$, each of the expressions on the right-hand side in (4.33) is asymptotically equal to $u$, that is, the length of ( $u, 2 u$ ), and it is clear that if $u$ is small enough there is a $v$ satisfying conditions (i), (ii) and (iii).
(4.34) Lemma. Under the hypothesis of (4.30), $f$ is bounded in the neighbourhood of almost any point of $E$.

Denote by $E_{m}^{*}$ the set of $x$ such that $|f(x)|<m$ and $\left|\Delta^{2} f(x, h)\right|<m$ for $0<h<1 / m$. Since $E \subset E_{1}^{*}+E_{8}^{*}+\ldots$, it is enough to show that $f$ is bounded near each point of density of a given $E_{m}^{*}$.

Suppose, for example, that $x=0$ is a point of density of $E_{m}^{*}$ and that $u$ is small; in
 so that

$$
\begin{equation*}
\left|f(u)-2 f\left(\frac{1}{2} u+\frac{1}{2} v\right)+f(v)\right|=\left|\Delta^{2} f\left(\frac{1}{2} u+\frac{1}{2} v, \frac{1}{2} v-\frac{1}{2} u\right)\right|<m . \tag{4•35}
\end{equation*}
$$

 $m$, and (4.35) implies that $|f(u)|<4 m$. This completes the proof of the lemms. (In the argument we did not need property (iii) of (4.32).)
(4-36) Lemma. Under the hypothesis of (4-30) we have

$$
\begin{equation*}
\frac{\Delta^{2} f(x+h, h)}{h^{2}}=\frac{f(x+2 h)-2 f(x+h)+f(x)}{h^{2}}=O(1) \tag{4•37}
\end{equation*}
$$

at almost all points of $E$.
Denote by $E_{m}$ the set of points $x$ such that

$$
\left|h^{-2} \Delta^{2} f(x, h)\right|<m \quad \text { for } \quad 0<h<1 / m .
$$

We have $E$ c $E_{1}+E_{2}+\ldots$, and it is enough to prove that (4.37) holds if $x$ is a point of density of any $E_{m}$.

Suppose, for instance, that $x=0$ is a point of density of $E_{m}$ and that $h>0$. Consider the expressions

$$
\begin{aligned}
& \delta_{1}=f(2 u)-2 f(u)+f(0), \\
& \delta_{2}=f(u+v)-2 f\left(\frac{1}{2} u+\frac{1}{2} v\right)+f(0), \\
& \delta_{8}=f(2 v)-2 f(v)+f(0),
\end{aligned}
$$

where $u$ is positive and small, and $v$ satisfies the conditions of Lemma (4.32) with $\boldsymbol{\&}=\boldsymbol{E}_{\boldsymbol{m}}$.

Since $\frac{1}{2}(u+v)$ and $v$ are in $E_{m}$, we have $\delta_{2}=O\left\{(u+v)^{2}\right\}=O\left(u^{2}\right)$, and $\delta_{3}=O\left(v^{2}\right)=O\left(u^{2}\right)$. On the other hand,

$$
\delta_{1}-2 \delta_{2}+\delta_{3}=\Delta^{2} f(u+v, v-u)-2 \Delta^{2} f\left(\frac{1}{2} u+\frac{1}{2} v, \frac{1}{2} v-\frac{1}{2} u\right),
$$

and since $u+v$ and $\frac{1}{2}(u+v)$ are in $E_{m}$, the right-hand side is $O\left\{(u-v)^{2}\right\}=O\left(u^{2}\right)$. But $\delta_{2}$ and $\delta_{3}$ are also $O\left(u^{2}\right)$. Hence $\delta_{1}=O\left(u^{2}\right)$ and the lemma follows.
(4-38) Lemma. Under the hypothesis of (4•30), $f^{\prime}(x)$ exists almost everywhere in $E$.
Consider a point $x \in E$ such that $f$ is bounded near $x$ and (4.37) holds. Almost all $x \in E$ have these properties; suppose that $x=0$ is one of them and suppose also that $f(0)=0$. Then

$$
\begin{gathered}
f(h)-2 f\left(\frac{1}{2} h\right)=O\left(h^{2}\right), \quad f\left(\frac{1}{2} h\right)-2 f\left(\frac{1}{2} h\right)=O\left\{\left(\frac{1}{2} h\right)^{2}\right\}, \quad \ldots, \\
f\left(\frac{1}{2^{n-1}} h\right)-2 f\left(\frac{1}{2^{n}} h\right)=O\left\{\left(\frac{1}{2^{n-1}} h\right)^{2}\right\}, \ldots .
\end{gathered}
$$

If we multiply the first equation by 1 , the second by $2, \ldots$, the $n$th by $2^{n-1}$, and add, we get

$$
f(h)-2^{n} f\left(\frac{h}{2^{n}}\right)=O\left(h^{2}\right)\left(1+2^{-1}+\ldots+2^{-(n-1)}\right)=O\left(h^{2}\right) .
$$

Suppose that $f$ is bounded for $|h| \leqslant \epsilon$. We confine $|h|$ to the interval $\left(\frac{1}{2} \epsilon, \epsilon\right)$ and write $h / 2^{n}=h^{\prime}$. As $n>\infty, h^{\prime}$ takes all sufficiently small (non-zero) values. By (4.39),

$$
\frac{f\left(h^{\prime}\right)}{h^{\prime}}=f(h)+O\left(h^{2}\right)=O(1),
$$

and hence (since $h$ stays away from 0 ), $f\left(h^{\prime}\right) / h^{\prime}=O(1)$ as $h^{\prime} \rightarrow 0$.
It follows that $f$ satisfies condition $\beta_{1}$ at almost all points of $E$, and therefore, by (4.24), $f^{\prime}$ exists almost everywhere in $E$.

It is now easy to complete the proof of $(4 \cdot 30)$. Consider a point $x \in E$ where we have (4.37) and $f^{\prime}$ exists. Without loss of generality we may suppose that $x=0$ and that $f(0)=f^{\prime}(0)=0$. Keeping $h$ fixed in (4.39) and making $n \rightarrow \infty$ we see that $f(h)=O\left(h^{2}\right)$. Hence $f$ satisfies condition $\beta_{2}$ at almost all points of $E$, and, by (4-24), the unsymmetric derivative $f_{(2)}$ exists almost everywhere in $E$.

## 5. Applications of Theorem (4-2) to Fourier series

These applications also require Theorem (2.1) of Chapter IV, which asserts that if II is a periodic perfect set and $\chi(x)=\chi_{\Pi}(x)$ is the distance of $x$ from $\Pi$, then

$$
\int_{-\pi}^{\pi} \frac{\chi^{\lambda}(x+t)}{|t|^{\lambda+1}} d t
$$

is finite almost everywhere in $\Pi$ for all $\lambda>0$.
(5-2) Theorem. If $f$ is periodic and integrable, and has an unsymmetric derivative $f_{(r)}(x), r \geqslant 1$, in a set $E$, then the $r$-th conjugate function

$$
f_{r}(x)=-\frac{1}{\pi} \int_{0}^{\infty} \frac{\delta_{r}(x, t)}{t} d t
$$

(cf. (1.27)) exists almost everywhere in $E$.

Consider the decomposition $f=g+h$ of (4.2), where $g$ is periodic and in $B^{(r)}$. Since $\tilde{g}_{r}$ exists almost everywhere (see Remark (b) on p. 65), it is enough to show that $\hbar_{r}$ exists almost everywhere in II. This is, however, immediate if we observe that

$$
|h(x+t)| \leqslant C \chi^{r}(x+t)
$$

for each $x$ in $\Pi$ and $|t|$ sufficiently small, so that at each point of $\Pi$ where

$$
h=h_{(1)}=\ldots=h_{(r-1)}=h_{(r)}=0
$$

(that is, almost everywhere in II) the integral

$$
\hbar_{r}(x)=-\frac{1}{\pi} \int_{0}^{\infty} \frac{h(x+t) \pm h(x-t)}{t^{r+1}} d t
$$

is majorized near $\boldsymbol{t}=\mathbf{0}$ by

$$
C \int_{0}^{\infty} \frac{\chi^{r}(x+t)+\chi^{r}(x-t)}{t^{r+1}} d t
$$

an expression finite almost everywhere in $\Pi$ (see (5•1)).
(5-4) Theorem. If $f$ has an unsymmetric derivative $f_{(r)}, r \geqslant 1$, in a set $E$, then both $S_{(r)}^{(r)}[f]$ and $\tilde{S}(r)[f]$ are summable ( $\mathrm{C}, r$ ) almost everywhere in $E$.

Consider again the decomposition $f=g+h$ of Theorem (4-2), where $g$ is periodic and in $B^{(r)}$. By Theorem (3.23) of Chapter III, $S^{(r)}[g]=S\left[g^{(r)}\right]$ is summable (C, 1), and so also summable ( $\mathrm{C}, r$ ), for almost all $x$. The first part of the theorem will therefore be established if we show that the ( $\mathrm{C}, r$ ) means of $\mathrm{S}^{(r)}[h]$ converge almost everywhere in $\Pi$. These means are

$$
(-1)^{r} \frac{1}{\pi} \int_{-\pi}^{\pi} h(x+t) \frac{d^{r}}{d t^{r}} K_{n}^{r}(t) d t .
$$

By ( 1.9 ) and (1.10),

$$
\left|\frac{d^{r}}{d t^{r}} K_{n}^{r}(t)\right| \leqslant \frac{C}{|t|^{r+1}} \quad(|t| \leqslant \pi),
$$

so that (5.5) is majorized by

$$
\begin{equation*}
C \int_{-\pi}^{\pi}|t|^{-r-1}|h(x+t)| d t . \tag{5.7}
\end{equation*}
$$

This integral is finite at almost all points of $\Pi$, since $|h(x+t)| \leqslant C \chi^{\prime}(x+t)$ for $x$ in $\Pi$ and $|t|$ small enough, and ( $5 \cdot 1$ ) with $\lambda=r$ is finite almost everywhere in $\Pi$.

At each point of $\Pi$ where (5.7) is finite, the means (5.5) are not only bounded but even convergent. For replacing $h$ by 0 outside a sufficiently small neighbourhood of $x$ does not affect the ( $\mathrm{C}, r$ ) summability of $\mathrm{S}^{(r)}[h]$ (see the Remark on p.62), and at the same time makes (5.7) arbitrarily small. This completes the proof of the summability of $S^{(r)}[f]$. By (1-7), the (C,r) sum of $S^{(r)}[f]$ must be $f_{(r)}$ almost everywhere in $E$.

The proof of the summability of $\tilde{S}(r)[f]$ is similar. Here again $\tilde{S}(r)[g]=\tilde{S}\left[g^{(r)}\right]$ is summable ( $\mathrm{C}, 1$ ), and so also ( $\mathrm{C}, r$ ), almost everywhere, and the problem reduces to showing that $\tilde{S}(r)[h]$ is summable (C,r) at almost all points of $\Pi$. If we use the fact that the $r$ th conjugate function $\check{h}_{r}$ exists almost everywhere in $I I$, the proof of the (C,r) summability of $\tilde{S}^{(r)}[h]$ is parallel to the proof of the summability of $S^{(G)}[h]$, and we may omit the details. By (1-25), the (C,r) sum of $\tilde{S}(r)[f]$ is $j_{r}^{r}$ at almost all points of $E$.

The function conjugate to an absolutely continuous function may be unbounded in every interval. Hence if $f$ is differentiable in a set of positive measure, $f$ need not have the same property. However, we have the following
(5.8) Theorem. Let $f$ be integrable, and $F$ the indefinite integral of $f$, both periodic. If $f$ has an $r$-th unsymmetric derivative in a set $E$, the conjugate function $\hat{F}$ of $F$ has an $(r+1)$-th unsymmetric derivative almost everywhere in $E$.

Let $f=g+h$ be the decomposition of (4-2), and let $G$ and $H$ be indefinite integrals of $g$ and $h$. We may suppose that $F=G+H$. By modifying $h$ suitably in an interval contiguous to [l we may suppose that the constant term of $S[h]$ is 0 . Hence the constant term of $\mathrm{S}[g]-\mathrm{S}[f]-\mathrm{S}[h]$ is also 0 , and both $G$ and $H$ are periodic. It follows that $S[G]$ is obtained by termwise integration $r+1$ times of $S\left[G^{(r-1)}\right]=S\left[g^{(r)}\right]$, and consequently $\mathrm{S}[\tilde{T}]=\widetilde{S}[G]$ is obtained by integrating $r+1$ times $\tilde{S}\left[g^{(r)}\right]$, which is a Fourier series. This implies that $G$ has almost everywhere an ordinary derivative of order $r+1$, and it will be enough to show that an unsymmetric $A_{(r+1)}$ exists almost everywhere in $\Pi$.

It simplifies the argument slightly if instead of $A(x)$ we consider

$$
\begin{equation*}
\bar{H}(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{H(t)}{x-t} d t \tag{5.9}
\end{equation*}
$$

which (since $1 / u-\frac{1}{2} \cot \frac{1}{2} u$ is regular for $\left.|u|<2 \pi\right)$ differs from $\theta(x)$ by a function regular in the interior of $(-\pi, \pi)$.

We know that

$$
\begin{gather*}
h(x+t)=o\left(t^{r}\right), \\
\int_{-\pi}^{\pi} \underline{|h(x+t)|}|t|^{r+1}
\end{gather*} t<\infty,
$$

almost everywhere in $\Pi$. We show that $\bar{H}_{(r+1)}$ exists at each $x \in \Pi$ where we have ( $5 \cdot 10$ ), $(5 \cdot 11)$, and $H^{\prime}(x)=0(=h(x))$. Without loss of generality we may suppose that $x=0$ is such a point. By (5•10), $h$ is bounded near the origin, $H$ satisfies condition $\Lambda_{1}$ there, and the integral (5.9) converges near $x=0$. Finally, we may suppose that $H(x)=\int_{0}^{x} h d t$, so that, by (5•10),

$$
H(t)=o\left(t^{r+1}\right)
$$

Write

$$
\begin{align*}
\bar{H}(x) & =-\frac{1}{\pi} \int_{-\pi}^{\pi} H(t)\left[\frac{1}{t}+\frac{x}{t^{2}}+\ldots+\frac{x^{r+1}}{t^{r+2}}+\frac{x^{r+2}}{t^{r+2}} \frac{1}{t-x}\right] d t \\
& =-\frac{1}{\pi} \sum_{k=0}^{r+1} x^{k} \int_{-\pi}^{\pi} H(t) t-(k+1) d t+\frac{x^{r+2}}{\pi} \int_{-\pi}^{\pi} \frac{H(t)}{t^{r+2}(x-t)} d t .
\end{align*}
$$

By (5•12), the coefficients of $x^{k}$ are absolutely convergent integrals provided $k \leqslant r$. If $0<\epsilon<\pi$, integration by parts gives

$$
-(r+1) \int_{ \pm 6}^{ \pm \pi} H(t) t^{-(r+2)} d t=\left[H(t) t^{-(r+1)}\right]_{ \pm 6}^{ \pm \pi}-\int_{ \pm 6}^{ \pm \pi} h(t) t^{-(r+1)} d t,
$$

and, by $(5 \cdot 11)$ and (5.12), the terms on the right have limits as $\epsilon \rightarrow+0$. Hence all the integrals in ( $5 \cdot 13$ ) have meaning, and the theorem will be established if we show that the last integral in ( $5 \cdot 13$ )-call it $\rho(x)$-is $o(1 / x)$ as $x \rightarrow 0$.

Suppose, for example, that $x \rightarrow+0$, fix a small $\epsilon>0$, and write

$$
\begin{align*}
\rho(x)=\int_{-\pi}^{\pi} \frac{H(t)}{t^{r+2}(\bar{x}-t)} d t & =\int_{\epsilon \leqslant|t| \leqslant \pi}+\int_{-\epsilon}^{0}+\int_{0}^{\frac{k}{} x}+\int_{\frac{k}{}}^{\frac{1}{2} x}+\int_{\mathbf{i} x}^{c} \\
& =\sum_{j=1}^{5} I_{j}
\end{align*}
$$

say. Clearly $I_{1}=O(1)=o(1 / x)$. An application of the second mean-value theorem to the (Riemann) integrals $I_{2}, I_{3}, I_{5}$ shows that they are respectively

$$
\frac{1}{x} \int_{-\theta_{1} s}^{0} \frac{H(t)}{t^{r+2}} d t, \quad \frac{2}{x} \int_{\frac{1}{\theta_{0} x}}^{\frac{1}{x} x} \frac{H(t)}{t^{r+2}} d t, \quad-\frac{2}{x} \int_{\frac{1}{2} x}^{\theta_{1} x} \frac{H(t)}{t^{r+2}} d t,
$$

where $0<\theta_{j}<1$, and so, in view of the convergence of $\int_{-\pi}^{\pi} H t^{-r-2} d t$, are arbitrarily small in comparison with $l / x$ provided $\epsilon$ is small enough. Finally write

$$
I_{4}=-\int_{\frac{1}{2} x}^{\frac{1}{t^{r+2}}} \frac{1}{t-x} \frac{H(t)-H(x)}{t-x} d t-H(x) \int_{\frac{1}{2} t^{\frac{1}{r} x} \frac{1}{t+2}}^{d t} \frac{d t}{t-x}=I_{4,1}+I_{4,2}
$$

the last integral being taken in the 'principal value' sense. Since $[H(t)-H(x)] /(t-x)$ is contained between the upper and lower bounds of $h$ in $(x, t),(5 \cdot 10)$ implies that

$$
I_{4,1}=o\left(x^{r}\right) \int_{\frac{1}{2} x}^{\frac{1}{2} x} t^{r-2} d t=o\left(x^{-1}\right) .
$$

By (5.12) and the mean-value theorem,

$$
\begin{aligned}
I_{4.2} & =o\left(x^{r+1}\right) \int_{0}^{\frac{1}{2} x}\left\{\frac{1}{(x-t)^{r+2}}-\frac{1}{(x+t)^{r+2}}\right\} \frac{d t}{t} \\
& =o\left(x^{r+1}\right) \int_{0}^{\frac{1}{x} x} \frac{(r+2) 2 t}{\left(x-\theta_{0} t\right)^{r+3} \frac{d t}{t}=o\left(x^{r+1}\right) O\left(x^{r-3}\right) \frac{1}{2} x=o(1 ; x) .} .
\end{aligned}
$$

Collecting results we see that $\rho(x)=o(1 / x)$, and (5.8) is established.
(5-15) Theorem. Let $f$ be integrable, $F$ the integral of $f$, both periodic. Then $\widetilde{F}$ has almost everywhere an approximate derivative equal to $f$.

This is a corollary of $(5 \cdot 8)$. For let $\Phi$ be the integral of $F$, and suppose that $\Phi$ is periodic. Since $F$ is differentiable almost everywhere, the unsymmetric $\Phi_{(2)}$ exists almost everywhere. By $(1 \cdot 7), S^{n}[\tilde{\Phi}]=\tilde{S}^{\prime \prime}[\Phi]=\tilde{S}[f]$ is summable $(C, 3)$ to sum $\dot{\Phi}_{(2)}$. Hence $\tilde{\Phi}_{(2)}=f^{\prime}$ almost everywhere. Since, by (4-26), we also have $\dot{\Phi}_{(2)}=\left\{\tilde{\Phi}^{\prime}\right\}_{\mathrm{ap}}^{\prime}=\tilde{F}_{\mathrm{ap}}^{\prime}$, alrnost everywhere, the theorem follows.

## 6. The Integral $M$ and Fourier series

The notion of integral which we systematically use is that of Lebesgue; only in very few instances have we considered other definitions (see Chapter V, (1-8); Chapter VII, §4).

The Lebesgue integral has a number of simple properties. For example, if $f$ is integrable, so is $|f|$; an integrable $f$ is almost everywhere the derivative of its indefinite integral; integration by parts holds; finally, we can, under very general conditions, pass to the limit under the sign of integral. These properties, when applied
to Fourier series, give a theory of satisfactory simplicity and generality. No other integral (we disregard Stieltjes type generalizations) has all the properties just listed. Adopting a definition of integral more general than Lebesgue's, we may strengthen individual results, at the expense, however, of the generality and coherence of the theory.

Generalizations of the Lebesgue integral are, nevertheless, of interest for Fourier series, and we consider two of them.

The first generalization is usually called Denjoy's special integral (to distinguish it from Denjoy's general integral, which does not concern us here), or Perron's integral. We shall base it on the notions of major and minor functions, and call it the M-integral. There are other, equivalent, definitions, but this one will have the advantage for setting a perspective for another extension. We recall the basic definitions and properties. $\dagger$

Let $f(x)$ be a real-valued, not necessarily finite-valued, function defined in a finite interval $a \leqslant x \leqslant b$. By a major function for $f$ in ( $a, b$ ), we mean any $\Psi(x), a \leqslant x \leqslant b$, which is continuous, is 0 at $x=a$, and whose Dini numbers at each $x$ are not less than $f(x)$; wherever $f=-\infty$, we require that the Dini numbers of $\Psi$ shall be greater than $-\infty$. A minor function $\Phi(x)$ is defined correspondingly; in particular the Dini numbers of $\Phi$ shall not be greater than $f$, and shall be less than $+\infty$ wherever $f=+\infty$. Since the Dini numbers of $\Psi-\Phi$ are everywhere non-negative, $\Psi(x)-\Phi(x)$ is non-decreasing; in particular $\Psi(b) \geqslant \Phi(b)$. If

$$
\inf _{\Psi} \Psi(b)=\sup _{\Phi} \Phi(b),
$$

we say that $f$ is M-integrable over ( $a, b$ ), call the common value of both sides of ( $6 \cdot 1$ ) the M-integral of $f$ over ( $a, b$ ), and denote it by

$$
\text { (M) } \int_{a}^{b} f(x) d x
$$

We list a few properties of this integral.
(i) Every $f$ integrable M over $(a, b)$ is necessarily measurable, and is integrable M over every subinterval of $(a, b)$. 'The function

$$
F(x)=(\mathrm{M}) \int_{a}^{x} f(t) d t
$$

is continuous, and at almost all points of $(a, b)$ the derivative $F^{\prime \prime}(x)$ exists and equals $f(x)$.
(ii) The M-integrability, and the value of the integral, of an $f$ are not affected if we change the values of $f$ in a set of measure 0 .
(iii) The M-integral is additive for a pair of adjacent intervals. The integral of a sum of two functions is equal to the sum of the integrals.
(iv) Every function integrable L over ( $a, b$ ) is integrable M , and the values of both integrals are the same (this is Lemma (3.8) of Chapter IX); for $f \geqslant 0$ integrabilities L and $M$ are equivalent.
(v) If $f$ is integrable M over ( $a, b$ ), then there is a dense family of subintervals of $(a, b)$ over each of which $f$ is integrable $L$.
(vi) Every function integrable $R$ (we include here functions having improper Riemann integrals) is integrable $M$, and both integrals have the same value.

[^28](vii) If $f$ is M-integrable over $(a, b)$, and $g$ is of bounded variation over ( $a, b$ ), then $f g$ is integrable over ( $a, b$ ), and we have the formula for integration by parts
$$
\int_{a}^{b} f g d x=[F g]_{a}^{b}-\int_{a}^{b} F d g
$$

We apply these properties to Fourier series confining our attention to a few problems only.
(a) If $f$ is periodic and integrable $M$ over a period, it has, by (vii), Fourier coefficients

$$
a_{n}=\frac{1}{\pi}(\mathbf{M}) \int_{0}^{2 \pi} f(x) \cos n x d x, \quad b_{n}=\frac{1}{\pi}(\mathrm{M}) \int_{0}^{2 \pi} f(x) \sin n x d x,
$$

and a Fourier series $\quad \frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{n} \cos n a+b_{n} \sin n x\right)=\sum_{0}^{\infty} A_{n}(x)$.
Suppose that $a_{0}=0$. Then the integral $F(x)$ of $f$ is periodic and continuous, and integration by parts shows that $S[f]=S^{\prime}[F]$. Hence, by Theorem (5•4) in the case $r=1$, the Fourier series of a periodic and M-integrable $f$ is almost everywhere summable (C, 1) to $\operatorname{sum} f(x)$.
(b) The Riemann-Lebesgue theorem, an important tool for Fourier series, fails for the integral M : the coefficients $a_{n}, b_{n}$ need not tend to 0 . But the relation $S[f]=S^{\prime}[F]$, valid if $a_{0}=0$, shows that, in any case,

$$
a_{n}=o(n), \quad b_{n}=o(n) .
$$

These estimates cannot be improved (see Theorem (6.4) below); in particular we cannot replace summability ( $\mathrm{C}, 1$ ) in (a) by summability ( $\mathrm{C}, k$ ), $k<1$.
(c) Suppose that $a_{0}=0$. The relation $S[f]=S^{\prime}[F]$ can also be written $S^{Z}[f]=\tilde{S}^{\prime}[F]$.
(d) Suppose that $f$ is periodic and integrable $M$, and that $f$ is integrable $L$ over a subinterval ( $a, b$ ) of a period. Let $f^{*}$ be the periodic L-integrable function which coincides with $f$ in $(a, b)$, and is 0 elsewhere, $\bmod 2 \pi$. In view of ( $6 \cdot 2$ ) and Theorem ( $9 \cdot 23$ ) of Chapter IX, the differences $S[f]-S\left[f^{*}\right]$ and $\tilde{S}[f]-\tilde{S}\left[f^{*}\right]$ are uniformly summable ( $\mathrm{C}, \mathrm{l}$ ) in each $(a+\epsilon, b-\epsilon)$, the former to 0 . Hence in the intervals where $f$ is integrable L , the behaviour of $\mathrm{S}[f]$ and $\bar{S}[f]$ can be read off from that of $S\left[f^{*}\right]$ and $\bar{S}\left[f^{*}\right]$.
(e) In view of (i), (vii), and Theorem (3.3) of Chapter IV, if $f$ is periodic and integrable $M$, the conjugate function

$$
f(x)=-\frac{1}{\pi} \lim _{\epsilon \rightarrow+0} \frac{1}{\pi} \int_{\epsilon}^{\pi} \frac{f(x+t)-\frac{f(x-t)}{2} \tan \frac{1}{2} t}{t} d t=-\frac{1}{\pi} \lim _{\epsilon \rightarrow+0} \int \frac{F(x+t)+F(x-t)-2 \boldsymbol{F}(x)}{\left(2 \sin \frac{1}{2} t\right)^{2}} d t
$$

exists almost everywhere. By (5.4) and (1-25), if $f$ is periodic and integrable $M, S[f]$ is summable ( $\mathrm{C}, 1$ ) almost everywhere to sum ( $8 \cdot 3$ ).
( $f$ ) If a $\Sigma A_{n}(x)$, with coefficients $\mathrm{o}(n)$ is summable A to an $f(x)$ fnite and integrable M , then the series is $S[f]$. For $f$ integrable L, this is Theorem (7.4) of Chapter IX, and for $f$ integrable $M$ the proof remains the same. Corresponding results hold if we consider the limits of indetermination of partial sums and Abel means.

While Riemann's proper integral is less general than Lebesgue's, no comparison is possible for Riemann's improper integral. The latter is, however, less general than the integral $M$, and the results ( $a$ ) to ( $f$ ) above hold for Riemann's improper integral. For the same reason, the assertion that the estimates ( $6 \cdot 2$ ) are best possible for M-integrals is a corollary of the following theorem
(6-4) Theorza. Given any sequence of positive numbers $\lambda_{n}=o(n)$ there is an R-integrable $f$ whose sine coefficients are greater than $\lambda_{n}$ for infinitely many $n$.

Let $\lambda_{k}=\epsilon_{k} k, \epsilon_{k} \rightarrow 0$. We shall define a sequence of non-overlapping intervals $I_{k}=\left(\frac{1}{2} \alpha_{k}, \alpha_{k}\right)$ approaching the point 0 from the right. Let
(A) $f(x)=c_{k} \sin n_{k} x$ for $x \in I_{k}(k=1,2, \ldots), f=0$ elsewhere. The $c_{k}$ and the integers $n_{1}<n_{z}<$. are to satisfy a number of conditions, in particular:
$(B) n_{k} \alpha_{k}$ are integral multiples of $4 \pi$ (hence $f$ is continuous for $x>0$, and the integral of $f$ over $I_{k}$ is 0$)$;
(C) $c_{k} / n_{k}=1, k \rightarrow 0$ (this implies that $f$ is integrable $R$ over $(0, \pi)$ ).

Let $n_{1}=4, c_{1}=4, I_{1}=\left(\frac{1}{2} \pi, \pi\right)$, and suppose the $n_{i}, c_{i}, \alpha_{i}$ have been defined for $i<k$, and con. sequently $f(x)$ has been defined for $\frac{1}{2} \alpha_{k-1} \leqslant x \leqslant \pi$. Let $\alpha_{k}=4 \pi / p, p$ being the smallest integer such that $\alpha_{k} \leqslant 1 / n_{k-1}$. Hence

$$
\begin{equation*}
1 / n_{k-1} \geqslant \alpha_{k} \geqslant 1 / 2 n_{k-1} \tag{D}
\end{equation*}
$$

Having defined $I_{k}$, we take $n_{k}$ so large that

Write

$$
\begin{equation*}
\left.\int_{I_{k}} \sin ^{2} n_{k} x d x \geqslant t\left|I_{k}\right|=\frac{1}{\delta} \alpha_{k} \quad \text { (the integral tends to }\left|I_{k}\right|\right) \tag{E}
\end{equation*}
$$

$$
\begin{gather*}
\left|\int_{\alpha_{k}}^{\pi} f(x) \sin n_{k} x d x\right|<1  \tag{F}\\
\epsilon_{n_{k}}<1 / 64 k n_{k-1} \tag{G}
\end{gather*}
$$

$$
\int_{0}^{\pi} f(x) \sin n_{k} x d x=\int_{0}^{a_{k+1}}+\int_{i \alpha_{k}}^{\alpha_{k}}+\int_{\alpha_{k}}^{\pi}=P_{k}+Q_{k}+R_{k}
$$

By $(F),\left|R_{k}\right|<1$. Since, by ( $D$ ), $\sin n_{k} x$ increases in ( $0, \alpha_{k+1}$ ), the second mean-value theorem gives $P_{k} \rightarrow 0$. Finally, by $(A),(E),(C),(D),(G)$,

$$
\begin{gathered}
Q_{k}>1 c_{k} \alpha_{k}=n_{k} \alpha_{k} / 8 k>n_{k} / 16 k n_{k-1}>4 \epsilon_{n_{k}} n_{k}=4 \lambda_{n_{k}} \\
\pi b_{n_{k}}>4 \lambda_{n k}-1-0(1)
\end{gathered}
$$

It follows that
that is $b_{n_{k}}>\lambda_{n_{k}}$ for $k$ large.

## 7. The integral $\mathrm{M}^{\mathbf{8}}$

Integral $M$ was introduced by Denjoy (in a way different from that of § 6 ) to integrate an exact derivative, and to show that an everywhere finitely differentiable function is the indefinite integral of the derivative. We now turn to a somewhat similar problem, and show that, with a suitable definition of an integral, an everywhere convergent trigonometric series is the Fourier series of its sum.

There are certain difficulties here. On the one hand, if an everywhere convergent trigonometric series $\Sigma A_{n}(x)$ is the Fourier series of its sum $f(x)$, it is natural to expect that the series $\frac{1}{2} a_{0} x-\Sigma B_{n}(x) / n$ obtained by termwise integration represents the indefinite integral of $f$. On the other hand, there are everywhere convergent series $\Sigma A_{n}(x)$ which after termwise integration cease to converge everywhere;

$$
\Sigma(\log n)^{-1} \sin n x
$$

is an instance in point, and starting from it we can, by the process of condensation of singularities, construct an everywhere convergent $\Sigma A_{n}(x)$ such that $\Sigma B_{n}(x) / n$ diverges in an infinite set, even a set of the power of the continuum (though, of course, it must be of measure 0 , since $\Sigma B_{n}(x) / n$ has coefficients $o(1 / n)$ ). Hence we must expect that the indefinite integral of $f$ need not be defined everywhere, and that the integrability of $f$ over a period need not imply integrability over every interval.

However, if $\Sigma A_{n}(x)$ converges everywhere to sum $f(x)$, the series $\frac{1}{4} a_{0} x^{2}-\Sigma A_{n}(x) / n^{2}$ obtained by two successive integrations converges uniformly, and we may expect that its sum $F(x)$ represents a second integral of $f$. Hence we may try to deal directly with second integrals, without defining first integrals, and in what follows we shall follow this course.

Consider an $f(x), a \leqslant x \leqslant b$, real-valued, possibly $\pm \infty$ at some points. A function $\Psi(x)$ will be called a major function (of order 2 , to distinguish it from the major functions considered in §6, which we shall occasionally call major functions of order 1) for $f$ if $\Psi$ is continuous, is 0 at $x=a$ and $x=b$, and if

$$
\underline{D}^{2} \Psi(x)=\liminf _{h \rightarrow 0} \frac{\Psi(x+h)+\Psi(x-h)-2 \Psi(x)}{h^{2}} \geqslant f(x)
$$

at each $x$ interior to ( $a, b$ ); wherever $f(x)=-\infty$ we require strict inequality in (7.1). A minor function $\Phi(x)$ is defined correspondingly, by replacing in (7•1) $\underline{D}^{2}$ by $\bar{D}^{2}$ and lim inf by lim sup, reversing the sign of inequality, and requiring strict inequality wherever $f(x)=+\infty$. In what follows, $\Psi(x)$ (with or witheet indices) will always denote a major function, $\Phi(x)$ a minor function.

If $\Omega(x)=\Psi(x)-\Phi(x)$, the hypotheses imply that $\underline{D}^{2} \Omega \geqslant \underline{D}^{2} \Psi-\bar{D}^{2} \Phi \geqslant 0$, so that $\Omega$ is convex (Chapter I, (10.7)) and, since $\Omega(a)=\Omega(b)=0$, non-positive in ( $a, b$ ). Hence, if $a \leqslant c \leqslant b$ we always have $\Psi(c) \leqslant \Phi(c)$, and in particular

$$
\sup _{\Psi} \Psi(c) \leqslant \inf _{\Phi} \Phi(c) .
$$

If we have equality here for some $c$, then it holds for any other $c$, since if a sequence of convex functions $\Omega_{n}(x)$ equal to 0 at $x=a$ and $x=b$ tends to 0 at some point interior to ( $a, b$ ), then it tends to 0 , even uniformly, in the whole interval ( $a, b$ ); this fact will be repeatedly used below. In this case we say that $f$ is $\mathrm{M}^{2}$-integrable over ( $a, b$ ), and denoting the common value of $\sup _{\Psi} \Psi(x)$ and $\inf _{\Phi} \Phi(x)$ by $F(x)(a \leqslant x \leqslant b)$, we call $F(x)$ the normalized (by the condition $F(a)=F(b)=0$ ) second indefinite integral of $f$ in $(a, b)$; in symbols

$$
\begin{equation*}
F(x)=\left(\mathrm{M}^{2}\right) \int_{(a, b, x)} f(y) d y . \tag{7•2}
\end{equation*}
$$

If we add to $F(x)$ any linear function, we call the sum a second indefinite integral of $f$ in ( $a, b$ ).

We establish a number of properties of $F(x)$.
(i) For any $\Phi(x), \Psi(x)$, we have

$$
\Psi(x) \leqslant F(x) \leqslant \Phi(x),
$$

and both differences $\Psi(x)-F(x)$ and $F(x)-\Phi(x)$ are convex in $(a, b)$.
Let $\left\{\Phi_{n}(x)\right\}$ and $\left\{\Psi_{n}(x)\right\}$ be such that $\Psi_{n}(x)-\Phi_{n}(x) \rightarrow 0$ in $(a, b)$. Hence $\Phi_{n}(x) \rightarrow F(x)$, $\Psi_{n}(x) \rightarrow F(x)$. Since $\Psi_{n}(x)-\Phi(x)$ and $\Psi(x)-\Phi_{n}(x)$ are convex and non-positive in ( $a, b$ ), the same follows for the limit functions $F(x)-\Phi(x)$ and $\Psi(x)-F(x)$.
(ii) If $f$ is integrable $\mathrm{M}^{2}$ in $(a, b)$ it is integrable $\mathrm{M}^{2}$ in every subinterval ( $a^{\prime}, b^{\prime}$ ). Let $\Psi_{n}$ and $\Phi_{n}$ be major and minor functions for $f$ such that $\Psi_{n}-\Phi_{n} \rightarrow 0$, and let $L_{n}^{(1)}$ and $L_{n}^{(2)}$ be linear functions taking at $a^{\prime}$ and $b^{\prime}$ the same values as $\Psi_{n}$ and $\Phi_{n}$ respectively.

Then $L_{n}^{(1)}$ and $L_{n}^{(2)}$ tend to a common limit $L(x), \Psi_{n}^{*}=\Psi_{n}-L_{n}^{(1)}$ and $\Phi_{n}^{*}=\Phi_{n}-L_{n}^{(8)}$ are respectively major and minor functions for $f$ in $\left(a^{\prime}, b^{\prime}\right)$, and $\Psi_{n}^{*}-\Phi_{n}^{*} \rightarrow 0$ in ( $a^{\prime}, b^{\prime}$ ).
Incidentally, $\int_{(a, b, x)} f(y) d y-\int_{\left(a^{\prime}, b^{\prime} ; x\right)} f(y) d y$ is linear in $\left(a^{\prime}, b^{\prime}\right)$.
(iii) If $f$ is integrable M (in particular integrable L ) in ( $a, b$ ), it is also integrable $\mathrm{M}^{2}$.

Let $\psi_{n}(x)$ and $\phi_{n}(x)$ be major and minor functions of order 1 for $f$ in $(a, b)$, such that $\psi_{n}(x)-\phi_{n}(x)$ tends (uniformly) to 0 , and let

$$
\Psi_{n}(x)=\int_{a}^{x} \psi_{n}(y) d y+L_{n}^{(1)}(x), \quad \Phi_{n}(x)=\int_{a}^{x} \phi_{n}(y) d y+L_{n}^{(2)}(x),
$$

where $L_{n}^{(1)}$ and $L_{n}^{(2)}$ are linear functions such that $\Psi_{n}$ and $\Phi_{n}$ vanish at $x=a$ and $x=b$. Clearly $\Psi_{n}$ and $\Phi_{n}$ are major and minor functions of order 2 for $f$ in $(a, b)$ and since $L_{n}^{(1)}$ and $L_{n}^{(2)}$ tend to a common limit $L(x)$, we also have $\Psi_{n}(x)-\Phi_{n}(x) \rightarrow 0$ in $(a, b)$, and (iii) follows. We also have

$$
\left(\mathrm{M}^{2}\right) \int_{(a, b, x)} f d y=\int_{a}^{x}\left\{(\mathrm{M}) \int_{a}^{y} f d t\right\} d y+L(x) .
$$

(iv) If $f_{1}$ and $f_{2}$ are integrable $\mathrm{M}^{2}$ in ( $a, b$ ), and $c_{1}, c_{2}$ are constants, then $f=c_{1} f_{1}+c_{2} f_{2}$ is integrable $\mathrm{M}^{2}$ in $(a, b)$ and

$$
\int_{(a, b, x)} f(y) d y=c_{1} \int_{(a, b, x)} f_{1}(y) d y+c_{2} \int_{(a, b, x)} f_{2}(y) d y
$$

This is obvious when $f=c_{1} f_{1}$ (consider separately the cases $c_{1}>0$ and $c_{1}<0$ ) and when $f=f_{1}+f_{2}$. and the general case follows from these two.
(v) If $f$ is integrable $\mathrm{M}^{2}$ in $(a, b)$, then $F(x)=\int_{(a, b, x)} f(y) d y$ is continuous, and, almost everywhere, a finite $D^{2} F(x)$ exists and equals $f(x)$.

Let $G(x)$ be convex and continuous in $\alpha \leqslant x \leqslant \beta$; we shall find estimates for the measure of the set of points where $D^{2} G(x) \geqslant k>0$.

Suppose first that $G$ is non-decreasing, and denote by $g(x)$ the right-hand side derivative of $G(x)$; in every ( $\alpha^{\prime}, \beta^{\prime}$ ) interior to ( $\alpha, \beta$ ), $g(x)$ is non-decreasing and bounded and $g^{\prime}(x)$ exists almost everywhere and is L -integrable. We have

$$
\begin{aligned}
G\left(\beta^{\prime}\right)-G\left(\alpha^{\prime}\right)=\int_{\alpha^{\prime}}^{\beta^{\prime}} g(x ; d x \geqslant & \int_{\alpha^{\prime}}^{\beta^{\prime}}\left\{g(x)-g\left(\alpha^{\prime}\right)\right\} d x \\
& \geqslant \int_{\alpha^{\prime}}^{\beta^{\prime}}\left\{\int_{a^{\prime}}^{x} g^{\prime}(y) d y\right\} d x=\int_{\alpha^{\prime}}^{\beta^{\prime}}\left(\beta^{\prime}-y\right) g^{\prime}(y) d y
\end{aligned}
$$

and, making $\alpha^{\prime} \rightarrow \alpha . \beta^{\prime} \rightarrow \beta$, we obtain

$$
G(\beta)-G(\alpha) \geqslant \int_{\alpha}^{\beta}(\beta-y) g^{\prime}(y) d y \geqslant \int_{\alpha+e}^{\beta}(\beta-y) g^{\prime}(y) d y
$$

for any $\epsilon<\beta-\alpha$. It follows that the set of points in ( $\alpha+\epsilon, \beta$ ) where $g^{\prime} \geqslant k$ is of measure not exceeding $\{G(\beta)-G(\alpha)\} / k \varepsilon$, and hence the subset of $(\alpha, \beta)$ where $g^{\prime} \geqslant k$ has measure not exceeding $\epsilon+\{G(\beta)-G(\alpha)\} / k \varepsilon$, a result valid even if $\epsilon \geqslant \beta-\alpha$.

A similar estimate, with $G(\alpha)-G(\beta)$ for $G(\beta)-G(\alpha)$, holds for $G(x)$ convex and nonincreasing. Since for a general convex $G$ we can split $(\alpha, \beta)$ into two subintervals in
each of which $G$ is monotone, we see that for any $\epsilon>0, k>0$ the subset of ( $\alpha, \beta$ ) where $g^{\prime} \geqslant k$ has measure not exceeding

$$
2 \epsilon+2 \omega / k \varepsilon
$$

where $\omega$ is the oscillation of $G$ in $(a, b)$. Since $D^{2} G(x)=g^{\prime}(x)$ wherever $g^{\prime}(x)$ exist, as we easily see from the formula

$$
\underline{G(x+h)}+\frac{G(x-h)-2 G(x)}{h^{2}}=\frac{1}{h^{2}} \int_{0}^{h}[g(x+t)-g(x-t)] d t
$$

(in particlar, $D^{2} G$ exists almost everywhere), we come to the following conclusion: if the oscillation of a convex $G(x)$ in $(\alpha, \beta)$ is small, $D^{2} G(x)$ is small except in a set of small measure.

Return to (iv), and consider a major function $\Psi$ for $f$. In the decomposition $F=(F-\Psi)+\Psi$ the function $F-\Psi$ is convex and, for a suitable $\Psi$, uniformly small. Hence $D^{2}(F-\Psi)$ is small except in a small set. Since $\underline{D}^{24} \Psi(x) \geqslant f(x)$ and $D^{2} \Psi(x)>-\infty$ for all $x$, it easily follows that $\underline{D}^{2} F(x) \geqslant f(x), \underline{D}^{2} F(x)>-\infty$ at almost all points in $(\alpha, \beta)$. Using minor functions we similarly obtain that $\bar{D}^{2} F^{\prime}(x) \leqslant f(x), \bar{D}^{2} F(x)<+\infty$ almost everywhere in ( $\alpha, \beta$ ), and ( $v$ ) follows.
(vi) If $f(x)$ is $\mathrm{M}^{2}$-integrable in $(\alpha, \beta)$, and if $f_{1} \equiv f$, then $f_{1}$ is also $\mathrm{M}^{2}$-integrable and

$$
\int_{(a, b, x)} f(y) d y=\int_{(a, b, x)} f_{1}(y) d y .
$$

We first consider the case when $f_{1}$ can differ from $f$ only in the set $E$ of points where $f=+\infty$. Hence $f_{1} \leqslant f$, and any major function $\Psi$ for $f$ is a major function for $f_{1}$.

Since, by (v),$|E|=0$, the function $h(x)$ equal to $-\infty$ in $E$ and to 0 elsewhere is, by (ii), $\mathrm{M}^{2}$ integrable over ( $a, b$ ) and, by (7.3), its normalized second indefinite integral is 0 identically. Let $\Phi^{*}$ be a minor function for $h$; hence $\bar{D}^{2} \Phi^{*} \leqslant 0$ everywhere, $\bar{D}^{2} \Phi^{*}=-\infty$ in $E$. If $\Phi$ is a minor function for $f$, the sum $\Phi+\Phi^{*}$ is a minor function for $f_{1}$; for

$$
\bar{D}^{2}\left(\Phi+\Phi^{*}\right) \leqslant \bar{D}^{2} \Phi+\bar{D}^{2} \Phi^{*},
$$

where the two terms on the right can never be $+\infty$; hence

$$
\begin{gathered}
\bar{D}^{2}\left(\Phi+\Phi^{*}\right)=-\infty \leqslant f_{1} \quad \text { in } E, \\
\bar{D}^{2}\left(\Phi+\Phi^{*}\right) \leqslant \bar{D}^{2} \Phi \leqslant f=f_{1}<+\infty \quad \text { outside } E .
\end{gathered}
$$

Since $\Psi-\Phi$ and $\Phi^{*}$ can be made arbitrarily small, the same holds for $\Psi-\left(\Phi+\Phi^{*}\right)$ and (vi) is established in the case considered.

Similarly, we can prove (vi) in the case when $f_{1}$ can differ from $f$ only in the set where $f=-\infty$. Passing to the general case, let $g(x)=f(x)$ wherever $f$ is finite, and $g(x)=0$ elsewhere. The function $g$ is finite-valued, the decomposition $f_{1}=\left(f_{1}-g\right)+g$ has meaning, the normalized second indefinite integral for $g$ is the same as for $f$, the normalized integral for $f_{1}-g(\equiv 0)$ is identically 0 , and it is enough to apply (iv).

We can now speak of $\mathrm{M}^{2}$-integrals of functions defined only almost everywhere. since we may complete the definition of the function in the exceptional set of measure 0 in an arbitrary way.
(vii) Suppose that the partial sums of a trigonometric series $\Sigma A_{n}(x)$ are bounded at each $x$, and let

$$
F(x)=1 a_{0} x^{2}-\sum_{1}^{\infty} A_{n}(x) / n^{2}
$$

Then $D^{2} F(x)$ exists and is finite almost everywhere, and is $\mathrm{M}^{2}$ integrable in any finite interval $(a, b)$, and $F(x)$ is a second indefinite integral of $D^{2} F$.

The hypothesis implies that the coefficients of $\Sigma A_{n}(x)$ are bounded; hence $F(x)$ is continuous. We also have (Chapter IX, (2.7))

$$
\underline{F(x+h)}+\frac{F(x-h)-2 F(x)}{h^{2}}=O(1) \quad(h \rightarrow 0)
$$

at each $x$, which, by ( $4 \cdot 30$ ), implies that $D^{2} F(x)$ exists and is finite almost everywhere.
The rest of the assertion follows from the fact that if $L(x)$ is the linear function coinciding with $F(x)$ at $x=a$ and $x=b$, then $F(x)-L(x)$ is both a major and minor function for $f(x)=\underline{D}^{2} F(x)$.

So far we have only considered real-valued functions. If $f$ is complex-valued, $f=f_{1}+i f_{2}$, we may say that $f$ is $\mathrm{M}^{2}$-integrable over ( $a, b$ ), if $f_{1}$ and $f_{2}$ are, and define the (normalized) second indefinite integral of $f$ as $F_{1}+i F_{2}$, where $F_{k}$ is the (normalized) second integral of $f_{k}(k=1,2)$.

It is clear that (vii) holds for a complex-valued trigonometric series $\Sigma c_{k} e^{i k x}$ if its (symmetric) partial sums are bounded at each $x$, and $F(x)$ is defined as

$$
\frac{1}{2} c_{0} x^{2}-\Sigma^{\prime} c_{k} e^{i k x} / k^{2}
$$

Before we prove our final result, we must express the Fourier coefficients of a function in terms of $\mathbf{M}^{2}$-integrals. Consider first the Fourier series
of an $f \in \mathrm{~L}$. We have

$$
\begin{gathered}
\sum_{-\infty}^{+\infty} c_{k} e^{i k x} \\
c_{0}=\frac{1}{2 \pi} \int_{a}^{\alpha+2 \pi} f(x) d x
\end{gathered}
$$

for any $\alpha$. Integrating this over $-2 \pi \leqslant \alpha \leqslant 0$, and denoting by $F(x)$ a second integral of $f$, we obtain

$$
c_{0}=\frac{1}{4 \pi^{2}}\{F(2 \pi)+F(-2 \pi)-2 F(0)\}
$$

a result independent of the arbitrary linear component of $F(x)$.
Given any $f$ : if $F$ is its second indefinite integral, we shall write

$$
F(x+h)+F(x-h)-2 F(x)=\mathrm{V}(f ; x, h)
$$

With this notation, the formula for $c_{0}$ becomes

$$
c_{0}=\frac{1}{4 \pi^{2}} \mathrm{~V}(f ; 0,2 \pi)
$$

(7.5) Theorem. Suppose that $\Sigma c_{k} e^{i k x}$ has bounded partial sums at each point $x$, and write $F(x)=\frac{1}{2} c_{0} x^{2}-\Sigma^{\prime} c_{k} k^{-2} e^{i k x}$. Then

$$
f(x)=D^{2} F(x)
$$

exists almost everywhere, the products

$$
f(x) e^{-\{m x} \quad(m=0, \pm 1, \pm 2, \ldots)
$$

are $\mathrm{M}^{2}$-integrable over every finite interval, and

$$
c_{m}=\frac{1}{4 \pi^{2}} \mathrm{~V}\left(f e^{-i m x} ; 0,2 \pi\right)
$$

for each $m$.
By (vii) (in the complex case), $f=D^{2} F$ exists almost everywhere and is $M^{2}$-integrable over any finite interval, and $F$ is a second indefinite integral of $f$. From $F(x)=\frac{1}{2} c_{0} x^{2}-\Sigma^{\prime} c_{k} k^{-2} e^{i k x}$ we immediately deduce that

$$
\frac{1}{4 \pi^{2}}[F(2 \pi)+F(-2 \pi)-2 F(0)]=c_{0},
$$

and (7.6) follows from $m=0$.
Consider the formal product $\Sigma c_{k+m} e^{i k x}$ of $\Sigma c_{k} e^{i k x}$ and $e^{-i m x}$. The partial sums of $\Sigma c_{k+m} e^{i k x}$ are bounded at each $x$. It follows that $\Sigma c_{k+m} e^{i k x}$ is summable $R$ almost everywhere to a sum $g(x)$, and that

$$
c_{m}=\frac{1}{4 \pi^{2}} V(g ; 0,2 \pi)
$$

It is enough to show that $g=f e^{-i m x}$ almost everywhere.
To this end observe that, by (1•7), we may take for $f$ and $g$ the (C, 3) sums of $\Sigma c_{k} e^{i k r}$ and $\Sigma c_{k+m} e^{i k x}$ respectively. Also observe that the two sequences

$$
\begin{equation*}
c_{k} e^{i k x}, \quad c_{-k} e^{-i k x} \quad(k=0,1,2, \ldots) \tag{7.7}
\end{equation*}
$$

are summable ( $\mathrm{C}, 1$ ) almost everywhere to 0 . This follows from the fact that the two series $\sum_{0}^{\infty}(k+1)^{-1} c_{k} e^{i k x}$ and $\sum_{0}^{\infty}(k+1)^{-1} c_{-k} e^{-i k x}$ have coefficients $O(1 / k)$, and so are convergent wherever they are summable (C, 1) (Chapter III, ( $1 \cdot 26$ )); it is now enough to apply the fact that, if $\Sigma u_{k}$ converges then $u_{0}+2 u_{1}+\ldots+(k+1) u_{k}=o(k)$.

By the final remarks of Chapter IX, at the points where the two sequences (7.7) are summable ( $\mathrm{C}, 1$ ) to 0 the series $\sum_{k=-\infty}^{+\infty} c_{k+m} e^{i k x}$ is equisummable ( $\mathrm{C}, 1$ ), and so also (C, 3), with $e^{-i m x} \sum_{k=-\infty}^{\infty} c_{k} e^{i k x}$. Hence $g=f e^{-i m x}$ almost everywhere and (7.5) is proved completely.

Remark. The example of the series $\frac{1}{2}+\cos x+\cos 2 x+\ldots$ shows that, if the partial sums of $\Sigma c_{k} e^{i k x}$ are allowed bo be unbounded at a single point, (7.6) need not be true. If, however, $c_{k} \rightarrow 0$, the conclusions of $(7 \cdot 5)$ hold even if the partial sums of $\Sigma c_{k} e^{i k x}$ cease to be bounded at a denumerable set of points. The function $F$ is then smooth, and the exceptional denumerable get does not affect the validity of the result; we omit the details, which are not difficult.

## MISCELLANFOUS THEOREMS AND FXAMPLES

1. Let $\chi_{A}(t)=\frac{1}{4}\{f(x+t)+f(x-t)\}$.
(i) If $\beta>\alpha \geqslant 0$, and if (C, $\alpha) \chi_{\varepsilon_{0}}(t) \rightarrow s$ as $t \rightarrow+0$, then $S[f]$ is summable ( $\mathrm{C}, \beta$ ) at $x=x_{0}$ to sum $s$.
(ii) If $\beta>-1, \alpha>\beta+1$, and if $S[f]$ is summeble (C, $\beta$ ) at $x=x_{0}$ to sum $\theta$, then $(C, \alpha) X_{f_{0}}(t) \rightarrow s$ es $t \rightarrow 0$. (Bosanquet (2].)
2. If $f$ is bounded and $f \sim \Sigma A_{n}(x)$, then $\Sigma B_{n}\left(x_{0}\right)$ is summable $C$ if and only if it is summable $(C, \epsilon)$ for every $\epsilon>0 ; \Sigma B_{n}\left(x_{0}\right)$ is summable $C$ if and only if the integral

$$
-\frac{1}{\pi} \int_{0}^{\pi}\left[f\left(x_{0}+t\right)-f\left(x_{0}-t\right)\right] \frac{1}{2} \cot \frac{1}{t} t d t
$$

exists; and if the integral exists, it represents the C-sum of $\Sigma B_{n}\left(x_{0}\right)$. (Prasad [2], Hardy and Littlewood [26].)
3. Suppose that $F(x)$ is non-decreasing, and $F(x+2 \pi)-F(x)$ is constant.
(i) If $\mathrm{S}[d F]$ is summable C at $x$, then it is summable ( $\mathrm{C}, \varepsilon$ ) at that point, for each $\epsilon>0$.
(ii) A necessary and sufficient condition for $S[d F]$ to be summable $C$ at $x$ to sum $s$ is that

$$
\lim _{t \rightarrow 0} \frac{F(x+t)-F(x-t)}{2 t}=s
$$

[The proof is similar to that of (2.26).]
4. If $\sum_{0}^{\infty} C_{n} e^{j \beta \varepsilon}$ is everywhere summable ( $C,-\varepsilon$ ), $0<\epsilon<1$, to a finite sum $f(x)$, then $f(x)$ is M. integrable, and $\Sigma c_{n} e^{i n e}$ is the Fourier series of $f$.

## CHAPTER XII

## INTERPOLATION OF LINEAR OPERATIONS. MORE ABOUT FOURIER COEFFICIENTS

## 1. The Riesz-Thorin theorem

In this section we prove a general theorem on linear operations which, when applied to trigonometric series, leads to a number of interesting results. The proof of the theorem is based on the following maximum principle of Phragmén and Lindelöf:
(1-1) Theorem. Suppose that $f(z), z=x+i y$, is continuous and bounded in the closed strip

$$
B: \quad \alpha \leqslant x \leqslant \beta,
$$

and regular in the interior of $B . I f|f(z)| \leqslant M$ on the lines $x=\alpha$ and $x=\beta$, then $|f(z)| \leqslant M$ also in the interior of $B$. If, in addition, $\left|f\left(z_{0}\right)\right|=M$ at a point $z_{0}$ interior to $B$, then $f(z)$ is constant.

Suppose first that

$$
f(x+i y) \rightarrow 0
$$

as $y \rightarrow \pm \infty$, uniformly in $\alpha \leqslant x \leqslant \beta$. If $z_{0}=x_{0}+i y_{0}$ is in the interior of $B$, the inequality $\left|f\left(z_{0}\right)\right| \leqslant M$ follows from the classical maximum principle applied to $f$ in the rectangle $\alpha \leqslant x \leqslant \beta,|y| \leqslant \eta$, where $\eta$ is so large that $\eta>\left|y_{0}\right|$ and $|f(x \pm i \eta)| \leqslant M$ for $\alpha \leqslant x \leqslant \beta$.

If (1-2) does not hold, we consider the function

$$
f_{n}(z)=f(z) e^{z^{2} / n}=f(z) e^{\left(x^{2}-v^{\eta} / n\right.} e^{2 i x y / n} \quad(n=1,2, \ldots)
$$

which satisfies (1-2), and on the lines $x=\alpha$ and $x=\beta$ does not exceed $M e^{\gamma^{2 / n}}$, where $\gamma=\max (|\alpha|,|\beta|)$. Hence

$$
\left|f_{n}\left(z_{0}\right)\right| \leqslant M e^{\gamma^{2} / n}
$$

and on making $n \rightarrow \infty$ we get $\left|f\left(z_{0}\right)\right| \leqslant M$.
If $\left|f\left(z_{0}\right)\right|=M$, then $f$ is constant, for otherwise in the neighbourhood of $z_{0}$ we should have points $z$ such that $|f(z)|>\left|f\left(z_{0}\right)\right|=M$, which is impossible.

It is convenient to state the Phragmén-Lindelöf principle in a slightly stronger form, which, however, is a corollary of (1-1).
(1-3) Theorem. Suppose that $f(z)$ is continuous and bounded in the strip B, and regular in the interior of $B$, and that

$$
|f(\alpha+i y)| \leqslant M_{1}, \quad|f(\beta+i y)| \leqslant M_{2}
$$

for all $y$. Then for every $z_{0}=x_{0}+i y_{0}$ in the interior of $B$ we have

$$
\left|f\left(x_{0}+i y_{0}\right)\right| \leqslant M_{1}^{L\left(x_{0}\right)} M_{2}^{1-L\left(x_{0}\right)}
$$

where $L(t)$ is the linear function taking the values 1 and 0 for $t=\alpha$ and $t=\beta$ respectively. If we have equality in (1.5), then

$$
F(z)=f(z) / M_{1}^{L(z)} M_{2}^{1-L(s)}
$$

is a constant of absolute value 1 .

It is enough to observe that $F(z)$ satisfies the hypotheses of (1•1) with $M=1$.
Theorem (1-3) connects the upper bounds of $|f|$ on the three lines $x=\alpha, x=x_{0}$. $x=\beta$, and is often called the three-line theorem.

We now introduce some notions from the theory of linear operations.
Let $R$ be any measure space, i.e. a space on which a non-negative and totally additive measure (mass distribution) $\mu(E)$ is defined, at least for some ('measurable') subsets $E$ of $R$. For our purposes it is enough to assume that $R$ is an $n$-dimensional Euclidean space, or a subset of it. The notion of measure leads to that of the Lebesgue-Stieltjes integral

$$
\int_{R} f d \mu
$$

of a complex-valued function $f$. The most elementary properties of this integral we take for granted. The important special cases-and the only ones interesting in our applications-are when
(i) $\mu(E)$ is the Lebesgue measure of $E$; or
(ii) the mass $\mu$ is concentrated at a denumerable sequence of points $a_{1}, a_{2}, \ldots$.

In the first case, (1.6) is the ordinary Lebesgue integral. In the second, (1.6) may be defined as

$$
\Sigma f\left(a_{i}\right) \mu_{i},
$$

where $\mu_{i}$ is the mass concentrated at $a_{i}$ and the series converges absolutely. The reader unfamiliar with the Lebeague-Stieltjes integral may still proceed provided he interprets ( $1 \cdot 6$ ) in one of these two ways.

We consider only functions measurable with respect to $\mu$, write

$$
\begin{gather*}
\|f\|_{r, \mu}=\left(\int_{R}|f|^{r} d \mu\right)^{1 / r} \\
\|f\|_{\infty, \mu}
\end{gather*}
$$

for $0<r<\infty$, and denote by
the essential upper bound of $|f|$ on $R$, that is, the least number $M$ such that $|f| \leqslant M$ except on a set $E$ for which $\mu\left(E^{\prime}\right)=0$. We denote by $L^{r, \mu}$ the class of functions such that $\|f\|_{r, \mu}$ is finite. If no confusion arises, we write $\|f\|_{r}$ and $\mathrm{L}^{r}$ instead of $\|f\|_{r, \mu}$ and $\mathcal{L}^{r, \mu}$. In the rest of this section we always have $1 \leqslant r \leqslant \infty$.

We call simple any function taking only a finite number of values and (if $\mu(R)$ is infinite) vanishing outside a subset of $R$ of finite measure. The set of all simple functions will be denoted by $S$. It follows from the definition of the integral that the set $S$ is dense in every $L^{r}, 1 \leqslant r<\infty$, though not necessarily in $L^{\infty}$ unless $\mu(R)$ is finite.

We need the following two results, in which $r^{\prime}=r /(r-1)$ :

$$
\begin{gather*}
\left|\int_{R} f g d \mu\right| \leqslant\|f\|_{r}\|g\|_{r} \quad(1 \leqslant r \leqslant \infty),  \tag{1.8}\\
\|f\|_{r}=\sup _{g}\left|\int_{R} f g d \mu\right| \quad\left(g \in S,\|g\|_{r}=1,1 \leqslant r \leqslant \infty\right) . \tag{1.9}
\end{gather*}
$$

The first is Hölder's inequality, whose proof in the general case is the same as for one-dimensional Lebesgue integrals (eee Chapter I, §9). The proof of the second, again in the case of one-dimensional integrals and for $g$ not necessarily simple, was given in Chapter I, p. 19. The extension to Lebesgue-Stieltjes integrals does not require new
ideas. That for $g$ we can take simple functions is easily verified direotly when $r^{\prime}=\infty$, and follows when $r^{\prime}<\infty$ from the fact that $S$ is dense in $L$.

Denote by $R_{1}$ and $R_{2}$ two measure spaces with measures $\mu$ and $\nu$ respectively. Let

$$
h=T f
$$

be a linear operation from $R_{1}$ to $R_{2}$. By this we mean that

$$
T\left(\alpha_{1} f_{1}+\alpha_{2} f_{2}\right)=\alpha_{1} T f_{1}+\alpha_{2} T f_{2}
$$

for all complex numbers $\alpha_{1}, \alpha_{2}$ and all complex-valued functions $f$ on $R_{1}$ with $\|f\|_{r}$ finite, and that the function $h$ is defined on $R_{2}$. We say that the operation $T$ is of type $(r, s)$, where $1 \leqslant r \leqslant \infty, 1 \leqslant s \leqslant \infty$, if

$$
\|h\|_{s, \nu} \leqslant M\|f\|_{r, \mu}
$$

The least value of $M$ here is the norm of the operation (see Chapter IV., §9).
If $T f$ is initially defined for simple functions only, and if $1 \leqslant r<\infty$, then there is a unique extension of it, as a linear operation and with the same value of $M$ in (1.10), to the whole of $L^{r, \beta}$ (see Chapter IV, (9-3)).

Our main result can now be stated as follows:
(1-11) Theorem of M. Riesz-Thorin. Let $R_{1}$ and $R_{2}$ be two measure spaces with measures $\mu$ and $\nu$ respectively. Let $T$ be a linear operation defined for all simple functions $f$ on $R_{1}$. Suppose that $T$ is simultaneously of type $\left(1 / \alpha_{1}, 1 / \beta_{1}\right)$ and $\left(1 / \alpha_{2}, 1 / \beta_{2}\right)$, i.e. that

$$
\begin{equation*}
\|T f\|_{1 / \beta_{1}} \leqslant M_{1}\|f\|_{1 / \alpha_{1}}, \quad\|T f\|_{1 / \beta_{2}} \leqslant M_{2}\|f\|_{1 / \alpha_{2}} \tag{1-12}
\end{equation*}
$$

the points $\left(\alpha_{1}, \beta_{1}\right)$ and $\left(\alpha_{2}, \beta_{2}\right)$ belonging to the square

$$
0 \leqslant \alpha \leqslant 1, \quad 0 \leqslant \beta \leqslant 1 .
$$

Then $T$ is also of the type $(1 / \alpha, 1 / \beta)$ for all

$$
\alpha=(1-t) \alpha_{1}+t \alpha_{2}, \quad \beta=(1-t) \beta_{1}+t \beta_{2} \quad(0<t<1),
$$

and

$$
\|T f\|_{N_{\beta}} \leqslant M_{1}^{1-} M_{2}^{\prime}\|f\|_{V_{a}} .
$$

In particular, if $\alpha>0$ the operation $T$ can be uniquely extended to the whole space $\mathrm{L}^{1 / a, \mu}$, preserving (1-14).

We fix $t$ in (1-13), and so also the numbers $\alpha, \beta$, and consider the functions

$$
\alpha(z)=(1-z) \alpha_{1}+z \alpha_{2}, \quad \beta(z)=(1-z) \beta_{1}+z \beta_{2},
$$

which for $z=0, z=1, z=t$ reduce to $\alpha_{1}, \beta_{1} ; \alpha_{2}, \beta_{2} ; \alpha, \beta$ respectively. We consider $z$ in the strip $0 \leqslant x \leqslant 1$, which we call $B$. For any simple $f$,

$$
\|T f\|_{\nu / \beta}=\sup _{g}\left|\int_{R_{1}} T f . g d \nu\right|_{\left(g \in S,\|g\|_{I K_{1}-\infty}=1\right) .}
$$

We may suppose that $\|f\|_{I_{\alpha}}=1$. Fixing $f$ and $g$, consider the integral

$$
I=\int_{R_{1}} T f . g d \nu
$$

We write

$$
f=|f| e^{i x}, \quad g=|g| e^{i v}
$$

and introduce the functions

$$
\begin{align*}
F_{z} & =|f|^{\alpha(z) \alpha} e^{i u} \\
G_{z} & =|g|^{(1-\beta(z))(1-\beta)} e^{i v}
\end{align*}
$$

where we temporarily suppose that $\alpha>0$ and $\beta<1$. The integral

$$
\Phi(z)=\int_{R_{1}} T F_{z} \cdot G_{z} d \nu
$$

reduces to $I$ for $z=t$.
If $f=0, F_{z}$ is to be taken as 0 whatever the value of the exponent; similarly for $G_{z}$. Thus, if $c_{1}, c_{2}, \ldots$ are the distinct non-zero values of $f$, and $\chi_{1}, \chi_{2}, \ldots$ the characteristic functions of the sets where these values are taken, and if $c_{j}=\left|c_{j}\right| e^{i u_{j}}$ we have

$$
F_{z}=\Sigma e^{i u_{j}}\left|c_{j}\right|^{\alpha(\mathrm{s}) / \alpha} \chi_{j} .
$$

A similar formula, with exponents $(1-\beta(z))_{\prime}^{\prime}(1-\beta)$, holds for $G_{z}$. If we replace $\chi_{j}$ by $T \chi_{j}$ in the sum defining $F_{z}$, we get $T F_{\varepsilon}$. Substituting this in (1-18), we see that $\Phi(z)$ is a finite linear combination, with constant coefficients, of exponentials $a^{2}$ with $a>0$. In particular, $\Phi(z)$ is bounded in the strip $B$.

Consider now any $z$ whose real part is 0 . The real part of $\alpha(z)$ is then $\alpha_{1}$. Hölder's inequality applied to $(1 \cdot 18)$ gives

$$
|\Phi(z)| \leqslant\left\|T F_{z}\right\|_{1 \beta_{1}}\left\|G_{z}\right\|_{1 /\left(1-\beta_{1}\right)} \leqslant M_{1}\left\|F_{s}\right\|_{1 / a_{1}}\left\|G_{z}\right\|_{2\left(1-\beta_{1}\right)} .
$$

But it follows from (1-16) that

$$
\left\|F_{2}\right\|_{1: \alpha_{1}}=\left\||f|^{\alpha_{1} / \alpha}\right\|_{1 / \alpha_{1}}=\|f\|_{1 / \alpha}^{\alpha / \alpha}=1
$$

the second equality being valid both for $\alpha_{1}>0$ and $\alpha_{1}=0$. Similarly

$$
\left\|G_{z}\right\|_{1:\left(1-\beta_{1}\right)}=\left\||g|^{\left(1-\beta_{2}\right)(1-\beta)}\right\|_{1\left(1-\beta_{1}\right)}=\|g\|_{1 /(1-\beta)}^{\left(1-\beta_{1}\right)(1-\beta)}=1
$$

Hence $|\Phi(z)| \leqslant M_{1}$ for $x=0$. Similarly $|\Phi(z)| \leqslant M_{2}$ for $x=1$. It follows from (1-3) that

$$
|I|=|\Phi(t)| \leqslant M_{1}^{1} \leftrightarrows M_{2}^{t} .
$$

By (1-15), $\|T f\|_{1 / \beta}=\sup |I|$ satisfies (1-14).
The two exceptional cases $\alpha=0$ and $\beta=1$ cannot ocour simultaneously. If $\beta=1$. then also $\beta_{1}=\beta_{2}=1$, and $\alpha>0$. We define $F_{s}$ as before and set $G_{s}=g$; thus $G_{s}$ is independent of $z$. The rest of the proof is simplified, since in (1.19) we may replace $\left\|G_{z}\right\|_{\left.1 / 1-\beta_{1}\right)}$ by $\|g\|_{1\left(1-\beta_{1}\right)}=1$. If $\alpha=0$, and so $\alpha_{1}=\alpha_{2}=0, \beta<1$, we set $F_{s}=f$ and keep the old definition of $G_{z}$. (It may be also observed that if $\alpha_{1}=\alpha_{2}$, then (1-14) is a consequence of Hölder's inequality.)

The extensibility of $T$ to the whole of $\mathrm{L}^{1 / a}$ has already been discussed.
It is sometimes convenient to be able to take $M_{1}=M_{2}=1$. This we can always do; if $\beta_{1} \neq \beta_{2}$ then we need only multiply $T$ and $d \nu$ by suitable constants, while if $\alpha_{1} \neq \alpha_{2}$ we may multiply $f$ and $d \mu$ by constants.

It is natural to ask if we can have equality in (1-14) for some $f \neq 0$ in $L^{1 / \alpha}$. It turns out that if

$$
\|T f\|_{1 / \beta}=M_{1}^{1-t} M_{2}^{t}\|f\|_{\mathcal{I} \alpha}
$$

and $\beta>0$, then $f$ must satisfy a certain functional relation from which we can often deduce characteristic properties of $f$. We may suppose that $\|f\|_{V_{\alpha}}=1$. We write

Hence $\|g\|_{1(1-\beta)}=1$ and

$$
g=\left(\frac{|T f|}{\|T f\|_{1 / \beta}}\right)^{(1-\beta / \beta} \overline{\operatorname{sign}}(T f)
$$

$$
\|T f\|_{1 / \beta}=\int_{R_{1}} T f . g d \nu
$$

Supposing that $\alpha>0, \beta<1$, we define $F_{z}$ and $G_{z}$ by (1-16) and (1-17) and consider the function

$$
\begin{equation*}
\Phi(z)=\int_{R_{2}} T F_{s} \cdot G_{s} d \nu \tag{1-22}
\end{equation*}
$$

This function is defined for each $z$ in the strip $B$. For since $F_{s}$ is in $\mathbf{L}^{1 / a(z)}, T F_{z}$ is in $L^{1 / P(x)}$; and since $G_{s}$ is in $L^{1 /(1-A(x))}$, the integral in (1-22) converges. Moreover $\Phi(z)$ is bounded in $B$, since

$$
\begin{align*}
|\Phi(z)| \leqslant\left\|T F_{s}\right\|_{1 / f(x)}\left\|G_{s}\right\|_{\left.1 \kappa_{1}-\mu(x)\right)} & \leqslant M_{1}^{1-x} M_{2}^{x}\left\|F_{s}\right\|_{1 /(x)} .1 \\
& =M_{1}^{1-x} M_{2}^{x},
\end{align*}
$$

by-Theorem (1-11).
We show that $\Phi$ is regular in the interior of $B$.
For each $m=1,2, \ldots$ we consider a simple function $f_{m}$ defined on $R_{1}$ and having the following properties:
(i) $\left|f_{m}\right| \leqslant|f|$,
(ii) $\left|f_{m}-f\right|<1 / m$ whenever $|f| \leqslant m$,
(iii) $f_{m}=0$ whenever $|f|>m$.

Clearly $f_{m} \rightarrow f$ as $m \rightarrow \infty$. Similarly, we define on $R_{2}$ simple functions $g_{1}, g_{2}, \ldots$, corresponding to $g$. Denote by $F_{m, z}, G_{m, z}, \Phi_{m}(z)$ the functions $F_{s}, G_{z}, \Phi(z)$ formed with $f_{m}, g_{m}$. Hence

$$
\Phi_{m}(z)=\int_{R_{h}} T F_{m, z} \cdot G_{m, s} d \nu
$$

is an entire function. An argument similar to (1-23), coupled with (i) and its analogue for $g$, shows that $\left|\Phi_{m}(z)\right| \leqslant M_{1}^{1-x} M_{2}^{x}$ for $0 \leqslant x \leqslant 1$; in particular, the $\Phi_{m}$ are uniformly bounded in $B$. If we show that $\Phi_{m}(z) \rightarrow \Phi(z)$ for each $z$ with $0<x<1$, the regularity of $\Phi$ in the interior of $B$ will follow.

We fix $z=x+i y$, where $0<x<1$; hence $\alpha(x)>0,1-\beta(x)>0$. It is enough to show that each of the integrals

$$
\begin{aligned}
& \Delta_{1}=\int_{R_{3}} T\left\{F_{m_{3},}-F_{3}\right\} \cdot G_{m_{3}} d \nu \\
& \Delta_{2}=\int_{R_{0}} T F_{z} \cdot\left\{G_{m_{3},}-G_{z}\right\} d \nu
\end{aligned}
$$

tends to 0 as $m \rightarrow \infty$. Now

$$
\begin{aligned}
\left|\Delta_{1}\right| & \leqslant\left\|T\left\{F_{m, z}-F_{s}\right\}\right\|_{V /(x)}\left\|G_{m, s}\right\|_{\left.1 K_{1}-\rho(x)\right)} \\
& \leqslant M_{1}^{1-x} M_{2}^{x}\left\|F_{m, z}-F_{s}\right\|_{1 / \alpha(x)}\left\|G_{z}\right\|_{1 K 1-\rho(x))}=M_{1}^{1-x} M_{2}^{x}\left\|F_{m, z}-F_{z}\right\|_{1 / a(x)} .
\end{aligned}
$$

Observing that $F_{m, z} \rightarrow F_{s}$ at each point of $R_{1}$, and that, by $(\mathrm{i}),\left|F_{m, z}-F_{s}\right|^{1 / \propto(x)}$ is majorized
by the integrable function $2^{1 / \alpha(x)}|f|^{1 / \alpha}$, we immediately see that $\left\|\boldsymbol{F}_{m, z}-F_{z}\right\|_{1 / \alpha(x)} \rightarrow 0$. Hence $\Delta_{1} \rightarrow 0$. Similarly $\Delta_{2} \rightarrow 0$. It follows that $\Phi$ is regular in the interior $\dagger$ of $B$.

The function $\Phi(z) / M_{1}^{1-z} M_{2}^{z}$ is regular in the interior of $B$ and, by ( $1 \cdot 23$ ), is not greater than 1 in absolute value there. If its modulus is 1 at some point interior to $B$, the function is constant in $B$. In particular, if we have (1-20) for some $f$ with $\|f\|_{1 / \alpha}=1$, and if $\beta>0$, then we have the relation

$$
\int_{R_{1}} T\left(|f|^{\alpha(z) \alpha} \operatorname{sign} f\right) \cdot\left(|g|^{(1-\beta(z))(1-\beta)} \operatorname{sign} g\right) d \nu=M_{1}^{1-\varepsilon} M_{2}^{z} \quad(0<x<1)
$$

where $g$ is given by (1-21) and satisfies $\|g\|_{1 /(1-\beta)}=1$. This is the functional relation alluded to above.

In the argument above we supposed that $\alpha>0, \beta<1$. If $\alpha=0$ or $\beta=1$, we have to modify the $F_{\varepsilon}$ and $G_{z}$, as we did in the proof of Theorem (1•11). These cases have no interesting applications.

We pass to a generalization of (1-11). Denote by $B$ the strip

$$
B: 0 \leqslant x \leqslant 1
$$

in the plane of the complex variable $z=x+i y$. A function $\Phi(z)$, continuous in $B$ and regular in the interior of $B$, will be said to satisfy condition $\mathbf{E}$ if

$$
\begin{equation*}
\log |\Phi(x+i y)| \leqslant A e^{a|\nu|} \quad(0 \leqslant x \leqslant 1) \tag{1-25}
\end{equation*}
$$

where $A$ and $a$ are positive constants and

$$
a<\pi .
$$

We consider a whole family of linear operations $T_{s}$ depending on a complex parameter $z=x+i y$; for our purposes it is enough to suppose that $z$ is confined to the strip $B$. Keeping the previous notation, we call such a family $\left\{T_{s}\right\}$ analytic if, for any simple $f$ and $g$,

$$
\begin{equation*}
\Phi(z)=\int_{R_{\mathbf{t}}} T_{z} f \cdot g d \nu \tag{1-26}
\end{equation*}
$$

is continuous in $B$ and regular in the interior of $B$. (The constants $a, A$ in (1.25) may then depend on $f$ and $g$.) We say that $\left\{T_{s}\right\}$ satisfies condition $\mathbf{E}$, if each $\Phi$ in (1-26) does.
(1-27) Lemma. Suppose that $\Phi(z)$ is any function continuous in $B$, regular in the interior of $B$, satisfying condition $\mathbf{E}$; and that

$$
\begin{equation*}
|\Phi(i y)| \leqslant M_{1}(y), \quad|\Phi(1+i y)| \leqslant M_{2}(y) \tag{1-28}
\end{equation*}
$$

where $\log M_{1}(y)$ and $\log M_{2}(y)$ are $O\left(e^{a|\nu|}\right), a<\pi$. Then for each $0<x<1$ we have

$$
\begin{equation*}
|\Phi(x)| \leqslant A_{x}=A_{x}\left(M_{1}, M_{2}\right), \tag{1-29}
\end{equation*}
$$

where $A_{x}$ depends only on $x$, and the functions $M_{1}, M_{2}$, and is bounded in $0<x<1$ if $M_{1}$ and $M_{2}$ are fixed.

[^29]This lemma is easily deducible by conformal mapping from results obtained in Chapter VII, §7. We recall these results.

Suppose that $\Psi(\zeta)$ is regular in $|\zeta|<1$. Then if $|\zeta|=\rho<R<1$, we have

$$
\log \left|\Psi\left(\rho e^{i \theta}\right)\right| \leqslant \frac{1}{\pi} \int_{-\pi}^{\pi} \log \left|\Psi\left(R e^{\hbar \phi}\right)\right| P\left(\frac{\rho}{\bar{R}}, \phi-\theta\right) d \phi .
$$

If $\log \left|\Psi\left(R e^{i \phi}\right)\right|$ is majorized (algebraically) by an integrable function of $\phi$, independent of $R$, and if the radial limits $\Psi\left(e^{i \phi}\right)=\lim \Psi\left(R e^{i \phi}\right)$ exist almost everywhere, we may make $R \rightarrow 1$ in (1.30) and obtain

$$
\begin{equation*}
\log \left|\Psi\left(\rho e^{i \theta}\right)\right| \leqslant \frac{1}{\pi} \int_{-\pi}^{\pi} \log \left|\Psi\left(e^{i \phi}\right)\right| P(\rho, \phi-\theta) d \phi \tag{1.31}
\end{equation*}
$$

In particular, (1-31) holds if $\Psi(\zeta)$ is continuous in $|\zeta| \leqslant 1$ except for a finite number of points $\zeta_{0}$ on $|\zeta|=1$ in the neighbourhood of each of which

$$
\begin{equation*}
\log |\Psi(\zeta)| \leqslant O\left\{\left|\zeta-\zeta_{0}\right|^{-k}\right\} \quad(k<1) \tag{1.32}
\end{equation*}
$$

Suppose now that $\Phi(z)$ satisfies the hypotheses of the lemma, and consider a conformal mapping $z=h(\zeta)$ of the circle

$$
\Gamma: \quad|\zeta| \leqslant 1
$$

onto the strip $B$. Considering first the mapping $w=i(1+\zeta) /(1-\zeta)$ of $\Gamma$ onto the halfplane $\mathcal{J} w \geqslant 0$, and then the mapping $z=(\pi i)^{-1} \log w$ of that half-plane onto $B$, we arrive at the relations

$$
\begin{align*}
& z=\frac{1}{\pi i} \log \left\{i \frac{1+\zeta}{1-\zeta}\right\}=h(\zeta),  \tag{1-33}\\
& \zeta=\frac{e^{\pi i s}-i}{e^{\pi i s}+i} .
\end{align*}
$$

In this mapping the points $y=+\infty$ and $y=-\infty$ correspond to $\zeta=-1$ and $\zeta=+1$ respectively, and the segment $0 \leqslant x \leqslant 1, y=0$ of $B$ to the diameter $(i,-i)$ of $\Gamma$.

Write

$$
\Phi(z)=\Phi(h(\zeta))=\Psi(\zeta)
$$

The function $\Psi(\zeta)$ is regular in $|\zeta|<1$ and continuous in $\Gamma$, except possibly for the points $\zeta_{0}= \pm 1$; and we easily verify that (1-25) leads to (1-32) for $\zeta_{0}= \pm 1$, with $k=a / \pi<1$. Hence $\Psi(\zeta)$ satisfies (1-31). Going back to the variable $z$ on the left-hand side of ( 1.31 ), and obeerving that to the segment $0<x<1$ corresponds the argument $\theta= \pm \frac{1}{2} \pi$ in $\Gamma$, for which the right-hand side of ( 1.31 ) is bounded above in $0 \leqslant \rho<1$, we abtain (1-29).

Remark. It is not difficult to obtain a precise value of $A_{\text {g }}$ (though this is not important for us). First, by (1-34), if $z=x$ then

$$
\zeta=\frac{e^{\pi i s}-i}{e^{\pi \pi=}+i}=-i \frac{\cos \pi x}{1+\sin \pi x} .
$$

Suppose, say, that $0 \leqslant x \leqslant k$. Then

$$
\rho=|\zeta|=\frac{\cos \pi x}{1+\sin \pi x},
$$

and $\theta=-\frac{1}{2} \pi$ in (1.31), so that

$$
P(\rho, \phi-\theta)=P\left(\rho, \phi+\frac{1}{2} \pi\right)=\frac{1-\rho^{2}}{1+2 \rho \sin \phi+\rho^{2}} .
$$

If $-\pi<\phi<0$, then $z$ is on the line $x=0$, and from

$$
e^{i \phi}=\frac{e^{-\pi y}-i}{e^{-\pi y}+i}
$$

(soe (1.34)) we deduce the two relations

$$
\sin \phi=-\frac{1}{\cosh \pi y}, \quad d \phi=-\frac{\pi}{\cosh \pi y} d y
$$

These equations hold, without the minus signs, on the arc $0<\phi<\pi$ of $|\zeta|=1$, corresponding to the line $x=1$ of $B$. Combining this with ( 1.35 ) and (1.36) we deduce from (1.31) that

$$
\log |\Phi(x)| \leqslant \frac{\sin \pi x}{}\left\{\int_{-\infty}^{+\infty} \frac{\log |\Phi(i y)|}{\cosh \pi y-\cos \pi x} d y+\int_{-\infty}^{+\infty} \frac{\log |\Phi(1+i y)|}{\cosh \pi y+\cos \pi x} d y\right\} .
$$

The same argument proves the formula for $\vdots \leqslant x<1$. If we replace here $|\Phi(i y)|$ and $|\Phi(1+i y)|$ by $M_{1}(y)$ and $M_{2}(y)$ respectively, we obtain (1-29) with

$$
\log A_{0}=\frac{1}{2} \sin \pi x\left\{\int_{-\infty}^{+\infty} \frac{\log M_{1}(y)}{\cosh \pi y-\cos \pi x} d y+\int_{-\infty}^{+\infty} \frac{\log M_{3}(y)}{\cosh \pi y+\cos \pi x} d y\right\} .
$$

(1.39) Theorem. Let $\left\{T_{z}\right\}$ be an analytic family of linear operators defined for all simple functions on $R_{1}$ and satisfying condition E . Let $\left(\alpha_{1}, \beta_{1}\right)$ and $\left(\alpha_{9}, \beta_{9}\right)$ be two points of the square

$$
0 \leqslant \alpha \leqslant 1, \quad 0 \leqslant \beta \leqslant 1,
$$

and let $(\alpha, \beta)$ be given by (1•13). Suppose, finally, that

$$
\begin{gather*}
\left\|T_{i y} f\right\|_{\|_{\beta_{1}}} \leqslant M_{1}(y)\|f\|_{\nu \alpha_{1}}, \\
\left\|T_{1+i v y} f\right\|_{1 / \beta_{1}} \leqslant M_{2}(y)\|f\|_{V_{/ \alpha_{2}}}
\end{gather*}
$$

for each simple $f$, where

$$
\log M_{k}(y) \leqslant A e^{a|y|} \quad(a<\pi ; k=1,2) .
$$

Then

$$
\left\|T_{l} f\right\|_{1 / \beta} \leqslant A_{t}\|f\|_{1 / \alpha}
$$

where $A_{l}$ is the same as in Lemma (1-27).
The proof is so like that of (1-11) that it is enough to indicate its main points. Let $f$ and $g$ be any two simple functions on $R_{1}$ and $R_{2}$ respectively, satisfying

It is enough to show that

$$
\begin{gather*}
\|f\|_{1 / \alpha}=\|g\|_{1 / 1-\beta)}=1 . \\
\left|\int_{R_{2}} T_{l} f \cdot g d \nu\right| \leqslant A_{l} .
\end{gather*}
$$

Supposing first that $\alpha>0, \beta<1$, take the functions $F_{z}$ and $G_{z}$ defined by (1-16) and (1-17), and consider the function

$$
\Phi(z)=\int_{R_{1}} T_{z} F_{z} \cdot G_{z} d \nu
$$

analogous to ( $1 \cdot 18$ ). Then using the analytic character of $T_{s}$ we easily verify that $\Phi(z)$ is continuous in $B$ and regular in the interior of $B$, and satisfies condition $E$. Moreover (see (1-19))

$$
|\Phi(i y)| \leqslant\left\|T_{i y} F_{i y}\right\|_{1 / \beta_{1}}\left\|G_{i y}\right\|_{\left.1 K 1-\beta_{j}\right)} \leqslant M_{1}(y)\left\|F_{i y}\right\|_{\mathcal{N}_{1}} \leqslant M_{1}(y)
$$

and similarly

$$
|\Phi(l+i y)| \leqslant M_{8}(y) .
$$

Therefore, by Lemma ( $1 \cdot 27$ ), $|\Phi(t)| \leqslant A_{t}$ and (1-44) follows. The cases $\alpha=0$ and $\beta=1$ are treated as in the proof of (1.11). Hence (1.39) is established. We easily see that it reduces to (1-11) if $T_{s}$ is independent of $z$.

## 2. The theorems of Hausdorff-Young and F. Riesz

In what follows we denote by $p$ and $q$ numbers satisfying the inequalities

$$
1<p \leqslant 2, \quad 2 \leqslant q<\infty .
$$

Thus, with the standard notation $r^{\prime}=r /(r-1)$, every $p^{\prime}$ is a $q$, and every $q^{\prime}$ is a $p$.
Let $f(t)$ be a function defined in a fixed interval (a,b). For every $r>0$ we write

$$
\|f\|_{r}=\left\{\int_{a}^{b}|f(t)|^{r} d t\right\}^{1 / r}=M_{r}[f] .
$$

Similarly, for any sequence $c=\left\{c_{n}\right\}$ of complex numbers we write

$$
\|c\|_{r}=\left(\Sigma\left|c_{n}\right|^{1 / 1 / r} .\right.
$$

For functions $f$ defined in $(0,2 \pi)$ we shall also use the notation

$$
\mathfrak{Q}_{\Gamma}[f]=\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi}|f(t)|^{r} d t\right\}^{2 r} .
$$

It has been proved (see Chapter II, (1-12) and Chapter IV, §1) that for every $f$ with Fourier coefficients $c_{n}$ we have

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}|f|^{2} d t=\Sigma\left|c_{n}\right|^{2}
$$

This formula contains two propositions. First, if $f \in \mathrm{~L}^{2}$, then the series on the right converges and its sum is equal to the integral on the left (Parseval). Secondly, if $\left\{c_{\boldsymbol{n}}\right\}$ is any two-way infinite sequence such that $\Sigma\left|c_{n}\right|^{2}<\infty$, then there is an $f \in L^{2}$ having $c_{n}$ for its Fourier coefficients and satisfying (2.2) (Riesz-Fischer). It is natural to inquire if these results can be extended to exponents other than 2. It turns out that a partial extension at least is possible.
(2.3) Theorem of Hausdorff-Youna. Let $1<p \leqslant 2$. (i) Suppose that $f(t) \in L^{p}(0,2 \pi)$ and

Then

$$
\begin{equation*}
c_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t) e^{-i n t} d t \quad(n=0, \pm 1, \pm 2, \ldots) . \tag{2•4}
\end{equation*}
$$

$$
\begin{equation*}
\|c\|_{p^{\prime}} \leqslant \mathscr{Q}_{p}[f] . \tag{2.5}
\end{equation*}
$$

(ii) Given any two-way infinite sequence $\left\{c_{n}\right\}$ of complex numbers with $\|c\|_{p}<\infty$, there is an $f \in \mathrm{~L}^{p^{\prime}}(0,2 \pi)$ satisfying (2.4) and

$$
\begin{equation*}
\mathfrak{A}_{p} \cdot[f] \leqslant\|c\|_{p} . \tag{2.6}
\end{equation*}
$$

Part (i) is an extension of Parseval's theorem, with ' $=$ ' replaced by ' $\leqslant$ '. Part (ii) extends the Riesz-Fischer theorem. In both (i) and (ii) the argument goes from $p$ to $p^{\prime}$, that is, from the smaller to the larger index. The results become false if we replace $p$ by $q$. For
(a) there is a continuous $f$ (so that $f \in \mathrm{~L}$ for all $r>0$ ) such that $\|c\|_{p}=\infty$ for all $p<2$; the series

$$
\Sigma \pm \frac{\cos n x}{n^{\frac{1}{2}} \log ^{2} n}
$$

is, for a suitable choice of signs, a case in point (see Chapter V, (8.34); also Chapter V, (4.11));
(b) there is a series $\Sigma c_{n} e^{i n x}$ which is not a Fourier series although $\|c\|_{\boldsymbol{q}}<\infty$ for every $q>2$. As an example we may take the series

$$
\Sigma n^{-1} \cos 2^{n} x
$$

or the series

$$
\Sigma \pm n^{-l} \cos n x
$$

again with suitable signs (Chapter V, (6-4), (8-14)).
It is apparent that between the two parts of the Hausdorff-Young theorem there is a certain dualism. Part (ii) is obtained from (i) if the function $f$ depending on the variable $t$ is replaced by the function $c$ depending on the variable $n$, integration is replaced by summation and vice versa. This dualism can be detected in various parts of the theory of Fourier series and is an important guide in the search for new results.

Theorem (2.3) is a special case of the following result about any system of functions $\phi_{n}(t), n=1,2, \ldots$, orthonormal and uniformly bounded over an interval $(a, b)$ :

$$
\begin{equation*}
\left|\phi_{n}(t)\right| \leqslant M \tag{2.7}
\end{equation*}
$$

for $t$ in $(a, b)$ and all $n$.
(2-8) Theorem of F. Riesz. Let $1<p \leqslant 2$. (i) If $f \in L^{p}(a, b)$, then the Fourier coefficients

$$
\begin{equation*}
c_{n}=\int_{a}^{b} f \bar{\phi}_{n} d t \tag{2.9}
\end{equation*}
$$

satisfy the inequality

$$
\|c\|_{\mathcal{P}^{\prime}} \leqslant M^{(2 / \mathcal{P})-1}\|f\|_{\mathcal{p}}
$$

(ii) Given any sequence $c_{1}, c_{3}, \ldots$ with $\|c\|_{p}$ finite, there is an $f \in L^{p}(a, b)$ satisfying (2.9) for all $n$ and

$$
\|f\|_{p^{\prime}} \leqslant M^{(z / p)-1}\|c\|_{p}
$$

(2-3) is clearly a corollary of (2.8). If $(a, b)$ is finite, then $f \in L^{p}$ implios $f \in L$, and this together with (2.7) shows the existence of the integrals (2.9). The latter exist, however, even if $(a, b)$ is infinite. For

$$
\int_{a}^{b}\left|\phi_{n}\right|^{p^{\prime}} d t \leqslant M^{p^{\prime}-2} \int_{a}^{b}\left|\phi_{n}\right|^{2} d t=M^{p^{\prime}-2} .
$$

Hence $\phi_{n} \in L^{p^{\prime}}$ and $f \bar{\phi}_{n}$ is integrable.
We prove (2.10). Consider the numbers $c_{n}$ in (2.9). We have

$$
\begin{gather*}
\Sigma\left|c_{n}\right|^{2} \leqslant \int_{a}^{b}|f|^{2} d t  \tag{2.13}\\
\sup \left|c_{n}\right| \leqslant M \int_{a}^{b}|f| d t
\end{gather*}
$$

The first is Bessel's inequality, and the second follows from (2.7) and (2.9). Lot $\mu$ denote the ordinary Lebeague measure, and let $\nu$ be the additive maasure assigning value 1 to the sets consisting of a single point $x=n, n=1,2, \ldots$, and vanishing for sets not containing any such point. If $c(x)=c_{n}$ for $x=n, n=1,2, \ldots$, and is arbitrary elsewhere, $(2 \cdot 13)$ and (2.14) can be written

$$
\begin{align*}
& \|c\|_{2,} \leqslant\|f\|_{2, p}  \tag{2•15}\\
& \|c\|_{\infty, v} \leqslant M\|f\|_{1, \mu} . \tag{2.16}
\end{align*}
$$

Thus, using the terminology of § 1 , the linear operstion $c(x)=T f$ is simultaneously of types $(2,2)$ and $(1, \infty)$, with norms $M_{1} \leqslant 1$ and $M_{2} \leqslant M$ respectively. It is defined for funotions which are not necessarily simple, but if we confine our attention to the latter and use (1.11), we see that $T$ is also of type $\left(p, p^{\prime}\right)$, where $p=1 / \alpha, p^{\prime}=1 /(1-\alpha)$ and $\frac{1}{2} \leqslant \alpha \leqslant 1$. The norm corresponding to type $\left(p, p^{\prime}\right)$ is, by (1-14), not greater than

$$
M_{1}^{(1-\alpha)(1-2)} M_{2}^{(\alpha-4)(1-1)} \leq 1^{2-2 x} M^{2 a-1}=M^{(2 / p)-1}
$$

Hence

$$
\|c\|_{p^{\prime}, \Gamma} \leqslant M^{(ม / p)-1}\|f\|_{p, P}
$$

which is exactly (2.10).
Part (ii) can be established by a similar argument (which is left to the reader), but it is simpler and more instructive to deduce it from part (i) by an argument which shows the mutual relation of the parts.

Let $c_{1}, c_{3}, \ldots$ be given, with $\|c\|_{p}<\infty$, and let

$$
f_{n}=c_{1} \phi_{1}+c_{2} \phi_{2}+\ldots+c_{n} \phi_{n},
$$

where $n=1,2, \ldots$. We know that $f_{n} \in L^{p}$, by (2-12). For any $g \in L^{p}$ with Fourier coefficients $d_{1}, d_{2}, \ldots$ we have

$$
\begin{aligned}
\left|\int_{a}^{b} \bar{f}_{n} g d x\right| & =\left|\sum_{1}^{n} \bar{c}_{k} d_{k}\right| \leqslant\left(\Sigma\left|c_{k}\right| p\right)^{1 / p}\left(\Sigma\left|d_{k}\right|^{p^{\prime}}\right)^{1 \mathcal{D}^{\prime}} \\
& \leqslant\|c\|_{p} M^{(\alpha / p)-1}\|g\|_{p},
\end{aligned}
$$

by (i) of (2.8). The upper bound of the left-hand side, for all $g$ with $\|g\|_{p}=1$, is $\left\|\bar{f}_{n}\right\|_{p^{\prime}}=\left\|f_{n}\right\|_{p^{\prime}}$, so that

$$
\begin{equation*}
\left\|f_{n}\right\|_{p^{\prime}} \leqslant M^{(z / p)-1}\|c\|_{p^{\prime}} \tag{2.17}
\end{equation*}
$$

Since $\|c\|_{p}<\infty$ implies $\|c\|_{2}<\infty$, the series $c_{1} \phi_{1}+c_{3} \phi_{2}+\ldots$ is the Fourier series of an $f$ such that $\left\|f_{n}-f\right\|_{2} \rightarrow 0$ (Chapter IV, (1-1)). Hence $f_{n} \rightarrow f$ almost everywhere, if $n$ tends to $+\infty$ through a sequence of values (Chapter I, (11.6)). Applying Fatou's lemma to (2-17) we obtain (2.11).

The function $f$ of $(2 \cdot 8)$ (ii) is the function of the Riesz-Fischer theorem. The preceding argument shows that it is not only in $L^{2}$ but also in $L^{p}$. If $m<n,(2 \cdot 17)$ gives

$$
\left\|f_{m}-f_{n}\right\|_{p^{\prime}} \leqslant M^{(2 / p)-1}\left(\sum_{m+1}^{n}\left|c_{k}\right| p\right)^{1 / p} \rightarrow 0
$$

as $m, n \rightarrow \infty$. Hence, if $\|c\|_{p}<\infty, f_{n}$ tends to $f$ in $L^{p^{\prime}}$.
In a similar way we could deduce (i) from (ii), so that both parts of (2.8) are, in a way, equivalent.

In the foregoing proof of (i) we could avoid the use of the Lebeegue-Stieltjes integral. For if we set $c(x)=c_{n}$ for $n-1 \leqslant x<n$ the inequalities (2.13) and (2.14) can be written

$$
\int_{0}^{\infty}|c(x)|^{2} d x \leqslant \int_{a}^{b}|f|^{2} d x, \quad \sup |c(x)| \leqslant M \int_{a}^{b}|f| d x
$$

and we apply ( $1 \cdot 11$ ) in the case when $\mu$ and $\nu$ are ordinary Lebeague measures.

[^30](2-18) Theorkim. (i) A necessary condition for equalify in (2-10) is that the Fourier series of $f$ be finite:
$$
f(t)=\sum_{k=1}^{N} c_{n_{k}} \phi_{n_{k}} \quad\left(n_{1}<n_{2}<\ldots<n_{N}\right) .
$$

For such functions we have equality in (2-10) if and only if
(a) $\left|c_{m_{1}}\right|=\left|c_{m_{1}}\right|=\ldots=\left|c_{n j}\right|$;
(b) $|f(t)|$ is constant in a set $E$ of measure $1 / N M^{2}$, and $f=0$ outside $E$.
(ii) A necessary condition for equality in (2-11) is that only a finite number of the $c^{\prime} s$, say $c_{n_{1}}, c_{n}, \ldots$, $c_{n g}$, are distinct from 0 and that they oatisfy (a). The function $f$ is then of the form (2.19), and a necessary and sufficient condition for equality in (2-11) is that $f$ satisfy (b).
(i) The proof is besed on the formula (1-24). We may suppoee that $f \equiv 0$, for otherwise the reeult is obvious. Consider the transformation $c(x)=T f$, and the measures $\mu$ and $\nu$ appearing in (2.15) and (2.16); and suppose that for an $f$ with $\|f\|_{0}=1$ we have $\|c\|_{\boldsymbol{o}^{\prime}}=M^{(2 / y)-1}$. If

$$
\left(\alpha_{1}, \beta_{1}\right)=\left(\frac{1}{2}, \frac{1}{\frac{1}{2}}\right), \quad\left(\alpha_{3}, \beta_{3}\right)=(1,0), \quad(\alpha, \beta)=\left(1 / p, 1 / p^{\prime}\right)
$$

then $\alpha(z)=1-\beta(z)=\frac{1}{\mathbf{z}}(1+z)$. In our case $M_{1}=1, M_{2} \leqslant M$. Since the mass $\nu$ is concentrated at the points $n=1,2, \ldots$, integration in (1-24) is actually summation, and the relation may be written

$$
\sum_{n=1}^{\infty}\left|d_{n}\right|^{(\beta)(1+z)} \operatorname{sign} d_{n} \int_{a}^{b}|f(t)|^{\mid k(1+z)}(\operatorname{sign} f) \bar{\phi}_{n} d t=M^{z}
$$

where, by (1-21).

$$
d_{n}=\left(\frac{\left|c_{n}\right|}{\|c\|_{n}}\right)^{p \cdots 1} \operatorname{sign} \bar{c}_{n} .
$$

Write

$$
|f|^{D}=F, \quad\left|d_{n}\right|^{\nu}=D_{n}, \quad \operatorname{sign} f(t)=\eta(t), \quad \operatorname{sign} d_{n}=\varepsilon_{n} .
$$

Hence
and

$$
\begin{gather*}
F \geqslant 0, \quad D_{n} \geqslant 0, \quad \int_{a}^{b} F d t=1, \quad \Sigma D_{n}=1, \\
\Sigma D_{n}^{f(1+z)} \epsilon_{n} \int_{a}^{b} F^{\prime t(1+z)} \eta \bar{\phi}_{n} d t=M^{s} .
\end{gather*}
$$

The left-hand side here is a regular function of $z$ for $0<x<1$. It is also continuous for $0 \leqslant x \leqslant 1$, since
(A) eeoh term of the series is a continuous function of $z$ in $0 \leqslant x \leqslant 1$, the integrand being majorized by the integrable function $M F$ wherever $F \geqslant 1$, and by the integrable function $F^{\boldsymbol{d}}\left|\phi_{n}\right|$ elsewhere;
(B) each integral is numerically bounded by a constant independent of $z$ and $n$, in consequence of the estimates above;
(C) the series (2-21) converges absolutely and uniformly in the strip $0 \leqslant \mathscr{K} \leqslant 1$ (apply Hölder's first inequality with exponents $2 /(1+x)$ and $2 /(1-x)$ to the series, and then (2.8) (i)).

Hence (2.21) holds for $z=1$ :

This and the relations

$$
\Sigma D_{n} \varepsilon_{n} \int_{a}^{b} F \eta \bar{\phi}_{n} d t=M
$$

$$
\Sigma D_{n}=1, \quad\left|\int_{a}^{b} F \eta \bar{\phi}_{n} d t\right| \leqslant M \int_{a}^{b} F d t=M
$$

imply that for each $n$ with $D_{n} \neq 0$ we have
or

$$
\begin{gather*}
\epsilon_{n} \int_{a}^{b} F \eta \bar{\phi}_{n} d t=M \\
\int_{a}^{b} F \operatorname{sign} f \cdot \bar{\phi}_{n} \operatorname{sign} \bar{c}_{n} d t=M \tag{2.22}
\end{gather*}
$$

By the Riemann-Lebesgue theorem (Chapter II, (4.4)) for $\left\{\phi_{n}\right\}$, the integral here tends to 0 . Hence there are at most a finite number of $D_{n}$ distinct from 0 , and so only a finite number of $c_{n}$ distinct from 0 . The system $\left\{\phi_{n}\right\}$ being complete, we have (2-19).

The equation (2.22) is valid for $n=n_{1}, n_{3}, \ldots, n_{N}$. Hence the set $E$ where $F$ (or $f$ ) is distinct from 0 has the following properties:

$$
\operatorname{sign} f=\operatorname{sign}\left(c_{n} \phi_{n}\right), \quad\left|\phi_{n}\right|=M
$$

for $n=n_{1}, \ldots, n_{N}$ and almost all points of $E$. Together with (2-19) this gives

$$
|f(t)|=M \Sigma\left|c_{\Omega_{2}}\right| .
$$

Thus $|f|$ is constant almost everywhere in $E$ (see (b)).
The equation (2.22) leads to

$$
\left|\int_{a}^{b}\right| f\left|>\operatorname{sign} f . \bar{\phi}_{n} d t\right|=M,
$$

and since $|f|$ is given by (2.23) on $E$ and is 0 elsewhere in ( $a, b$ ) we have

$$
\left|\int_{a}^{b} f \bar{\phi}_{n} d t\right|=\left|\int_{E} f \bar{\phi}_{n} d t\right|=M^{8-9}\left(\Sigma\left|c_{n_{k}}\right|\right)^{1-p}
$$

for $n=n_{1}, \ldots, n_{N}$. This proves the necessity of condition (a).
It remains to find $|E|$. From (2-23) and Parseval's formula we have

$$
\begin{gathered}
\int_{a}^{b}|f|^{2} d t=\int_{E}|f|^{2} d t=M^{2}\left(\Sigma\left|c_{n_{k}}\right|\right)^{2}|E|=M^{2} N^{2}\left|c_{n_{1}}\right|^{2}|E|, \\
\int_{a}^{b}|f|^{2} d t=\Sigma\left|c_{n_{k}}\right|^{2}=N\left|c_{n_{1}}\right|^{2}
\end{gathered}
$$

so that $|E|=1 / N M^{3}$.
This proves the necessity of the conditions. To prove the sufficiency, suppoee that $f$ is of the form (2-19) and satisfies (a) and (b). If $c^{*}$ is the common value of the $\left|c_{n_{k}}\right|$, and $f^{*}$ the value of $|f|$ in $E,(2 \cdot 10)$ can be written $M N c^{*} \leqslant f^{*}$. Since the opposite inequality is an immediate consequence of (2.19) we have $M N c^{*}=f^{*}$, the sign of equality in (2.10), and part (i) of (2.18) is established.

Passing to part (ii), suppoes that we have equality in (2.11), and that $\|c\|$, $\neq 0$ (otherwise the result is obvious). Since $\|f\|_{0}<\infty$, there is a $g$ with $\|g\|_{0}=1$, and with Fourier coefficients $d_{n}$, such that $\|f\|_{0}=\int_{a}^{b} f g d t$. Also $\| f-\left.f_{m}\right|_{p} \rightarrow 0$, where $f_{m}=c_{1} \phi_{1}+\ldots+c_{m} \phi_{m}$ (p. 103). Hence

$$
\begin{align*}
\|f\|_{\cdot} & =\int_{a}^{b} f g d t=\lim \int_{a}^{b} f_{m} g d t=\lim \sum_{1}^{m} \bar{c}_{n} d_{n}=\sum \bar{c}_{n} d_{n} \\
& \leqslant\|c\|_{D}\|d\|_{p} \leqslant M^{(2)-1}\|c\|_{.} .
\end{align*}
$$

The extreme terms here are equal. Hence $\|d\|_{\infty}=M^{(8 / p)-1}$. It follows from (i) that

$$
g=d_{n_{1}} \phi_{n_{1}}+\ldots+d_{n E} \phi_{n E}, \quad \text { where } \quad\left|d_{n_{1}}\right|=\ldots=\left|d_{n \pi}\right|
$$

and that $|g|$ is constant in a set $E$ of measure $1 / N M^{2}$, and is 0 outside $E$. Moreover, Holder's inequality in (2.24) degenerates into equality, which is only poesible if the $\left|c_{n}\right|^{\prime}$ and $\left|d_{n}\right|^{\prime \prime}$ are proportional. Thus $\left|c_{n_{1}}\right|=\ldots=\left|c_{n N}\right|$, and the remaining $c_{n}$ are 0 . The first equation in (2.24) shows that $|f|^{\prime}$ and $|g|^{\prime}$ are proportional. Hence $|f|$ is constant in $E$, and is 0 elsewhere. This proves the necessity of the conditions in (ii), and the sufficiency is easily verifed.
(2.25) Theorex. (i) The sign of equality occurs in (2.5) if and only if $f(t)=A e^{i k t}$, where $A$ is $a$ constant and $k$ an integer.
(ii) The sign of equality occurs in (2.6) if and only if all the $c_{n}$, except possibly one, are equal to 0.
(i) It is enough to apply (2-18) (i) to the system $\left\{(2 \pi)^{-\frac{1}{2}} e^{i n s}\right\}$, orthonormal on $(0,2 \pi)$. If we have equality in (2.5) for an $f \neq 0$, then $f=\Sigma c_{n} e^{i n *}$ is a polynomial of, say, $N$ terms, equal to 0 outaide a set $E \subset(0,2 \pi)$ of meesure $2 \pi / N$. It follows that $N=1$, since otherwise we would have $f \equiv 0$ (Chapter X, (1-7)). This proves (i), and (ii) is proved similarly.

## 3. Interpolation of operations in the classes $\mathrm{H}^{\mathbf{r}}$

The inequalities (2.13) and (2.14) from which we deduced Theorem (2.8) are valid for general functions $f$. There are, however, inequalities which are only satisfied by functions of special types. For example, the inequality

$$
\sum_{\nu=0}^{\infty} \frac{\left|c_{\nu}\right|}{\nu+1} \leqslant \frac{1}{2} \int_{0}^{2 \pi}|f| d t
$$

is valid for functions of the class H (see Chapter VII, §8) but not necessarily for general integrable functions. Thus if we wanted to interpolate between (3.1) and

$$
\begin{equation*}
\sum_{\nu=0}^{\infty}\left|c_{\nu}\right|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|f|^{2} d t \tag{3.2}
\end{equation*}
$$

we could not apply Theorem (1-11). This brings us to the problem of interpolation of operations in the classes $\mathrm{H}^{r}$.

We begin by proving an auxiliary result about the interpolation of multilinear operations, that is, of operations

$$
h=T\left[f_{1}, f_{2}, \ldots, f_{n}\right]
$$

linear in each $f_{j}$.
(3-3) Theorem. Let $E$ and $E_{1}, E_{2}, \ldots, E_{n}$ be measure spaces with measures $\nu$ and $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ respectively. Let $h=T\left[f_{1}, f_{2}, \ldots, f_{n}\right]$ be a multilinear operation defined for simple functions $f_{j}$ on $E_{j}, j=1, \ldots, n$, where the function $h$ is defined on $E$. Suppase that $T$ is simultaneonsly of types $\left(1 / \alpha_{1}^{(1)}, \ldots, 1 / \alpha_{n}^{(1)}, 1 / \beta^{(1)}\right)$ and $\left(1 / \alpha_{1}^{(2)}, \ldots, 1 / \alpha_{n}^{(2)}, 1 / \beta^{(2)}\right)$, that is,

$$
\left\|T\left[f_{1}, f_{2}, \ldots, f_{n}\right]\right\|_{1 \rho_{(k)}} \leqslant M_{k}\left\|f_{1}\right\|_{1 / a_{1}^{(n)}} \ldots\left\|f_{n}\right\|_{1 \alpha_{n}^{(n)}} \quad(k=1,2)
$$

where

$$
\left.0 \leqslant \beta^{(k)} \leqslant 1, \quad 0 \leqslant \alpha\right\}^{(k)} \leqslant 1 \quad(k=1,2 ; j=1,2, \ldots, n) .
$$

Then $T$ is also of the type $\left(1 / \alpha_{1}, \ldots, 1 / \alpha_{n}, 1 / \beta\right)$ for

$$
\left.\begin{array}{rl}
\alpha_{j} & =(1-t) \alpha_{j}^{(1)}+t \alpha_{j}^{(2)}  \tag{3.5}\\
\beta & =(1-t) \beta^{(1)}+t \beta^{(2)},
\end{array}\right\} \quad(j=1,2, \ldots, n ; 0<t<1),
$$

and the inequality

$$
\begin{equation*}
\left\|T\left[f_{1}, f_{2}, \ldots, f_{n}\right]\right\|_{1 / \beta} \leqslant M_{1}^{1-1} M_{2}^{t}\left\|f_{1}\right\|_{1 / \alpha_{1}} \ldots\left\|f_{n}\right\|_{V a_{n}} \tag{3•6}
\end{equation*}
$$

holds.
Moreover, if all the $\alpha_{j}$ are positive, $T$ can be extended by continuity to

$$
L^{1 / a_{n}, \beta_{1}} \times \ldots \times L^{1 / a_{n}, \beta_{n}},
$$

preserving (3.6).
The proof is similar to that of Theorem (1-11). We first suppose that $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ are positive and that $\beta<1$. Fix simple functions $f_{1}, f_{2}, \ldots, f_{n}$ with

$$
\left\|f_{j}\right\|_{I_{a j}}=1 \quad(j=1,2, \ldots, n)
$$

and a simple function $g$ with $\|g\|_{1(1-\rho)}=1$. We fix $t$ in (3.5) and consider the functions

$$
\begin{aligned}
\beta(z) & =\beta^{(\alpha)}(1-z)+\beta^{(\alpha)} z, \\
\alpha_{j}(z) & =\alpha_{j}^{(1)}(1-z)+\alpha_{j}^{(n)} z,
\end{aligned}
$$

reducing to $\beta, \alpha_{j}$ for $z=t$. Writing

$$
f_{j}=\left|f_{j}\right| e^{i u_{j}}, \quad g=|g| e^{i v},
$$

we consider the integral
which for $z=t$ reduces to $\quad I=\int_{E} T\left[f_{1}, \ldots, f_{N}\right] g d \nu$.

Sinceg and the $f_{j}$ are simple, $\Phi(z)$ is a linear combination of exponentials $\lambda^{z}, \lambda>0$. For $x=0$, Hölder's inequality gives (as in (1-19))

$$
\begin{aligned}
|\Phi(z)| & \leqslant\left\||g|^{\left(1-\beta^{(1)}\right)(1-\beta)}\right\|_{1 /\left(1-\beta^{(1)}\right)} \| T\left[\ldots,\left|f_{j}\right| \alpha j(\alpha) /\left(\alpha, e^{i u j}, \ldots\right] \|_{1 / \beta(1)}\right. \\
& \leqslant 1 . M_{1} \prod_{j}\left\|\left.\left|f_{j}\right|\right|^{\alpha 1) /(\alpha)}\right\|_{1 / \alpha_{j}^{(1)}}^{(1)}=M_{1} .
\end{aligned}
$$

Similarly $|\Phi(z)| \leqslant M_{2}$ for $x=1$. Hence

$$
|I|=|\Phi(t)| \leqslant M_{1}^{1} \rightharpoondown M_{\mathbf{2}}^{\ell} .
$$

Since $\left\|T\left[f_{1}, \ldots, f_{n}\right]\right\|_{1 / \beta}$ is the upper bound of $|I|$ for all simple $g$ 's with $\|g\|_{\nu(1-\beta)}=1$, $(3.6)$ follows when all the norms on the right are 1 , and so also in the general case.

The exceptional case $\beta=1$ is treated (as in the proof of (1.11)) by replacing $|g|^{(1-\beta(0))(1-\beta)} e^{i v}$ in (3.7) by $g$. Similarly, if some of the $\alpha$, are zero, we replace the corre-


It remains to show that if all the $\alpha_{j}$ are positive and if (3.6) is valid for simple $f_{j}$, then $T$ can be extended by continuity to $\mathrm{L}^{1 / \alpha_{1}} \times \ldots \times \mathrm{L}^{1 / \alpha_{n}}$. This follows from the inequality

$$
\begin{aligned}
& \left\|T\left[f_{1}^{(\alpha)}, \ldots, f_{n}^{(1)}\right]-T\left[f_{1}^{(2)}, \ldots, f_{n}^{(2)}\right]\right\|_{1 / \beta} \\
& \quad \leqslant M_{1}^{1-t} M_{8}^{l}\left(\sum_{j}\left\|f_{j}^{(1)}-f_{j}^{(2)}\right\|_{\nu^{(a j}}\right)\left(\sup _{j, k}\left\|f_{j}^{(k)}\right\|_{\nu / a j}\right)^{n-1}
\end{aligned}
$$

which, in turn, is a consequence of the inequality

$$
\begin{aligned}
& \left\|T\left[f_{1}^{(1)}, f_{2}^{(1)}, \ldots, f_{n}^{(1)}\right]-T\left[f_{1}^{(2)}, f_{2}^{(2)}, \ldots, f_{n}^{(2)}\right]\right\|_{1 / \beta} \\
& \leqslant\left\|T\left[f_{1}^{(1)}, f_{8}^{(1)}, \ldots, f_{n}^{(1)}\right]-T\left[f_{1}^{(2)}, f_{8}^{(1)}, f_{8}^{(1)}, \ldots, f_{n}^{(1)}\right]\right\|_{1 / \beta} \\
& \quad+\left\|T\left[f_{1}^{(2)}, f_{2}^{(1)}, \ldots, f_{n}^{(1)}\right]-T\left[f_{1}^{(())}, f_{2}^{(2)}, \ldots, f_{n}^{(1)}\right]\right\|_{1 / \beta}
\end{aligned}
$$

$$
+\left\|T\left[f_{1}^{(2)}, f_{2}^{(\ell)}, \ldots, f_{n-1}^{(2)}, f_{n}^{(1)}\right]-T\left[f_{1}^{(2)}, f_{2}^{(2)}, \ldots, f_{n}^{(\ell)}\right]\right\|_{V /} .
$$

Thus Theorem (3.3) is established.
We now fix $r>0$ and consider the class $\mathrm{H}^{r}$ of all functions

$$
F(z)=\sum_{0}^{\infty} c_{\nu} z^{\prime \prime},
$$

regular for $|z|<1$, such that the expression

$$
\mathfrak{M}_{r}(\rho)=\mathfrak{U}_{r}(\rho, F)=\left\{\frac{1}{2 \pi} \int_{0}^{Q_{\pi}}\left|F\left(\rho e^{i \theta}\right)\right|^{\gamma} d \theta\right\}^{1 / \tau}
$$

is bounded as $\rho \rightarrow 1$ (Chapter VII, §7). We define the norm $\|F\|_{r}$ by the formula
where

$$
\begin{gathered}
\|F\|_{r}=\lim _{\rho \rightarrow 1} \mathfrak{A}_{r}(\rho)=\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F\left(e^{i \theta}\right)\right|^{r} d \theta\right\}^{1 / r}, \\
F\left(e^{i \theta}\right)=\lim _{\rho \rightarrow 1} F\left(\rho e^{i \theta}\right) .
\end{gathered}
$$

We know that $\mathrm{H}^{r}$ is a metric space if the distance between two points $F$ and $G$ is defined as $\|F-G\|_{r}$ for $r \geqslant 1$, and as $\|F-G\|_{r}^{r}$ for $0<r<1$. We also know that $H^{r}$ is a complete and separable space (Chapter VII, p. 284).

We shall consider a linear operation

$$
h=T F,
$$

defined for all $F$ in $\mathrm{H}^{r}$, yielding $h \in \mathrm{~L}^{\boldsymbol{\beta}}$ in some measure space $E$ and satisfying an inequality

$$
\|h\|_{s} \leqslant M\|F\|_{r},
$$

with $M$ independent of $F$. If $T$ is initially defined on a linear subset of functions $F$ dense in $\mathrm{H}^{r}$ and satisfies the last inequality, we can, by continuity, extend $T$ to the whole of $\mathrm{H}^{r}$ preserving the constant $M$. The polynomials

$$
P(z)=c_{0}+c_{1} z+\ldots+c_{n} z^{n}
$$

are an example of a linear subset dense in every $\mathrm{H}^{r}$.
(3.9) Theorem. Let $\left(\alpha_{1}, \beta_{1}\right)$ and $\left(\alpha_{2}, \beta_{2}\right)$ be two points of the strip

$$
0<\alpha<+\infty, \quad 0 \leqslant \beta \leqslant 1 .
$$

Let $T$ be a linear operation defined for all polynomials $P(z)$, and let $T P$ be defined on some measure space E. Suppose that

$$
\|T P\|_{1 / \beta_{1}} \leqslant M_{1}\|P\|_{1 / \alpha_{1}}, \quad\|T P\|_{1 / \beta_{1}} \leqslant M_{2}\|P\|_{1 i \alpha_{1}}
$$

Then for every point $(\alpha, \beta)$ of the segment

$$
\alpha=\alpha_{1}(1-t)+\alpha_{2} t, \quad \beta=\beta_{1}(1-t)+\beta_{2} t \quad(0<t<1),
$$

we have the inequality

$$
\begin{equation*}
\|T P\|_{1 / \beta} \leqslant K M_{1}^{1-t} M_{2}^{!}\|P\|_{1 / \alpha}, \tag{3.12}
\end{equation*}
$$

$K$ denoting a constant depending on $\alpha_{1}, \alpha_{2}$ only.
In particular, $T$ can be extended to the whole of $\mathrm{H}^{1 / a}$ preserving (3•12).
Proof. (i) The inequalities (3.11) show that we can extend $T$ in both $\mathrm{H}^{1 / \alpha_{1}}$ and $\mathrm{H}^{1 / \alpha_{2}}$, while preserving $M_{1}$ and $M_{2}$. The extension $T F$ is the same both in $\mathbf{H}^{1 / \alpha_{1}}$ and $\mathrm{H}^{1 / \alpha_{2}}$. For suppose that

$$
\alpha_{1} \leqslant \alpha_{2} .
$$

Then $\mathrm{H}^{1 / \alpha_{1}} \subset \mathrm{H}^{1 / \alpha_{2}}$. If $F \in \mathrm{H}^{1 / \alpha_{1}}$ and $\left\|P_{n}-F\right\|_{1 / \alpha_{1}} \rightarrow 0$, then also $\left\|P_{n}-F\right\|_{1 / \alpha_{2}} \rightarrow 0$. The inequalities (3•11) extended to $\mathrm{H}^{1 / \alpha_{1}}$ and $\mathrm{H}^{1 / \alpha_{2}}$ show that $T P_{n}$ tends to limits both in $L^{1 / \beta_{1}}$ and $L^{1 / \beta_{\mathbf{2}}}$. These limits must be the same since they are, almost everywhere, ordinary limits of a suitable subsequence of $\left\{T P_{n}\right\}$.
(ii) Suppose again that $\alpha_{1} \leqslant \alpha_{2}$. Let $n>0$ be an integer such that $\alpha_{2}<n$. Hence also $\alpha_{1}<n$. For any system of $n$ complex-valued simple functions $g_{1}, g_{2}, \ldots, g_{n}$ defined on ( $0,2 \pi$ ) we define an operation $T^{*}$ by the formula

$$
\begin{equation*}
T^{*}\left[g_{1}, g_{2}, \ldots, g_{n}\right]=T\left[F_{1} F_{2} \ldots F_{n}\right] \tag{3.13}
\end{equation*}
$$

where

$$
F_{f}(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{i t}+z}{e^{u}-z} g_{j}(t) d t \quad(j=1,2, \ldots, n) .
$$

We know (Chapter VII, (7•2), and the inequality following it) that

$$
\begin{equation*}
\left\|F_{j}\right\|_{r} \leqslant A_{r}\left\|g_{j}\right\|_{r} \quad(1<r<\infty) \tag{3.15}
\end{equation*}
$$

Hence $F_{j} \in \mathrm{H}^{n / \alpha_{1}}$. By Hölder's inequality, $F_{1} F_{2} \ldots F_{n} \in \mathrm{H}^{1 / \alpha_{1}}$, and so the left-hand side of $(3 \cdot 13)$ is definerl. It is additive in each $g_{j}$. By (3.11), extended to the whole of $\mathrm{H}^{1 / \alpha_{k}}$,

$$
\left\|T^{*}\left[g_{1}, \ldots, g_{n}\right]\right\|_{1 / \beta_{k}} \leqslant M_{k}\left\|F_{1} \ldots F_{n}\right\|_{1 / \alpha_{k}} \leqslant M_{k}\left\|F_{1}\right\|_{n / \alpha_{k}} \ldots\left\|F_{n}\right\|_{n / \alpha_{k}} .
$$

Hence, using (3•15),

$$
\begin{equation*}
\left\|T^{*}\left[g_{1}, \ldots, g_{n}\right]\right\|_{1 / \beta_{k}} \leqslant M_{k} A_{n / a_{k}}^{n}\left\|g_{1}\right\|_{n / \alpha_{k}} \ldots\left\|g_{n}\right\|_{n / \alpha_{k}} \tag{3.16}
\end{equation*}
$$

for $k=1,2$. It follows that $T^{*}$ is a multilinear operation defined for all simple functions $g_{1}, g_{3}, \ldots, g_{n}$. By (3.3),

$$
\left\|T^{*}\left[g_{1}, g_{2}, \ldots, g_{n}\right]\right\|_{1 / \beta} \leqslant\left(A_{n / \alpha_{1}}^{1-t} A_{n / \alpha_{1}}^{t}\right)^{n} M_{1}^{1} M_{2}^{t} \prod_{j}\left\|g_{j}\right\|_{n / \alpha} .
$$

(iii) The formula (3.13) defines $T^{*}$ when $g_{1}, \ldots, g_{n}$ are simple. The formula (3.16) shows that $T^{*}$ can be extended to $L^{n / a_{2}} \times \mathrm{L}^{n / a_{1}} \times \ldots \times \mathrm{L}^{n / \alpha_{8}}$, preserving (3.17). But if $g_{j}$ is in $L^{n / \alpha_{2}}$, then $F_{j}^{\prime}$ in (3.14) belongs to $\mathrm{H}^{n / \alpha_{2}}$, and so $F_{1} \ldots F_{n}$ is in $\mathrm{H}^{1 / \alpha_{s}}$. Thus the righthand side of (3.13) is defined. We shall show that the equation (3.13) still holds in this case.

If the $g_{j}$ belong to $\mathrm{H}^{n / \alpha_{2}}$, and if the $g_{j}^{m}$ are simple and satisfy $\left\|g_{j}^{m}-g_{j}\right\|_{n / \alpha_{z}} \rightarrow 0$ as $m \rightarrow \infty$, then

$$
\left\|T^{*}\left[g_{1}^{m}, \ldots, g_{n}^{m}\right]-T^{*}\left[g_{1}, \ldots, g_{n}\right]\right\|_{1 / \beta_{2}} \rightarrow 0
$$

by an argument similar to (3.8). On the other hand, if $F_{j}^{m}$ is derived from $g_{j}^{m}$ by means of (3.14) we have

$$
\left\|F_{j}^{m}-F_{j}\right\|_{n / \alpha_{2}} \rightarrow 0, \quad\left\|F_{j}^{m}\right\|_{n / \alpha_{2}} \leqslant A_{n / \alpha_{2}}\left\|g_{j}^{m}\right\|_{n / \alpha_{2}}=O(1),
$$

so that, by an argument similar to ( $3 \cdot 8$ ) but using ( $3 \cdot 15$ ), we have

$$
\left\|T\left[F_{1}^{m} \ldots F_{n}^{m}\right]-T\left[F_{1} \ldots F_{n}\right]\right\|_{1 / \beta_{2}} \rightarrow 0
$$

This and (3.18) give (3.13) in the case considered.
It follows that (3-17) holds if all the $g_{j}$ belong to $\mathrm{L}^{n / \alpha}$. For then $g_{j}$ is in $\mathrm{L}^{n / \alpha_{1}}$, since $\alpha_{1} \leqslant \alpha \leqslant \alpha_{2}$.
(iv) Given any polynomial $P$, we write

$$
P(z)=B(z) G(z)
$$

where $B(z)$ is the Blaschke product of $P$, and $G(z)$ (also a polynomial) has no zeros for $|z|<1$. Hence

$$
P=F_{1} F_{2} \ldots F_{n}, \quad \text { where } \quad F_{1}=B G^{1 / n}, \quad F_{2}=\ldots=F_{n}=G^{1 / n}
$$

Multiplying $P$ by a number of absolute value 1 , we may suppose that $P(0)$ is real. Since $G(0)>0$ (Chapter VII, p. 275), $B(0)$ is real. Taking the main branch of $G^{1 / n}$, we see that $F_{j}(0)$ is real for all $j$. This and the boundedness of $F_{j}$ in $|z|<1$ imply that $F_{j}$ is of the form (3.14), with $g_{j} \in \mathrm{~L}^{n / a}$ and real-valued. Hence (3.13) holds and, by (3.3),

$$
\begin{aligned}
\|T P\|_{1 / \beta} & =\left\|T\left[F_{1} \ldots F_{n}\right]\right\|_{1 / \beta}=\left\|T^{*}\left[g_{1}, \ldots, g_{n}\right]\right\|_{V_{\beta} \beta} \\
& \leqslant\left(A_{n / \alpha_{1}}^{\left.1-A_{n / \alpha_{3}}^{t}\right)^{n} M_{1}^{1-t} M_{2}^{\ell} \prod_{j}\left\|g_{j}\right\|_{n / \alpha} .}\right.
\end{aligned}
$$

The last product does not exceed

$$
\prod_{j}\left\{\int_{0}^{2 \pi}\left|F_{j}\left(e^{u}\right)\right|^{n / \alpha} d t\right\}^{\alpha / n}=\prod_{j}\left\{\int_{0}^{2 \pi}\left|G\left(e^{\alpha}\right)\right|^{1 / \alpha} d t\right\}^{\alpha / n}=(2 \pi)^{\alpha}\|P\|_{1 / \alpha},
$$

which gives (3.12) with $\quad K=(2 \pi)^{a} \max \left\{A_{n / a_{1}}^{n}, A_{n / \alpha_{2}}^{n}\right\}$.
(3-19) Theorem of Hardy and Littlewood. (i) Suppose that

$$
f(x) \sim \sum_{-\infty}^{+\infty} c_{n} e^{i n x}
$$

is in $L^{p}, 1<p$ ミ2. Then

$$
\left\{\sum_{k}\left|c_{k}\right|^{p}(j k \mid+1)^{p-s}\right\}^{1 / p} \leqslant A_{p}\left\{\int_{0}^{2 \pi}|f|^{p} d t\right\}^{1 / p}
$$

(ii) Let $\ldots c_{-.1}, c_{0}, c_{1}, \ldots$ be complex numbers such that $\Sigma\left|c_{k}\right|^{9}(|k|+1)^{q-2}$ is finite, $q \geqslant 2$. Then the $c_{k}$ are the Fourier coefficients of an $f$ in $\mathrm{L}^{q}$, and

$$
\left\{\int_{0}^{2 \pi}|f|^{a} d t\right\}^{1 / Q} \leqslant A_{a}\left\{\Sigma\left|c_{k}\right|^{a}(|k|+1)^{a-2}\right\}^{1 / a} .
$$

We first prove the following theorem which is partly more and partly less general than (i), and from which (i) follows without difficulty:
(3-22) Theormm. If $F$ is in $L^{p}, 1 \leqslant p \leqslant 2$, and $S[F]$ is of power series type, $F \sim \sum_{0}^{\infty} c_{k} e^{i k x}$, then

$$
\begin{equation*}
\left\{\sum_{0}^{\infty}\left|c_{k}\right|^{p}(k+1)^{p-2}\right\}^{1 / p} \leqslant A\left\{\frac{1}{2 \pi} \int_{0}^{9 \pi}|F|^{p} d x\right\}^{1 / p}, \tag{3.23}
\end{equation*}
$$

where $A$ is an absolute constant.
For any polynomial $P(z)=\sum_{0}^{n} c_{k} z^{k}$ we have

$$
\left.\begin{array}{l}
\Sigma\left|c_{k}\right|^{2}=\frac{1}{2 \pi} \int_{0}^{9 \pi}\left|P\left(e^{i x}\right)\right|^{2} d x, \\
\Sigma \frac{\left|c_{k}\right|}{k+1} \leqslant \frac{1}{2} \int_{0}^{2 \pi}\left|P\left(e^{i x}\right)\right| d x
\end{array}\right\}
$$

these being Parseval's formula and the inequality (3.1) respectively. We define an operation $h=T P$ by setting $h$ equal to $c_{k}(k+1)$ at the points $k=0,1,2, \ldots$, with $h$ arbitrary elsewhere. If $\psi$ is the additive measure assigning the value $(k+1)^{-2}$ to the set consisting of the single point $k$ and the value 0 to the sete not containing any of the points $k,(3 \cdot 24)$ can be written

$$
\|h\|_{2, \psi}=\|P\|_{2}, \quad\|h\|_{1, \downarrow} \leqslant \pi\|P\|_{1} .
$$

An application of Theorem (3.9) then gives $\|h\|_{p, \psi} \leqslant A\|P\|_{p}$, that is,

$$
\sum_{0}^{n}\left|c_{k}\right|^{p}(k+1)^{p-2} \leqslant \frac{A^{p}}{2 \pi} \int_{0}^{2 \pi}\left|P\left(e^{i x}\right)\right|^{p} d x
$$

where $A$ is an absolute constant.
If $F(R, x)=\Sigma c_{k} R^{k} e^{i k x}$ is the Poiseon integral of the $F$ in Theorem (3.22), we apply (3.25) to the $n$th partial sum of $F(R, x)$. Making first $n$ tend to $+\infty$ and then $R$ tend to 1 , we obtain (3.23).

Return to (3.19). In the proof of (i) we may suppose that $f$ is real-valued. Let $F(z)$ be the anslytic function whose real part is the Poisson integral of $f$, and whoee imaginary part vanishes at $z=0$. Since $c_{-k}=\vec{c}_{k}$, the left-hand side of (3.20) does not exceed

$$
\left\{2 \sum_{0}^{\infty}\left|c_{k}\right|^{p}(k+1)^{p-2}\right\}^{1 / p} \leqslant 2^{1 / p} A\left\|F\left(e^{1 x}\right)\right\|_{p} \leqslant A_{p}\left\{\int_{0}^{2 \pi}|f|^{p} d x\right\}^{1 / p}
$$

by (3.23) and Chapter VII, (2.4). This proves (i).

Part (ii) of (3.19) is dual to part (i), and can be obtained from it by an argument similar to that used in the proof of (2.8) (ii). We shall do this in a more general case in § 5 .

The constant $A_{p}$ in (3-20) tends to $+\infty$ as $p \rightarrow 1$; for otherwise, making $p \rightarrow 1$ through a sequence of $p$ 's for which $A_{p}$ is bounded, we would deduce (3.20) for $p=1$, which is not true. Similarly the constant $A_{q}$ in (3.21) tends to $+\infty$ as $q \rightarrow \infty$ (even if $c_{-1}=c_{-2}=\ldots=0$ ). For then the left-hand side tends to the essential upper bound of $|f|$, and $\left\{\Sigma\left|c_{k}\right|^{q}(|k|+1)^{q-2}\right\}^{1 / Q}$ tends to the upper bound of the numbers $\left|c_{k}\right|(|k|+1)$. If $A_{q}$ remained bounded for some sequence of values of $q$ tending to $\infty$, a function with coefficients $O(1 / n)$ would necessarily be bounded, which of course is not true.

## 4. Marcinkiewicz's theorem on the interpolation of operations

An operation $h=T f$ will be called quasi-linear if $T\left(f_{1}+f_{2}\right)$ is uniquely defined whenever $T f_{1}$ and $T f_{2}$ are defined, and if

$$
\left|T\left(f_{1}+f_{2}\right)\right| \leqslant \kappa\left(\left|T f_{1}\right|+\left|T f_{2}\right|\right)
$$

where $\kappa$ is a constant independent of $f_{1}$ and $f_{\mathbf{2}}$. If $\kappa=1$, we call $T$ sublinear.
We fix two measure spaces $R_{1}$ and $R_{2}$, with measures $\mu$ and $\nu$ respectively, and consider a quasi-linear operation $h=T f$, where $f$ is defined over $R_{1}$ and $h$ over $R_{2}$. Suppose that

$$
1 \leqslant r \leqslant \infty, \quad 1 \leqslant s \leqslant \infty .
$$

As in the linear case (§ 1), $T$ is said to be of type ( $r, s$ ), if $T f$ is defined in $L^{r}, \mu$ and if

$$
\|h\|_{\varepsilon, \nu} \leqslant M\|f\|_{r, \mu}
$$

with $M$ independent of $f$; the least admissible value of $M$ is the $(r, s)$ norm of $T$.
Denote by $E_{y}[h]$ the set of points of $R_{z}$ where

$$
|h|>y>0 .
$$

If $8<\infty,(4 \cdot 3)$ implies that

$$
\nu\left(E_{y}[h]\right) \leqslant\left(\frac{M}{y}\|f\|_{r}\right)^{6} .
$$

A quasi-linear operation $T$ which satisfies (4.4), with an $M$ independent of $f$ and $y$, will besaid to be of weak type ( $r, s$ ); the least value of $M$ in (4-4) may be called the weak ( $r, s$ ) norm of $T$. For the sake of emphasis, operations of type $(r, s)$ will be occasionally called of strong type ( $r, s$ ).

There exist operations which are of weak type $(r, s)$ without being of strong type $(r, 8)$. ByTheorem (3.16) of Chapter IV, the operation $T f=f$, the conjugate function of $f$, is of weak type ( 1,1 ), though it is not of type ( 1,1 ). Another example is the operation $T f=\theta_{1 \rho 1}(x)$ defined in Chapter I, § 13. It is sublinear and is of weak, but not of strong, type ( 1,1 ). Other examples will be found in $\S 5$ below.

We have defined weak type $(r, s)$ for $s<\infty$. We define weak type $(r, \infty)$ as identical with strong type ( $r, \infty$ ). Hence $T$ is of (weak, strong) type ( $r, \infty$ ) if

$$
\text { ess sup }|h| \leqslant M\|f\|_{r} \quad(1 \leqslant r \leqslant \infty) .
$$

(4.6) Throbici of Marcinkiswioz. Let $\left(\alpha_{1}, \beta_{1}\right)$ and $\left(\alpha_{2}, \beta_{2}\right)$ be any two points of the triangle

$$
\Delta: \quad 0 \leqslant \beta \leqslant \alpha \leqslant 1,
$$

such that $\beta_{1} \neq \beta_{2}$. Suppose that a quasi-linear operation $h=T f$ is simultaneously of weak types $\left(1 / \alpha_{1}, 1 / \beta_{1}\right)$ and $\left(1 / \alpha_{2}, 1 / \beta_{2}\right)$, with norms $M_{1}$ and $M_{2}$ respectively. Then for any point $(\alpha, \beta)$ with

$$
\alpha=(1-t) \alpha_{1}+t \alpha_{2}, \quad \beta=(1-t) \beta_{1}+t \beta_{2} \quad(0<t<1)
$$

the operation $T$ is of strong type $(1 / \alpha, 1 / \beta)$, and we have

$$
\|h\|_{1 / \beta} \leqslant K M_{1}^{1-f} M_{2}^{l}\|f\|_{I_{\alpha}},
$$

where $K=K_{1, \alpha_{1}, \alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}}$ is independent of $f$, and is bounded if $\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}$ are fixed and $t$ stays away from 0 and 1.

We postpone comments on Theorem (4.6), and in particular a comparison with the Riesz-Thorin theorem (1-11), until after the proof.

We begin with the following general remark. Consider any non-negative and $\mu$-measurable function $f$ defined over $R_{1}$. Then for any $p \geqslant 1$ we have

$$
\int_{R_{1}} f^{p} d \mu=-\int_{0}^{\infty} y^{p} d m(y)=p \int_{0}^{\infty} y^{p-1} m(y) d y,
$$

where $m(y)$ is the distribution function of $f$, that is, the $\mu$-measure of the set of points where $f>y$.

The first equation (4.8) follows immediately from the definition of the LebeagueStieltjes integral. (Compare a similar argument in Chapter I, $\S 13$, for $p=1$.) The second integral is meant as $\lim _{\alpha \rightarrow \infty} \lim _{\leftrightarrow \rightarrow 0} \int_{e}^{\infty}$, and the equation is valid whether $\int_{R_{1}} f^{p} d \mu$ is finite or not. The equality of the second and third integrals may be seen by observing that if either of them is finite then $y^{p m} m(y) \rightarrow 0$ as $y$ tends to 0 or $\infty$, and that an integration by parts transforms one integral into the other. If both integrals are infinite there is nothing to prove. Thus (4.8) is established.

In what follows we systematically write $1 / \alpha=a, 1 / \beta=b, 1 / \alpha_{1}=a_{1}, \ldots$.
Return to (4.6). We may suppose that

$$
\alpha_{1} \leqslant \alpha_{2}
$$

Let $f \in \mathrm{~L}^{1 / a}$. Write $f=f^{\prime}+f^{\prime \prime}$, where $f^{\prime}=f$ whenever $|f| \leqslant 1$, and $f^{\prime}=0$ otherwise; thus $\left|f^{\prime \prime}\right|>1$ or else $f^{\prime \prime}=0$. The condition $f \in L^{1 / a}$ implies that $f^{\prime} \in L^{1 / x_{1}}, f^{\prime \prime} \in L^{1 / a_{1}}$. Hence $T f^{\prime}$ and $T f^{\prime \prime}$ exist, by hypothesis, and so also does $T f=T\left(f^{\prime}+f^{\prime \prime}\right)$.

We have to show that $h=T f$ satisfies (4.7). We first consider the case when both $\beta_{1}$ and $\beta_{2}$ are different from 0 . This implies that $\alpha_{1} \neq 0, \alpha_{2} \neq 0$.

Denote by $m(y)$ and $n(y)$ the distribution functions of $|f|$ and $|\kappa|$. Then

$$
\|h\|_{b}^{b}=b \int_{0}^{\infty} y^{b-1} n(y) d y=(2 \kappa)^{b} b \int_{0}^{\infty} y^{b-1} n(2 \kappa y) d y
$$

$x$ being the same as in (4•1). For a fixed $z>0$ we consider the decomposition

$$
f=f_{1}+f_{2}
$$

in which $f_{1}=f$ when $|f| \leqslant z$ and $f_{1}=e^{i \text { art } f z} z$ elsewhere. It follows that

$$
\left|f_{1}\right|=\min (|f|, z), \quad|f|=\left|f_{1}\right|+\left|f_{2}\right| .
$$

Set $h_{1}=T f_{1}, h_{2}=T f_{2}$. The inequality (4-1) indicates that $|h|>2 \kappa y$ at those points, at most, at which either $\left|h_{1}\right|>y$ or $\left|h_{2}\right|>y$. Denote by $m_{1}(y), m_{2}(y), n_{1}(y), n_{9}(y)$ the distribution functions of $\left|f_{1}\right|,\left|f_{2}\right|,\left|h_{1}\right|,\left|h_{2}\right|$ respectively. Then

$$
\begin{align*}
n(2 \kappa y) & \leqslant n_{1}(y)+n_{2}(y) \\
& \leqslant M_{1}^{b_{1}} y^{-b_{1}}\left\|f_{1}\right\|_{a_{1}}^{b_{1}}+M_{2}^{b_{2}} y^{-b_{2}}\left\|f_{2}\right\|_{a_{2}}^{b_{1}}
\end{align*}
$$

by an application of (4.4) to $f_{1}$ and $f_{3}$. The right-hand side here depends on $z$, and the main idea of the proof consists in defining $z$ as a suitable monotone function of $y$, $z=z(y)$, to be determined later.

By (4-11),

$$
\begin{array}{lll}
m_{1}(y)=m(y) & \text { for } & 0<y \leqslant z \\
m_{1}(y)=0 & \text { for } & y>z \\
m_{2}(y)=m(y+z) & \text { for } & y>0
\end{array}
$$

and an application of (4•12) shows that the last integral in (4.9) does not exceed
where

$$
\begin{gather*}
M_{1}^{b_{1}} \int_{0}^{\infty} y^{b-b_{1}-1}\left\{\int_{R_{1}}\left|f_{1}\right|^{a_{1}} d \mu\right\}^{b_{1} / a_{1}} d y+M_{2_{2}}^{b_{2}} \int_{0}^{\infty} y^{b-b_{2}-1}\left\{\int_{R_{1}}\left|f_{2}\right|^{a_{1}} d \mu\right\}^{b_{2} a_{3}} d y \\
=M_{1}^{b_{1}} a_{1}^{k_{1}} \int_{0}^{\infty} y^{b-b_{1}-1}\left\{\int_{0}^{s} t_{1}^{a_{1}-1} m(t) d t\right\}^{k_{1}} d y \\
+M_{2^{2}}^{b_{2}} a_{2}^{k_{2}} \int_{0}^{\infty} y^{b-b_{2}-1}\left\{\int_{8}^{\infty}(t-z)^{a_{2}-1} m(t) d t\right\}^{k_{2}} d y \\
k_{1}=b_{1} / a_{1}, \quad k_{2}=b_{2} / a_{8}
\end{gather*}
$$

are not less than 1 , by hypothesis.
Initially, instead of $\alpha_{1} \leqslant \alpha_{2}$ we make the stronger assumption $\alpha_{1}<\alpha_{2}$ (that is, $a_{2}<a_{1}$ ) and consider separately the two cases

$$
\text { (i) } \beta_{1}<\beta_{2}, \quad \text { (ii) } \beta_{2}<\beta_{1}
$$

Case (i). We have $b_{2}<b<b_{1}$, and we set

$$
z=(y / A)^{\xi}
$$

where $A$ and $\xi$ are positive numbers to be determined later.
Denote by $P$ and $Q$ the two integrals on the right-hand side of (4•13). Then $\dagger$

$$
\left.\begin{array}{ll}
P^{1 / k_{1}}=\sup _{x} \int_{0}^{\infty} y^{b-b_{1}-2}\left\{\int_{0}^{z} t^{a_{1}-1} m(t) d t\right\} \chi(y) d y & \text { for } \\
Q_{0}^{\infty} y^{b-\phi_{1}-1} \chi^{k_{1}^{\prime}}(y) d y \leqslant 1 ; \\
Q_{0}=\sup _{0} \int_{0}^{\infty} y^{b-b_{2}-1}\left\{\int_{z}^{\infty}(t-z)^{a_{2}-1} m(t) d t\right\} \omega(y) d y & \text { for }
\end{array} \int_{0}^{\infty} y^{b-b_{2}-1} \omega^{k_{i}^{\prime}}(y) d y \leqslant 1 .\right\}
$$

$\dagger$ The computation which follows is deaigned to lead to the eatimate (4.17) below. In the case (ima. portant in applications) $\alpha_{1}=\beta_{1}, \alpha_{3}=\beta_{3}$, when $k_{1}=k_{1}=1$, the computation simplifies, and instead of using (4-14) and the degenerate form of Holder's inequality it is enough to interahange the order of integration in (4-13).

The integral under the first 'sup' is

$$
\begin{align*}
& \int_{0}^{\infty} t^{a_{1}-1} m(t)\left\{\int_{\Delta t^{1 / / \xi}}^{\infty} y^{b-b_{1}-1} \chi(y) d y\right\} d t \\
& \quad \leqslant \int_{0}^{\infty} t^{a_{1}-1} m(t)\left\{\int_{\Delta b^{1 / \xi}}^{\infty} y^{b-b_{1}-1} d y\right\}^{1 / k_{1}}\left\{\int_{\Delta t^{2 / / \epsilon}}^{\infty} y^{b-b_{1}-1} \chi^{k_{1}^{\prime}}(y) d y\right\}^{1 / k_{1}^{\prime}} d t \\
& \quad \leqslant A^{\left(b-b_{1}\right) / k_{1}}\left(b_{1}^{\prime}-b\right)^{-1 / k_{1}} \int_{0}^{\infty} t^{a_{1}-1+\left(b-b_{1}\right) / k_{1}!} m(t) d t,
\end{align*}
$$

by Hölder's inequality and the condition for $\chi$, remembering that $b_{1}>b$. Similarly, substituting $t^{a_{3}-1}$ for $(t-z)^{a_{4}-1}$ and using Hölder's inequality and the condition for $\omega$, we find that the integral under the second 'sup' in (4.14) does not exceed.

$$
\begin{align*}
& \int_{0}^{\infty} t^{a_{1}-1} m(t)\left\{\int_{0}^{A^{1 / 1 / \xi}} y^{b-b_{2}-1} \omega(y) d y\right\} d t \\
& \leqslant \int_{0}^{\infty} t^{a_{2}-1} m(t)\left\{\int_{0}^{A^{1} / 1 /} y^{b-b_{2}-1} d y\right\}^{1 / k_{2}}\left\{\int_{0}^{\Delta^{1} / \xi} y^{b-b_{2}-1} \omega^{k_{2}^{\prime}}(y) d y\right\}^{1 / k_{2}^{\prime}} d t \\
& \leqslant A^{\left(b-b_{2} / k_{2}\right.}\left(b-b_{2}\right)^{-1 / k_{2}} \int_{0}^{\infty} t^{a_{1}-1+\left(b-b_{3}\right) / k_{8} s_{2}} m(t) d t .
\end{align*}
$$

Collecting results we find that

$$
\begin{align*}
\|h\|_{b}^{b} & \leqslant(2 \kappa)^{b} b\left\{M_{1}^{b_{1}} a_{1}^{k_{1}} \frac{A^{b-b_{1}}}{b_{1}-b}\left(\int_{0}^{\infty} t_{1}^{a_{1} \cdot 1+\left(b-b_{1}\right) k_{1} \xi_{m}} m(t) d t\right)^{k_{1}}\right. \\
& \left.+M_{2}^{b_{2}} a_{2}^{k_{2}} \frac{A^{b-b_{2}}}{b-b_{2}}\left(\int_{0}^{\infty} t^{a_{2}-1+\left(b-b_{2}\right) / k_{5} \xi} m(t) d t\right)^{k_{1}}\right\} .
\end{align*}
$$

We now select $\xi$ so that the exponent of $t$ in both integrals is $a-1$. This is possible, and we find

$$
\begin{aligned}
& \xi= \frac{\alpha\left(\beta-\beta_{1}\right)}{\beta\left(\alpha-\alpha_{1}\right)}=\frac{\alpha\left(\beta-\beta_{2}\right)}{\beta\left(\alpha-\alpha_{2}\right)} . \\
& A=M_{1} M_{2}^{\sigma}\|f\|_{a}^{\tau},
\end{aligned}
$$

and select $\rho, \sigma, \tau$ so that both terms on the right of (4.17) contain the same powers of $M_{1}, M_{2}$ and $\|f\|_{a}$. A simple computation shows that

$$
A=M_{1}^{b_{1},\left(b_{1}-b_{2}\right)} M_{2}^{b_{2}}\left(\left(b_{2}-b_{1}\right)\|f\|_{a}^{a\left(k_{2}-k_{1}\right) 火\left(b_{2}-b_{1}\right),}\right.
$$

and that both terms in (4•17) contain $\left(M_{1}^{1-1} M_{8}^{!}\|f\|_{a}\right)^{b}$; thus we obtain (4.7) with

$$
K^{b}=(2 \kappa)^{b} b\left\{\frac{\left(a_{1} / a\right)^{k_{1}}}{b_{1}-b}+\frac{\left(a_{2} / a\right)^{k_{2}}}{b-b_{2}}\right\} .
$$

Case (ii). We now have $b_{1}<b<b_{2}$. We set, as before, $z=(y / A)^{\xi}$, where $A$ is positive and $\xi$ is negative. In the inner integrals in (4.15) and (4.16) the intervals of integration ( $A t^{1 / 5}, \infty$ ) and ( $0, A t^{1 / 5}$ ) are then interchanged, but otherwise the proof remains the same, and we again arrive at (4.7) with $K^{b}$ given by (4.18), but with $b-b_{1}$ and $b_{2}-b$ for $b_{1}-b$ and $b-b_{2}$ respectively in the denominators.
$\dagger$ Since $\beta_{1} \neq \beta_{2}$ we can make $M_{1}=M_{2}=1$ by multiplying $T$ and $d v$ by suitable constants (cf. p. 96). If also $T$ is positive homogeneous-thst is, if $|T(k f)|=|k||T \rho|$ for all constants $k$-then we can chooes $\|f\|_{0}=1, A=1$, and the proof in case (i) is already completo. The same romark applies to the remaining caeos.

We now consider the case $\alpha_{1}=\alpha_{2}$. (This has no interesting applications, nor does the case $\beta_{1}=\beta_{2}$ not covered by the theorem.) Suppose that $\alpha_{1}=\alpha=\alpha_{2}$ and that, for example, $\beta_{1}<\beta<\beta_{2}$. By hypothesis,

$$
n(y) \leqslant\left(M_{1} y^{-1}\|f\|_{a}\right)^{b_{1}}, \quad n(y)<\left(M_{2} y^{-1}\|f\|_{a}\right)^{b_{1}}
$$

where $n(y)=\nu\left(E_{y}[h]\right)$. We split the first integral (4.9) into two, extended over ( $0, A$ ) and ( $A, \infty$ ), where $0<A<\infty$. If we apply to these two integrals the two inequalities (4-19) respectively, and observe that $b_{2}<b<b_{1}$, we see that $\|h\|_{b}^{b}$ is finite. Setting $A=M \mathcal{L}_{\xi}^{\sigma}\|f\|_{a}^{r}$ and selecting $\rho, \sigma, \tau$ so that the exponents of $M_{1}, M_{\mathbf{2}},\|f\|_{a}$ in both integrals are the same, we arrive at (4.7).

It remains to consider the case when one of the numbers $\beta_{1}, \beta_{2}$ is 0 . Suppose that $\beta_{1}=0$. The proof of the theorem requires that after the decomposition (4.10) we estimate $n_{1}(y)$ in terms of $\left\|h_{1}\right\|_{b_{1}}=$ ess sup $\left|h_{1}\right|$. In general this cannot be done unless we know that $\left|h_{1}\right| \leqslant y$, in which case $n_{1}(y)=0$. Thus we must choose $z$ so that $\left|h_{1}\right| \leqslant y$. To be more specific, let us confine our attention to the case $0 \leqslant \alpha_{1}<\alpha_{2}\left(\beta_{2}>\beta_{1}=0\right)$, and consider separately the two subcases (a) $\alpha_{1}=0,(b) \alpha_{1}>0$.
(a) Return to (4•10), (4•11) and (4•12), and take $z=y / M_{1}$. Then

$$
\text { e88 sup }\left|h_{1}\right| \leqslant M_{1} \text { e88 sup }\left|f_{1}\right| \leqslant M_{1}\left(y \mid M_{1}\right)=y .
$$

It follows that $n_{1}(y)=0$ in (4.12), and so of the two terms in (4.17) only the second remains. Setting there $A=M_{1}$, we arrive at (4.7), where again $K$ is given by (4.18) but with the first term in curly brackets omitted.

We can easily verify that the choice of $z$ and $A$ here conforms to the same pattern as in the general argument above.
(b) We again select $z$ so that $n_{1}(y)=0$, after which the proof proceeds as before. Suppose that

$$
z=(y / A)^{\xi}, \quad \text { where } \quad \xi=a_{1} /\left(a_{1}-a\right), \quad A=\lambda M_{1}\|f\|_{a}^{a / a_{1}}
$$

and $\lambda$ is a numerical factor to be determined presently. Except for the presence of this factor, $z, \xi$ and $A$ are given by the formulae above simplified by the hypothesis that $\beta_{1}=0$. It is therefore enough to show that for a suitable $\lambda$ we have ess sup $\left|h_{1}\right| \leqslant y$.

By hypothesis,

$$
\text { ess sup }\left|h_{1}\right| \leqslant M_{1}\left\|f_{1}\right\|_{a_{1}}=M_{1}\left\{a_{1} \int_{0}^{\pi} t^{a_{1}-1} m(t) d t\right\}^{1 / a_{1}}
$$

It follows that we certainly have ess sup $\left|h_{1}\right| \leqslant y$ if

$$
M_{1}^{a_{1}} a_{1} \int_{0}^{z} t^{a_{1}-1} m(t) d t \leqslant\left(A z^{1 / 5}\right)^{a_{1}}=A^{a_{1} z^{a_{1}-a}}
$$

and $a$ fortiori (since $a_{1}>a$ ) if

$$
M_{1}^{a_{1}} a_{1} z^{a_{1}-a} \int_{0}^{\infty} t^{a-1} m(t) d t \leqslant \lambda^{a_{1}} M_{1}^{a_{1}}\|f\|_{a}^{a} z^{a_{1}-a} .
$$

Since the integral on the left is $a^{-1}\|f\|_{a}^{a}$, the inequality is satisfied if $\lambda a_{1} \geqslant a_{1} / a$. This completes the proof in the subcase (b). The value of $K$ is easily found.

Theorem (4.6) is therefore established.
Remakks. (a) The constant $K$ in (4.7) tends, in general, to $\infty$ as $t$ tends to 0 (or 1), for otherwise the operation would be of strong type ( $1 / \alpha_{1}, 1 / \beta_{1}$ ), which need not be the
case. The drawback of the proof given above is that, even if $T$ is linear and of strong types ( $1 / \alpha_{1}, 1 / \beta_{1}$ ) and ( $1 / \alpha_{2}, 1 / \beta_{3}$ ), we cannot show that $K$ is bounded as $t$ tends to 0 or 1. (There is one exception: if $\beta_{1}=0$, the first term in curly brackets in (4•18) is absent, and $K$ remains bounded as $\beta \rightarrow \beta_{1}$.) Hence Theorem (4.6) is not a complete substitute for the Riesz-Thorin theorem. In compensation, (4.8) applies to a number of cases when (1.11) does not; and then additional devices (if a direct appeal to (1-11) fails) may show that $K$ is bounded.

We illustrate this by the example $T f=f$. By Theorem (3.16) of Chapter IV, $T$ is of weak type (1,1). T is also of strong type (2,2). Hence, by (4.6), $T$ is of strong type ( $p_{0}, p_{0}$ ) for each $1<p_{0}<2$. By the very elementary Theorem ( $2 \cdot 21$ ) of Chapter VII, $T$ is also of type ( $p_{0}^{\prime}, p_{0}^{\prime}$ ) and so, again by (4.6), of type ( $p, p$ ), if $p_{0}<p<p_{0}^{\prime}$. The norm $A_{p}$ in the inequality

$$
\|f\|_{p} \leqslant A_{p}\|f\|_{p}
$$

is bounded in every interval $p_{0}+\epsilon \leqslant p \leqslant p_{0}^{\prime}-\epsilon(\epsilon>0)$, and so also in every interval $1+\epsilon \leqslant p \leqslant 1 / \epsilon$. The inequality (4-20) which was proved in Chapter VII, $\S 2$, by complex methods can therefore be obtained by means of real variable ones.
(b) From (4•18) we see that in any case

$$
K^{b}=O\left(\frac{1}{t}\right), \quad K^{b}=O\left(\frac{1}{1-t}\right),
$$

for $t$ tending to 0 and 1 respectively.
(c) In a number of problems we are led to consider integrals of the type $\int \phi(|f|) d \mu$, where $\phi$ is not necessarily a power. Theorem (4.6) makes it possible to 'interpolate' the function $\phi$. Without striving for too much generality we may consider here some special cases which are both illustrative and useful.
(4-22) Theorem. Suppose that $\mu\left(R_{1}\right)<\infty, \nu\left(R_{2}\right)<\infty$, and that a quasi-linear operation $h=T f$ is of weak types $(a, a)$ and $(b, b)$, where $1 \leqslant a<b<\infty$. Suppose also that $\phi(u), u \geqslant 0$, is a continuous increasing function satisfying the conditions $\phi(0)=0$ and

$$
\begin{align*}
\phi(2 u) & =O\{\phi(u)\}, \\
\int_{u}^{\infty} \frac{\phi(t)}{t^{b+i}} d t & =O\left\{\frac{\phi(u)}{u^{b}}\right\}, \\
\int_{1}^{u} \frac{\phi(t)}{t^{a+1}} d t & =O\left\{\frac{\phi(u)}{u^{a}}\right\}, \tag{4-25}
\end{align*}
$$

for $u \rightarrow \infty$. Then $h=$ Tf is defined for every $f$ with $\phi(|f|)$ integrable, and

$$
\int_{R_{1}} \phi(|h|) d \nu \leqslant K \int_{R_{1}} \phi(|f|) d \mu+K
$$

where $K$ is independent of $f$.
The function

$$
\phi(u)=u^{c} \psi(u)
$$

where $a<c<b$ and $\psi(u)$ is a slowly varying function (Chapter $V, \S 2$ ), gives an example
satisfying the above conditions. The validity of (4.23) is obvious. To prove (4.24), take $0<\eta<b-c$; then, for $u$ large enough,

$$
\begin{aligned}
\int_{u}^{\infty} \frac{\phi(t)}{t^{b+1}} d t=\int_{u}^{\infty} \frac{\psi(t)}{t^{\eta}} \frac{d t}{t^{b-c-1+1}} & \leqslant \frac{\psi(u)}{u^{\eta}} \int_{u}^{\infty} \frac{d t}{t^{b-c-v+1}} \\
& =\frac{\psi(u)}{u^{7}} O\left\{\frac{1}{u^{b-c-u}}\right\}=O\left\{\frac{\phi(u)}{u^{b}}\right\} .
\end{aligned}
$$

The inequality (4.25) is proved similarly.
Return to (4-22). The proof that Tf exists is the same as in Theorem (4.6), and we only have to establish (4-26). The proof is similar to that of (4.7), but is in some respects simpler, since we are dealing with points of the hypotenuse of the triangle $\Delta$. However, to avoid having to justify inverting the order of repeated Stieltjes integrals, we confine ourselves to sums rather than integrals.

Let $n(y)$ be the distribution function of $|h|$. We have

$$
\begin{equation*}
\int_{R_{1}} \phi(|h|) d \nu=-\int_{0}^{\infty} \phi(y) d n(y)=\int_{0}^{\infty} n(y) d \phi(y), \tag{4•28}
\end{equation*}
$$

the passage from the second to the third integral being justified as in (4.8).
We write $\lambda=2 \kappa$ and denote by $K$ any positive constant independent of $f$. If $\eta_{j}$ is the measure of the set in which $|h| \geqslant \lambda 2^{\prime}, j=0,1,2, \ldots$, then from (4.28) and $\nu\left(R_{\mathbf{2}}\right)<\infty$ we deduce

$$
\begin{equation*}
\int_{R_{4}} \phi(|h|) d \nu \leqslant K+\sum_{j=0}^{\infty} \eta_{j}\left\{\phi\left(\lambda 2^{j+1}\right)-\phi\left(\lambda 2^{j}\right)\right\}=K+\sum_{0}^{\infty} \eta_{j} \delta_{j}, \tag{4•29}
\end{equation*}
$$

say. For any fixed $j$ we write $f=f_{1}+f_{2}$, where $f_{1}$ equals $f$ or 0 aocording as $|f| \leqslant 2^{f}$ or $|f|>2^{\prime}$. At the points where $|h|>\lambda 2^{\prime}$ we have either $\left|h_{1}\right|>2^{\prime}$ or $\left|h_{2}\right|>2^{\prime}$, where $h_{i}=T f_{i}$. Since $f_{1}$ and $f_{2}$ are in $L^{b}$ and $L^{a}$ respectively, we have

$$
\begin{aligned}
\eta_{j} & \leqslant K\left\{2^{-j b} \int_{R_{h}}\left|f_{1}\right|^{b} d \mu+2^{-j a} \int_{R_{1}}\left|f_{g}\right|^{a} d \mu\right\} \\
& \leqslant K\left\{2^{-j b} \sum_{0}^{j} 2^{i b} \epsilon_{i}+2^{-j a} \sum_{j+1}^{\infty} 2^{i a} \epsilon_{i}\right\},
\end{aligned}
$$

where $\epsilon_{i}, i=1,2, \ldots$, denotes the $\mu$-measure of the set in which $2^{6-1}<|f| \leqslant 2^{x}$, and $\epsilon_{0}$ that of the set where $|f| \leqslant 1$. If we substitute this estimate of $\eta_{j}$ in (4.29), and interchange the order of summation, we are led to (4.26), provided we can prove that each of the sums

$$
\sum_{i=0}^{\infty} 2^{i b} \epsilon_{i} \sum_{j=i}^{\infty} \delta_{j} 2^{-j b}, \quad \sum_{i=1}^{\infty} \epsilon_{i} 2^{i a} \sum_{j=0}^{i-1} \delta_{j} 2^{-j a}
$$

is majorized by $K+K \int_{\mathcal{R}_{2}} \phi(|f|) d \mu$.
We may suppose that $\lambda \geqslant 1$. Since $\delta_{j} \leqslant \phi\left(\lambda 2^{j+1}\right)$, we have

$$
\begin{align*}
\sum_{j=1}^{\infty} \delta_{j} 2^{-j b} \leqslant K \sum_{j=1}^{\infty} 2^{-x b+1)} \int_{\lambda y+1}^{\lambda y+1} \phi(u) d u & \leqslant K \sum_{j=1}^{\infty} \int_{\lambda y+1}^{\lambda y+1} u^{-b-1} \phi(u) d u \\
& \leqslant K \int_{\gamma^{2}}^{\infty} u^{-b-1} \phi(u) d u \leqslant K \phi\left(2^{y}\right) 2^{-\infty b},
\end{align*}
$$

by (4.24). Hence the first sum (4.30) does not exceed

$$
\begin{equation*}
K \sum_{i=0}^{\infty} \epsilon_{i} \phi\left(2^{i}\right) \leqslant K \epsilon_{0} \phi(1)+K \sum_{i=1}^{\infty} \epsilon_{i} \phi\left(2^{i-1}\right) \leqslant K+K \int_{R_{1}} \phi(|f|) d \mu, \tag{4•32}
\end{equation*}
$$

by an application of (4.23). Using (4.23) and (4.25) we obtain a similar estimate for the second sum ( $4 \cdot 30$ ), and the theorem is proved.
(4-33) Theorem. If $\phi(u)=u^{\dagger} \psi(u)$, where $1<r<\infty$ and $\psi(u)$ is a positive slowly varying function, then

$$
\int_{0}^{2 \pi} \phi(|f|) d x \leqslant K \int_{0}^{2 \pi} \phi(|f|) d x+K
$$

This is an obvious corollary of (4-20) and Theorem (4.22).
The theorem which follows is a modification of (4.22) in the case when $a=1$ and (4.25) does not necessarily hold, that is, when the growth of $\phi(u)$ may be 'close' to that of $u$.
(4.34) Theorem. Suppose that $\mu\left(R_{1}\right)$ and $\nu\left(R_{2}\right)$ are finite, that $1<b<\infty$, and that $h=T f$ is a quasilinear operation which is simultaneously of weak types $(1,1)$ and $(b, b)$. Let $\chi(u), u \geqslant 0$, be equal to 0 in a right-hand neighbourhood of $u=0$, say for $u \leqslant 1$, positive and increasing elsewhere; and suppose that $\chi(2 u)=O\{\chi(u)\}$ for large $u$. Write

$$
\phi(u)=u \int_{0}^{u} t^{-\mathbf{-}} \chi(t) d t
$$

and suppose that $\phi(u)$ satisfies (4•24). Then $h=T f$ is defined for all $f$ such that $\phi(|f|)$ is integrable, and we have

$$
\begin{equation*}
\int_{R_{1}} \chi(|h|) d \nu \leqslant K \int_{R_{1}} \phi(|f|) d \mu+K, \tag{4.36}
\end{equation*}
$$

where $K$ is independent of $f$.
The proof is similar to that of (4.22) and we shall be brief. First, we verify that $\chi(2 u)=O\{\chi(u)\}$ implies $\phi(2 u)=O\{\phi(u)\}$. Secondly,

$$
\phi(u) \geqslant u \int_{\frac{\mathbf{t}}{} u}^{u} t-\frac{2}{2} \chi(t) d t \geqslant u \chi\left(\frac{1}{\left.\frac{1}{2} u\right)} \int_{\mathbf{t}^{4} u}^{u} t^{2 \cdot 2} d t=\chi\left(\frac{1}{\frac{1}{2}} u\right),\right.
$$

which in conjunction with $\chi(u)=O\left\{\chi\left(\frac{1}{v} u\right)\right\}$ implies that

$$
\begin{equation*}
\chi(u)=O\{\phi(u)\} \tag{4.37}
\end{equation*}
$$

for large $u$. Next, (4.35) shows that $\phi(u) / u$ is bounded away from 0 as $u \rightarrow \infty$; hence if $\phi(|f|)$ is integrable, so is $|f|$, and so $T f$ is defined. We have now only to prove (4.36).
Substitute $\chi$ for $\phi$ in (4.29), so that now $\delta_{j}=\chi\left(\lambda 2^{i+1}\right)-\chi\left(\lambda 2^{\prime}\right)$. Arguing as before, we shall have proved (4.36) if we can show that each of the two sums (4.30), where now $a=1$, is majorized by $K+K \int_{R_{1}} \phi(|f|) d \mu$. We again have (4.31), with $\chi$ for $\phi$ in the first three sums; and, in view of (4.37) and (4.32), the first sum (4.30) does not exceed $K \int_{R_{1}} \phi(\mid f i) d \mu+K$. An analogous argument shows that the second sum (4.30) is majorized by a similar expression. (It is here that we have to define $\phi$ in terms of $\chi$ as we did.)

The most interesting special case is when $\chi=0$ for $u \leqslant 1$ and $\chi=u$ otherwise. Then $\phi(u)=u \log ^{+} u$, and (4-36) may be written

$$
\int_{R_{\mathbf{z}}}|h| d \nu \leqslant K \int_{R_{1}}|f| \log ^{+}|f| d \mu+K
$$

More generally, the hypotheses concerning the behaviour of $\chi$ and $\phi$ for large $u$ are satisfied if, for such $u, \chi(u)=u \psi(u)$, where $\psi$ is a positive slowly varying function. Hence we have the following result:
(4.39) Theorem. Suppose that $\chi(u)=u \psi(u)$, where $\psi(u)$ is a slowly varying function, positive except in the neighbourhood of $u=0$ where it is 0 . Then, with $\phi$ defined by (4-35), we have

$$
\int_{0}^{2 \pi} \chi(|f|) d x \leqslant K \int_{0}^{2 \pi} \phi(|f|) d x+K
$$

Suppose that the operation $h=T f$ is of type $(1 / \alpha, 1 / \beta)$ for $(\alpha, \beta)$ interior to a segment $l$ with end-points ( $\alpha_{1}, \beta_{1}$ ) and ( $\alpha_{2}, \beta_{2}$ ), so that

$$
\mid h\left\|_{\nu_{\beta}} \leqslant M_{\alpha \beta}\right\| f \|_{1_{\alpha}}
$$

for such ( $\alpha, \beta$ ). The norm $M_{\alpha \beta}$ usually tends to $\infty$ as ( $\alpha, \beta$ ) approaches an end-point of $l$. If $M_{\alpha \beta}$ does not increase too rapidly, we can easily obtsin additional information about the degree of integrability of $h$ for $f$ in $L^{1 / \alpha_{1}}$ or $L^{1 / \alpha_{1}}$. For the sake of brevity we confine our attention to special, but fairly typical, cases which have some bearing on results obtained previously. We suppose that $T$ is linear, that both $\mu\left(R_{1}\right)$ and $\nu\left(R_{2}\right)$ are finite, and that $l$ is on the line $\alpha=\beta$.
(4.41) Theorem. Suppose that $h=T f$ is of type $(r, r)$ for each $1<r<\infty$, so that

Let $\rho>0$. Then,
(i) if

$$
\|h\|_{r} \leqslant A_{r}\|f\|_{r} \quad(1<r<\infty)
$$

(i)

$$
A_{r}=O\left(r^{\rho}\right) \quad(r \rightarrow \infty),
$$

there exist positive constants $\lambda, K$ such that

$$
\int_{R_{1}} \exp \left(\lambda|h|^{1 / \rho}\right) d \nu \leqslant K
$$

for each $f$ with $|f| \leqslant 1$;
(ii) if

$$
A_{r}=O\left\{(r-1)^{-\rho}\right\} \quad(r \rightarrow 1)
$$

then $T f$ is uniquely defined for each $f$ such that $|f|\left(\log ^{+}|f|\right)^{\rho}$ is integrable, and we have

$$
\int_{R_{1}}|h| d \nu \leqslant K \int_{R_{\mathrm{t}}}|f|\left(\log ^{+}|f|\right)^{\rho} d \mu+K
$$

with $K$ independent of $f$.
Proof. (i) By hypothesis, $A_{r} \leqslant A r^{\rho}$ for, say, $r \geqslant 2$. Hence

$$
\begin{equation*}
\int_{R_{2}}|h|^{k / \rho} d \nu \leqslant A^{k / \rho}(k / \rho)^{k} \int_{R_{1}}|f|^{k / \rho} d \mu \leqslant A^{k / \rho}(k / \rho)^{k} \mu\left(R_{1}\right) \tag{4•44}
\end{equation*}
$$

for $k$ integral and not less than $2 \rho$. We multiply (4.44) by $\lambda^{k} / k$ ! and sum over all such values of $k$. Since $k^{k} / k!\leqslant e^{k}$, the series on the right converges if we set $\lambda A^{1 / \rho} e / \rho=\frac{1}{2}$, and so, denoting by $P(u)$ a suitable polynomial of degree less than $2 \rho$, we have

$$
\int_{R_{1}}\left\{\exp \left(\lambda|h|^{1 / \rho}\right)-P(|h|)\right\} d \nu \leqslant K .
$$

The inequality (4.42) follows from (4.45). For at the points where $|h|$ is sufficiently large the integrand in (4.42) is majorized by, say, twice the integrand in (4.45), and the contribution of the remaining values of $h$ in (4.42) is $O(1)$.
(ii) For many operations $T$, the inequality (4.43) is 'dual' to (4.42) and is obtainable from the latter by means of Young's inequality; but we give a direct proof.

Suppose first that $f$ is simple. Hence $T f$ is defined. For each $k=1,2, \ldots$ we define $f_{k}$ as the function equal to $f$ wherever $2^{k-1} \leqslant|f|<2^{k}$, and equal to 0 elsewhere; by $f_{0}$ we mean the function equal to $f$ wherever $|f|<1$, and equal to 0 elsewhere. Then $f=\Sigma f_{k}$, the number of terms being finite. Correspondingly, $h=\Sigma h_{k}$, where $h_{k}=T f_{k}$. Denote by $\epsilon_{k}$ the $\mu$-measure of the set where $f_{k} \neq 0$. We have

$$
\int_{R_{h}}\left|h_{k}\right| d \nu \leqslant \nu^{\mathrm{L}^{\prime}}\left(R_{3}\right)\left\|h_{k}\right\|_{r} \leqslant K A_{r}\left\|f_{k}\right\|_{r} \leqslant K A_{r} 2^{k} \epsilon_{k}^{1 / r}
$$

for $1<r<\infty$. By hypothesis, $A_{r} \leqslant K(r-1)^{-\rho}$ for, say, $1<r<2$; and if we substitute $r=1+1 /(k+1)$ in (4.46) we obtain

$$
\begin{aligned}
& \int_{R_{1}}\left|h_{k}\right| d \nu \leqslant K(k+1)^{\rho} 2^{k} \epsilon_{k}^{(k+1)(k+2)}, \\
& \int_{R_{1}}|h| d \nu \leqslant \Sigma \int_{R_{1}}\left|h_{k}\right| d \nu \leqslant K \sum_{0}^{\infty}(k+1)^{\rho} 2^{k} \epsilon_{k}^{(k+1)(k+2)} .
\end{aligned}
$$

Observe now that those terms of the last series in which $\epsilon_{k} \leqslant 3^{-k}$ have a finite sum, and that for the remaining $k$ we have $\epsilon_{k}^{(k+1)(k+2)} \leqslant K \epsilon_{k}$. Hence

$$
\int_{R_{2}}|h| d \nu \leqslant K+K \sum_{0}^{\infty}(k+1)^{\rho} 2^{k} \epsilon_{k} \leqslant K+K \int_{R_{1}}|f|\left(\log ^{+}|f|\right)^{\rho} d \mu
$$

and (4.43) is proved if $f$ is simple.
Now for any $\omega>0$ we can apply (4-43) to $\omega f$ and obtain

$$
\int_{R_{n}}|h| d \nu \leqslant K \int_{\mathcal{R}_{h}}|f|\left\{\log ^{+}(\omega|f|)\right\}^{\rho} d \nu+K / \omega
$$

so that $K / \omega$ is arbitrarily small if $\omega$ is large enough. It follows that, for any $f$ such that $|f|\left(\log ^{+}|f|\right)^{\rho}$ is integrable, if $f_{n}$ is a sequence of simple functions such that $\int_{R_{1}}\left|f-f_{n}\right|\left(\log ^{+} \omega\left|f-f_{n}\right|\right)^{\rho} d \mu \rightarrow 0$ for each $\omega>0$, then $\left\|h_{m}-h_{n}\right\|_{1} \rightarrow 0$ as $m, n \rightarrow \infty$. Hence $T f_{m}$ tends in $L$ to a limit $h$ which may be taken as $T f$ and which satisfies (4.43).

This completes the proof of ( 4.41 ). It is clear that the requirement that $T$ should be of type $(r, r)$ is needed in (i) only for $r>r_{0}$, and in (ii) only for $r$ near 1 .

## 5. Paley's theorems on Fourier coefficients

In this section we shall extend Theorem (3•19) to general systems $\left\{\phi_{n}\right\}, n=1,2, \ldots$, of functions orthonormal and uniformly bounded,

$$
\left|\phi_{n}(x)\right| \leqslant M,
$$

over an interval $(a, b)$. Given a sequence of numbers $c_{1}, c_{2}, \ldots$ we write

$$
\mathfrak{F}_{r}[c]=\left\{\sum_{k}\left|c_{k}\right|^{\ulcorner } k^{r-z}\right\}^{1 / r}
$$

(5-1) Theorem of Paley. (i) If $f \in \mathrm{~L}^{p}, 1<p \leqslant 2$, and if $c_{1}, c_{2}, \ldots$ are the Fourier coefficients of $f$ with respect to $\phi_{1}, \phi_{2}, \ldots$, then $\mathfrak{B}_{p}[c]$ is finite and

$$
\begin{equation*}
\mathfrak{B}_{p}[c] \leqslant A_{p} M^{(2-p) p}\|f\|_{p} . \tag{5•2}
\end{equation*}
$$

(ii) If given numbers $c_{1}, c_{2}, \ldots$ satisfy the condition $\mathfrak{B}_{[ }[c]<\infty$ for some $q \geqslant 2$, then there is an $f \in$ Le having the $c_{n}$ as its Fourier coefficients with respect to $\left\{\phi_{n}\right\}$, and such that

$$
\begin{equation*}
\|f\|_{Q} \leqslant A_{q}^{\prime} M^{(Q-2) / Q} \mathfrak{B}_{q}[c] . \tag{5.3}
\end{equation*}
$$

The function $f$ is the limit, in $\mathrm{L}^{Q}$, of $s_{n}=c_{1} \phi_{1}+\ldots+c_{n} \phi_{n}$ as $n \rightarrow \infty$.
(iii) Moremser, we may take

$$
A_{q}^{\prime}=A_{q^{\prime}}
$$

Let $\mu$ be the ordinary Lebesgue measure in $(a, b)$; by $\|f\|_{r}$ we mean a norm with respect to $\mu$. Let $\nu$ give measure $1 / n^{2}$ to the set consisting of the single point $n$, $n=1,2, \ldots$, and measure 0 to a set which does not contain any of these points. The linear operation

$$
h=T f=\left\{n c_{n}\right\}=\left\{n \int_{a}^{b} f \bar{\phi}_{n} d x\right\}
$$

is defined everywhere in $\mathrm{L}^{r, \mu}, \mathbf{1} \leqslant r \leqslant 2$, and

$$
\|h\|_{r, \nu}=\left\{\sum\left|n c_{n}\right|^{r} n^{-2}\right\}^{1 / r}=B_{r}[c] .
$$

Bessel's inequality $\mathfrak{B}_{2}[c] \leqslant\|f\|_{2}$ implies that $T$ is of type (2,2). It is generally not of type ( 1,1 ) (except in special cases; see §3). We show that $T$ is of weak type ( 1,1 ); more precisely we show that

$$
\nu\left\{E_{\nu}[h]\right\} \leqslant \frac{2 M}{y}\|f\|_{1}
$$

The left-hand side here is $\Sigma n^{-2}$ extended over those $n$ for which $\left|n c_{n}\right|>y$. For such $n$,
that is,

$$
\begin{gathered}
y<\left|n c_{n}\right| \leqslant n \int_{a}^{b}\left|f \bar{\phi}_{n}\right| d x \leqslant n M\|f\|_{1}, \\
n>y / M\|f\|_{1} .
\end{gathered}
$$

If we set $\omega=y / M\|f\|_{1}$ and suppose that $\omega \geqslant 1$, then

$$
\sum_{n>\infty} n^{-2} \leqslant 2 \omega^{-1}=2 M y^{-1}\|f\|_{1},
$$

which is (5.5). The latter is obvious (since $\left.\sum_{1}^{\infty} n^{-2}=\frac{1}{8} \pi^{i}\right)$ if $\omega<1$.
By Theorem (4•6), with $\left(\alpha_{1}, \beta_{1}\right)=(1,1),\left(\alpha_{2}, \beta_{2}\right)=\left(\frac{1}{2}, \frac{1}{2}\right),(\alpha, \beta)=(1 / p, 1 / p), M_{1}=2 M$. $M_{2}=1$, we have
which is (i).

$$
\mathfrak{B}_{p}[c]=\|T f\|_{p, r} \leqslant A_{p} M^{(\mathbf{z}-p / p}\|f\|_{p},
$$

We deduce (ii) from (i). Write $q=p^{\prime}$ and consider any $g$ with $\|g\|_{p} \leqslant 1$. Let $d_{1}, d_{2}, \ldots$ be the Fourier coefficients of $g$ with respect to $\phi_{1}, \phi_{2}, \ldots$ which exist by (2.12). For the $s_{n}$ in (ii) we have

$$
\begin{align*}
!\int_{a}^{b} \bar{s}_{n} g d x \mid & =\left|\sum_{1}^{n} \bar{c}_{k} d_{k}\right|=\left|\sum_{1}^{n} \bar{c}_{k} k^{(q-2) / q} \cdot d_{k} k^{(p-2) / p}\right| \\
& \leqslant\left(\sum_{1}^{n}\left|c_{k}\right|^{\propto} k^{q-q}\right)^{1 / q}\left(\sum_{1}^{n}\left|d_{k}\right|^{p} k^{p-q}\right)^{1 / p} \leqslant A_{p} M^{(2-p) / p}\left(\sum_{1}^{n}\left|c_{k}\right|^{q} k^{q-2}\right)^{1 / q},
\end{align*}
$$

by Hölder's inequality and (5.2) applied to $g$. The upper bound of the left-hand side here for all permissible $g$ is $\left\|s_{n}\right\|_{a}$. Thus

$$
\begin{equation*}
\left\|s_{n}\right\|_{Q} \leqslant A_{p} M^{(Q-q) / Q}\left(\sum_{1}^{n}\left|c_{k}\right|^{n} k^{Q-2}\right)^{1 / Q} . \tag{5.7}
\end{equation*}
$$

This inequality applied to $s_{n}-s_{m}$ gives

$$
\left\|s_{n}-s_{m}\right\|_{Q} \leqslant A_{p} M^{(Q-\Omega) / Q}\left(\sum_{m+1}^{n}\left|c_{k}\right|^{Q} k^{Q-q}\right)^{1 / Q} \rightarrow 0
$$

as $m, n \rightarrow \infty$. Hence there is an $f \in L^{q}$ such that $\left\|\delta_{n}-f\right\|_{q} \rightarrow 0$. This and (5.7) lead to (5.3), and also to (5.4). $\dagger$

Condition $\mathfrak{B}_{q}[c]<\infty$ implies $\|c\|_{2}<\infty$ since, by Hölder's inequality,

$$
\begin{aligned}
\Sigma\left|c_{k}\right|^{2} & \left.=\Sigma\left|c_{k}\right|^{2} k^{2(Q-2) / Q} \cdot k^{-\alpha Q}-2\right) / Q \\
& \leqslant\left(\Sigma\left|c_{k}\right|^{Q} k^{\alpha-2}\right)^{2 / Q}\left(\Sigma k^{-2}\right)^{(\alpha-2 / Q} .
\end{aligned}
$$

It follows (Chapter IV, §1) that $\Sigma c_{k} \phi_{k}$ is the Fourier series of an $f_{1} \in \mathrm{~L}^{2}$ such that $\left\|s_{n}-f_{1}\right\|_{2} \rightarrow 0$. Hence $f \equiv f_{1}$ and the proof of (ii) is complete.

We add that (ii) cannot be obtained by interpolating between $q=2$ and $q=\infty$. For the operation $f=T h$ transforming a sequence $c_{1}, c_{2}, \ldots$ into a function $f \sim \Sigma c_{k} \phi_{k}$ is not of type $(\infty, \infty)$ : the finiteness of sup $\left|k c_{k}\right|$ does not imply the boundedness of $f$.

By Remark (b) on p. 116 we have $A_{p}=O\left\{(p-1)^{-1}\right\}$ as $p \rightarrow 1$. By the Riesz-Thorin theorem (1-11), $A_{p}=O(1)$ as $p \rightarrow 2$ (compare Remark (a) on $p$. 115). Hence, using also (5.4), we may take

$$
A_{p} \leqslant A /(p-1), \quad A_{q}^{\prime} \leqslant A q
$$

where $A$ is an absolute constant.
It is obvious that by applying (5-1) to the normalized system $1, e^{4 x}, e^{-4 x}, e^{2 x x}$, $e^{-84 x}, \ldots$ we obtain Theorem (3.19).

Consider two finite sequences $a_{1}, a_{2}, \ldots, a_{n}$ and $b_{1}, b_{2}, \ldots, b_{n}$ of non-negative numbers and set

$$
S=a_{1} b_{1}+a_{2} b_{\mathbf{2}}+\ldots+a_{n} b_{n} .
$$

Suppose that $\left\{a_{k}\right\}$ is monotone, either non-increasing or non-decreasing. Then, rearranging $b_{k}$ in all possible manners we get for $S$ the largest possible value if $b_{k}$ varies in the same sense as $a_{k}$, that is, if both are non-increasing or both non-decreasing; $S$ is a minimum if they vary in opposite senses. Suppose, for example, that $a_{1} \geqslant a_{2} \geqslant \ldots$ and that $b_{1} \leqslant b_{2}$. Then replacing $a_{1} b_{1}+a_{2} b_{8}$ by $a_{1} b_{2}+a_{3} b_{1}$ we increase $S$ by $\left(a_{1}-a_{2}\right)\left(b_{2}-b_{1}\right)$. Similarly for the other case.
Now consider the case when $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ are infinite, and suppose that $\left\{a_{k}\right\}$ is monotone and $b_{k} \rightarrow 0$. The terms $b_{k}$ distinct from 0 can be rearranged into a non-increasing sequence. If it is finite, we complete it by 0 's. The resulting sequence will be denoted by $\left\{b_{k}^{*}\right\}$ and called the non-increasing rearrangement of $\left\{b_{k}\right\}$. It is not difficult to see that if $\left\{a_{k}\right\}$ increases, then $\delta=\sum a_{k} b_{k}$ is a minimum if the $b_{k}$ are arranged in decreasing order; if $\left\{a_{k}\right\}$ decreases, $\delta$ is a maximum for this rearrangement. For if all $b_{k}$ are distinct from 0 , the argument above remains valid. If some of the $b_{k}$ are 0 , we drop in $S$ the corresponding terms $a_{k} b_{k}$ and maximize or minimize the remainder by rearranging the $b_{k} \neq 0$ into a descending order. The sum we get will be $\Sigma a_{k} b_{k}^{*}$.

[^31]Given a sequence of complex numbers $c_{k} \rightarrow 0$, we denote by $\left\{c_{k}^{*}\right\}$ the sequence $\left|c_{1}\right|,\left|c_{\mathbf{2}}\right|, \ldots$ rearranged in decreasing order. Writing $\mathfrak{B}_{r}^{*}[c]=\mathfrak{B}_{r}\left[c^{*}\right]$, we have

$$
\begin{equation*}
\mathfrak{B}_{\boldsymbol{q}}^{*}[c] \leqslant \mathfrak{B}_{q}[c], \quad \mathfrak{B}_{p}^{*}[c] \geqslant \mathfrak{B}_{p}[c] . \tag{5.9}
\end{equation*}
$$

(5-10) Theorkm. (i) Under the hypotheses of (5•1) (i) we have

$$
\mathfrak{B}_{p}^{*}[c] \leqslant A_{p} M^{(8-p / p}\|f\|_{p} .
$$

(ii) If $c_{1}, c_{2}, \ldots$ are complex numbers tending to 0 such that $\mathfrak{B}_{q}^{*}[c]$ is finite, then the $c_{n}$ are the Fourier coefficients, with respect to the $\left\{\phi_{n}\right\}$, of an $f \in L^{q}$ satisfying

$$
\|f\|_{Q} \leqslant A_{Q}^{\prime} M^{(Q-2) / Q} \mathfrak{B}_{Q}^{*}[c] .
$$

Part (i) follows from (5-1) (i) if we rearrange the $\phi_{k}$ corresponding to the $c_{k}$ distinct from 0. (Observe that (2.8) (i) implies that $c_{k} \rightarrow 0$.)

Conversely, suppose that for a given $\left\{c_{n}\right\} \rightarrow 0$ we have $\mathfrak{B}_{q}^{*}[c]<\infty$. Let $\left|c_{n_{1}}\right|,\left|c_{n_{2}}\right|, \ldots$ be the numbers which after rearrangement go into $c_{1}^{*}, c_{\xi}^{*}, \ldots$. By (5.1) (ii), $\Sigma c_{n_{k}} \phi_{n_{k}}$ is the Fourier series of an $f \in \mathrm{~L}^{\varepsilon}$ having $c_{n_{k}}$ as its Fourier coefficient with respect to $\phi_{n_{k}}$ and satisfying $\|f\|_{q} \leqslant A_{q}^{\prime} M^{(q-2) / q} \mathfrak{B}_{q}^{*}[c]$; moreover, $f$ is the limit in $L^{2}$ of the partial sums of $\Sigma c_{n_{k}} \phi_{n_{k}}$. The latter result shows that the Fourier coefficients of $f$ with respect to the $\phi_{k}$ different from $\phi_{n_{1}}, \phi_{n_{2}}, \ldots$ are 0 . This completes the proof of (ii).

It is interesting to observe that Paley's theorem in the form (5.10) contains the F. Riesz theorem (2.8) as a special case, though in a slightly less sharp form, the righthand sides of the inequalities in question,

$$
\|c\|_{p^{\prime}} \leqslant M^{(2-p) / p}\|f\|_{p}, \quad\|f\|_{p^{\prime}} \leqslant M^{(2-p) p}\|c\|_{p}
$$

having an extra factor $\beta_{p}$ depending on $p$ only.
It is sufficient to show that

$$
\begin{align*}
& \mathfrak{P}_{p}^{*}[c] \geqslant \gamma_{p}^{\prime}\|c\|_{\mathcal{D}^{\prime}} \\
& \mathfrak{P}_{q}^{*}[c] \leqslant \gamma_{q}\|c\|_{\mathcal{q}^{\prime}} \tag{5.12}
\end{align*}
$$

where $\gamma_{p}^{\prime}$ depends only on $p$, and $\gamma_{q}$ only on $q$. We prove the second of these inequalities only, the proof of the first being similar. We use the fact that $(x+y+\ldots)^{r} \geqslant x^{r}+y^{r}+\ldots$ for $x, y, \ldots$ non-negative and $r \geqslant 1$. Then

$$
\begin{aligned}
\sum_{n=1}^{\infty} c_{n}^{* q} n^{q-2}=\sum_{\nu=0}^{\infty} \sum_{n=2^{\nu}}^{2 \nu+1} c_{n}^{* q} n^{q-2} & \leqslant 2^{q-2} \sum_{\nu=0}^{\infty} c_{2^{\prime}}^{* q} 2^{n q-1)} \\
& =2^{q-2} \sum_{\nu=0}^{\infty}\left(c_{2^{\prime}}^{* q^{q}} 2^{\nu}\right)^{q-1} \\
& \leqslant 2^{2 q-3}\left(c_{1}^{* q^{\prime}}+\sum_{\nu=1}^{\infty} c_{2^{\prime}}^{* q^{\prime}} 2^{\nu-1}\right)^{q-1} \\
& \leqslant 2^{2 q-3}\left(c_{1}^{* q^{q}}+\sum_{\nu=1}^{\infty} \sum_{n=2^{\nu}}^{2^{\nu-1}} c_{n}^{* q^{\prime}}\right)^{q-1} \\
& \leqslant 2^{2 q-3}\left(2 \sum_{n=1}^{\infty} c_{n}^{* q^{q}}\right)^{q-1}=2^{3 q-4}\left\|c_{n}\right\|_{Q^{q}},
\end{aligned}
$$

and (5•12) is established.

This result might suggest that perhaps the criteria of Paley and Rieaz are, roughly speaking, equally powerful. That this is not so can be seen by the example

$$
\phi_{n}(x)=\cos n x, \quad(a, b)=(0, \pi), \quad c_{n}=n^{-\frac{1}{2}} \log ^{-\frac{1}{2}}(n+1)
$$

for $n=1,2, \ldots$. Then $\mathfrak{B}_{4}^{*}[c]=\mathfrak{B}_{4}[c]$ is finite and, by (5•10) (ii), $\Sigma c_{n} \cos n x$ is in $L^{4}$. Since $\|c\|_{1}=\infty$, this result is not a consequence of (2.8) (ii).

We now prove results dual to ( $5 \cdot 1$ ) and (5.10), in which the roles of $f$ und $c_{n}$ are reversed. We need the following lemma, in which $f^{*}$ denotes the non-increasing rearrangement of $|f|$ (see Chapter I, § 13).
(5-13) Lemma. If $f(x)$ and $g(x)$ are non-negative, and the latter also non-increasing, in a finite interval ( $a, b$ ), then

$$
\int_{a}^{b} g f d x \leqslant \int_{a}^{b} g f^{*} d x
$$

We first observe that if $f_{n}(x) \rightarrow f(x)$ almost everywhere, then $f_{\mathrm{n}}^{*}(x) \rightarrow f^{*}(x)$, except possibly at a denumerable set of points. For $\left|E\left(f_{n}>y\right)\right| \rightarrow|E(f>y)|$ for each $y$ which is not taken by $f(x)$ in a set of positive measure, that is, $\boldsymbol{m}_{\boldsymbol{n}}(y) \rightarrow \boldsymbol{m}(y)$ for such $y$, if $m_{n}(y)$ and $m(y)$ denote the distribution functions of $f_{n}$ and $f$. Considering the inverse functions $f_{n}^{*}(x)$ and $f^{*}(x)$ of $m_{n}(y)$ and $m(y)$, it is intuitive geometrically that $f_{n}^{*}(x) \rightarrow f^{*}(x)$ for each $x$ which does not correspond to a stretch of constancy of $m(y)$.

Next, if $\left\{f_{n}\right\}$ is monotone and tends to the limit $f$, and if ( $5 \cdot 14$ ) holds for each $f_{n}$, then it also holds for $f$. This follows from the preceding remark and from Lebesgue's theorem on the integration of monotone sequences.

Finally, ( $5 \cdot 14$ ) is true if ( $a, b$ ) can be decomposed into a finite number of intervals of equal length in each of which $f$, and so also $f *$, is a constant. For then the integrals $(5 \cdot 14)$ reduce to sums, a case discussed previously. Since starting with such functions we can, by monotone passages to limits, obtain any measurable function $f$ (or, rather, a function equivalent to $f),(5 \cdot 14)$ is established.

We now pass to the duals of (5.1) and (5.10). It will simplify the proof slightly if we assume that ( $a, b$ ) is finite, for example of the form ( $0, h$ ), but the proof for the general case is much the same (see also the Remark on p. 126). By $f^{*}$ we now denove the function non-increasing and equimeasurable with $|f|$. We also write

$$
\begin{aligned}
& \mathfrak{u}_{r}[f]=\left(\int_{0}^{h}|f|^{r} x^{r-2} d x\right)^{1 / r}, \\
& \mathfrak{u}_{r}^{*}[f]=\mathfrak{u}_{r}\left[f^{*}\right]=\left(\int_{0}^{h} f^{* r} x^{\kappa-\mathbf{2}} d x\right)^{1 / r} .
\end{aligned}
$$

The following theorem corresponds to (5-10):
(5-15) Theorem. (i) If for a sequence $c_{1}, c_{2}, \ldots$ we have $\|c\|_{p}<\infty$, then the $c_{n}$ are the Fourier coefficients with respect to the $\phi_{n}$ of an $f$ with

$$
\mathfrak{u}_{p}^{*}[f] \leqslant A_{p} \mathbb{P}^{(2-p) / p}\|c\|_{p}
$$

(ii) If $\mathfrak{U}_{Q}^{*}[f]$ is finite, and if $c_{n}$ are the Fourier coefficients of $f$, then $\|c\|_{q}$ is finite and

$$
\begin{equation*}
\|c\|_{Q} \leqslant A_{q}^{\prime} \mathscr{P}^{(Q-2 / Q Q} \mathfrak{U}_{Q}^{*}[f] \tag{5.17}
\end{equation*}
$$

with $A_{q}^{\prime}=A_{\sigma}$.

We begin by proving (5•16) in a weaker form with $\mathfrak{U}$ for $\mathfrak{U}^{*}$.
Let $\mu$ be the additive measure giving value 1 to the sets consisting of the single points $x=n, n=1,2, \ldots$, and 0 to sets not containing any of these points. By $\nu$ we shall mean the measure defined on $(0, h)$ by the condition $d \nu=x^{-2} d x$. Then

$$
\|c\|_{r, \mu}=\|c\|_{r}, \quad\|g\|_{r, \nu}=\mathfrak{u}_{r}[f]
$$

for $g=x f(x)$. The inequality (5-16) holds for $p=2$, with $A_{2}=1$, and it will be proved generally if we show that the operation

$$
g=T c=x f(x)=x \Sigma c_{n} \phi_{n}
$$

is of weak type (1,1). We shall show that

$$
\nu(E(|g|>y)) \leqslant M y^{-1}\|c\|_{1} .
$$

The left-hand side here is $\int x^{-2} d x$ extended over the set where $x|f(x)|>y$. For such $x$,

$$
y<x|f(x)|=x\left|\Sigma c_{n} \phi_{n}\right| \leqslant x M\|c\|_{1}
$$

whence $x>y / M\|c\|_{1}=\omega$, say. If $\omega \geqslant h$, there is nothing to prove. If $\omega<h$, the lefthand side of (5.18) is less than $\int_{\omega}^{\infty} x^{-8} d x=M y^{-1}\|c\|_{1}$.

We now prove the weaker form of (5•17). Let $p=q^{\prime}$. We fix $N>0$ and consider all sequences $d_{1}, d_{2}, \ldots, d_{N}$ with $\|d\|_{Q}=1$. Write $g=d_{1} \phi_{1}+\ldots+d_{N} \phi_{N}$. Then

$$
\begin{aligned}
&\left(\sum_{1}^{N}\left|c_{n}\right|^{q}\right)^{1 / q}=\sup _{d}\left|\sum_{1}^{N} c_{n} \bar{d}_{n}\right|=\sup _{d}\left|\int_{0}^{h} f \bar{g} d x\right| \\
&=\sup _{d}\left|\int_{0}^{h} f x^{(q-2) / q} \cdot \bar{g} x^{(p-2 / p} d x\right| \leqslant \mathfrak{U}_{q}[f] \sup _{d} \mathfrak{u}_{p}[g] \\
& \leqslant A_{p} M^{(2-p) / p} \mathfrak{u}_{q}[f]
\end{aligned}
$$

by (5.16). On making $N \rightarrow \infty$ we get (5.17) with $A_{q}^{\prime} \leqslant A_{\mathscr{q}}$.
We now prove the actual inequality (5.17), with $\mathfrak{U}^{*}$. We first suppose that $f$ is a step function. Rearranging the order of the intervals of constancy of $f$, we transform $\mid f$ into $f^{*}$. At the same time $f(x)$ is transformed into a function $F(x)$, and the $\phi_{n}$ are transformed into functions $\psi_{n}$ again forming an ortho-normal system. Since the coefficient of $f$ with respect to $\phi_{n}$ is equal to the coefficient of $F$ with respect to $\psi_{n}$, (5-17) follows from the weaker inequality previously established.
'To prove (5.17) in the general case, let $\left\{f_{k}\right\}$ be a sequence of functions for each of which (5.17) is true. Since any bounded $f$ is almost every where the limit of a uniformly bounded sequence $\left\{f_{k}\right\}$ of step functions, and since $c_{n}^{k} \rightarrow c_{n}, f_{k}^{*} \rightarrow f^{*}$ as $k \rightarrow \infty,(5 \cdot 17)$ holds with $f_{k}^{*}, c_{n}^{k}$ replaced by $f^{*}, c_{n}$. If $f$ is arbitrary, we set $f_{k}(x)=f(x)$ wherever $|f(x)| \leqslant k$, and $f(x)=0$ elsewhere. Here again $c_{n}^{k} \rightarrow c_{n}$, and $f_{k}^{*}$ tends increasingly to $f^{*}$; and since the $f_{k}$ are bounded, (5•17) holds for $f$.

To prove (5•16) we fix $N>0$, set $f_{N}=c_{1} \phi_{1}+\ldots+c_{N} \phi_{N}$, and observe that

$$
u_{p}\left[f_{N}^{*}\right]=\sup _{\sigma} \int_{0}^{n} f_{N}^{*} g d x
$$

for all $g \geqslant 0$ with $\mathfrak{u}_{\boldsymbol{Q}}[g] \leqslant 1 ; g$ may further be restricted to the class of step functions. Then $\int_{0}^{h} f_{N}^{*} g d x=\int_{0}^{h} \bar{f}_{N} \gamma d x$, where the absolute value of $\gamma(x)=\gamma(x ; g, N)$ is equidistributed with $|g|$. Denoting by $d_{n}$ the Fourier coefficients of $\gamma$ we have
since

$$
\begin{align*}
\mathfrak{u}_{p}\left[f_{N}^{*}\right]=\sup _{\rho} \int_{0}^{A} f_{N}^{*} g d x & =\sup _{\theta}\left|\sum_{1}^{N} \bar{c}_{n} d_{n}\right| \leqslant \sup _{\sigma}\|c\|_{p}\|d\|_{q} \\
& \leqslant\|c\|_{p} \sup _{\boldsymbol{q}}\left\{A_{q}^{\prime} M^{(Q-2) / Q} \mathfrak{u}_{Q}\left[\gamma^{*}\right]\right\} \\
& \leqslant A_{q}^{\prime} M^{(2-p) / p}\|c\|_{p} \\
\mathfrak{u}_{q}\left[\gamma^{*}\right]= & \mathfrak{u}_{q}\left[g^{*}\right] \leqslant \mathfrak{u}_{q}[g] \leqslant 1 .
\end{align*}
$$

Since the finiteness of $\|c\|_{p}$ implies that of $\|c\|_{2}$, there is a sequence $\left\{f_{N_{k}}\right\}$ converging to $f$ almost everywhere. It follows that $f_{N_{k}}^{*} \rightarrow f^{*}$ outside a denumerable set (cf. p. 124). Comparing the extreme terms in (5•19) and making $N=N_{k} \rightarrow \infty$, we get (5•16), with $A_{p}=A_{p}^{\prime}$.

Remark. In the case $(a, b)=(-\infty,+\infty)$ it is convenient to define $f^{*}$ as the function equidistributed with $|f|$, even, and non-increasing in ( $0, \infty$ ). We may then set

$$
\mathfrak{U}_{r}^{*}[f]=\left(\int_{-\infty}^{+\infty} f^{* r}|x|^{r-2} d x\right)^{1 / r}
$$

Compare Theorems (2.8) and (5•10). Their first parts assert that both $\|c\|_{p^{\prime}}$ and $\mathfrak{B}_{p}^{*}[c]$ are less than fixed multiples of $\|f\|_{p}$. We now prove a result containing these two as special cases. A similar unification is given for the second parts of (2.8) and (5.10).
(5-20) Theorem. (i) Suppose that

$$
p \leqslant r \leqslant p^{\prime}, \quad \lambda=\frac{1}{p}+\frac{1}{r}-1 .
$$

Then for the coefficients $c_{n}$ of $f \in \mathrm{~L}^{p}$ with respect to $\phi_{n}$ we have

$$
\left\{\Sigma\left(c_{n}^{*} n^{-1}\right)^{r}\right\}^{1 / r} \leqslant A_{p} M^{(\varepsilon-p) / p}\|f\|_{p} .
$$

(ii) Suppose that

$$
q^{\prime} \leqslant s \leqslant q, \quad \mu=\frac{1}{q}+\frac{1}{8}-1,
$$

and that a sequence $c_{n} \rightarrow 0$ satisfies $\Sigma\left(c_{n}^{*} n^{-\mu}\right)^{0}<\infty$. Then there is an $f \in \mathrm{~L}^{\mathrm{q}}$ having the $c_{n}$ as sts coefficients with respect to $\phi_{n}$ and such that

$$
\|f\|_{q} \leqslant A_{q} M^{(Q-\Sigma) / q}\left\{\Sigma\left(c_{n}^{*} n^{-\mu}\right)^{\mu}\right\}^{1 / 8} .
$$

Clearly $\lambda \geqslant 0, \mu \leqslant 0$.
The left-hand side of ( $5 \cdot 21$ ) is

$$
\left\{\Sigma\left(c_{n}^{*} n^{1 / p^{\prime}}\right)^{r} n^{-1}\right\}^{1 / r}
$$

and may be written $\left\{\int \xi(x)^{r} d \eta(x)\right\}^{1 / r}$, where $\eta(x)$ is a non-decreasing step function. Thus the logarithm of (5.23) is a convex function of $1 / r$ (Chapter I, (10.12)). But for $r=p$ and $r=p^{\prime}$ the expression (5-23) reduces to $\mathfrak{B}_{p}^{*}[c]$ and to $\left\|c^{*}\right\|_{p^{\prime}}$ respectively. Since a function convex in an interval attains its maximum at one of the ends of the interval, $(5 \cdot 21)$ follows from (5.10) (i) and (2.8) (i).
(ii) may be obtained from (i) in the same way as in (5.1). It is enough to prove (5.22) with $\left|c_{n}\right|$ for $c_{n}^{*}$. Then, setting $q=p^{\prime}, s=r^{\prime}$ and using the same notation as in (5.6), we have

$$
\begin{aligned}
\left|\int_{a}^{b} \bar{s}_{n} g d x\right|=\left|\sum_{1}^{n} \bar{c}_{k} k^{-\mu} \cdot d_{k} k^{-\lambda}\right| & \leqslant\left\{\Sigma\left|c_{k} k^{-\mu}\right|^{s}\right\}^{1 / s}\left\{\Sigma\left|d_{k} k^{-\lambda}\right| r\right\}^{1 / r} \\
& \leqslant A_{p} M^{(2-p / p}\left\{\sum_{1}^{n}\left|c_{k} k^{-\mu}\right|^{s}\right\}^{1 / s}
\end{aligned}
$$

and continuing the argument as before we get $\left\|f-s_{n}\right\|_{q} \rightarrow 0$.
In a similar way we could prove a generalization of (5.15).
The following corollary of ( $5 \cdot 20$ ) will be needed in $\S 9$ below.
(5-24) Theorem. Suppose that

$$
1<p \leqslant 2 \leqslant q<\infty, \quad f \sim \Sigma c_{n} \phi_{n} \in L^{p},
$$

and write

$$
\alpha=\frac{1}{p}-\frac{1}{q}, \quad g \sim \Sigma c_{n} n^{-\alpha} \epsilon_{n} \phi_{n},
$$

where $\epsilon_{n}$ is any sequence of numbers such that $\left|\epsilon_{n}\right| \leqslant 1$. Then

$$
\left\|\left.g\right|_{q} \leqslant A_{p q} M^{2 \alpha}\right\| f \|_{p} .
$$

Take $r=s=2$ in (5.20) and apply (5.21) and (5.22) to $f$ and $g$ reapectively, replacing there, as we may, $c_{n}^{*}$ by $\left|c_{n}\right|$. Thus

$$
\begin{aligned}
\left(\Sigma\left|c_{n} n^{-\lambda}\right|^{2}\right)^{!} & \leqslant A_{p} M^{(2-p) / p}\|f\|_{p} \quad\left(\lambda=\frac{1}{p}-\frac{1}{2}\right), \\
\|g\|_{Q}^{\|} & \leqslant A_{Q} M^{(\alpha-2) / q}\left(\Sigma\left|c_{n} n^{-(\alpha+\mu)}\right|^{2}\right)^{\frac{1}{2}} \quad\left(\mu=\frac{1}{q}-\frac{1}{2}\right),
\end{aligned}
$$

remembering that $\left|\epsilon_{n}\right| \leqslant 1$. These inequalities imply (5-25) if $\mu+\alpha=\lambda$, that is, if $\alpha=1 / p-1 / q$.

Remark. It is easy to see that (5.24) fails in the cases $p<q<2$ and $2<p<q$ (which are equivalent). Suppose that $2<p<q$, that

$$
f(x) \sim \Sigma \eta_{n} \frac{\cos n x}{n^{\dagger} \log n}
$$

in $(0, \pi)$, and that $\eta_{n}= \pm 1$. Choosing for $\left\{\eta_{n}\right\}$ a suitable sequence of $\pm 1$, we have $f \in L{ }^{p}$ for all $p>2$ (Chapter V, (8.16)). Taking $\epsilon_{n}=\eta_{n}$, and for $\alpha$ any positive number less than $\frac{1}{2}$, we have

$$
g(x) \sim \Sigma_{n^{i}+\alpha \log n}^{\cos n x}
$$

By Chapter V, (2.6), $g(x)$ is exactly of order $x^{-t+\alpha} / \log (1 / x)$ near $x=0$, and so is not in $L^{\circ}$ if $\frac{1}{2}-\alpha>1 / q$, and in particular if $\alpha=1 / p-1 / q$.

## 6. Theorems of Hardy and Littlewood about rearrangements of Fourier coefficients

The theorems of the previous section, when applied to the orthogonal system $\left\{e^{i n x}\right\}$, can be stated in a different form and give the solution of an interesting problem. It will be convenient to change the notation slightly.

Given a sequence $c_{0}, c_{1}, c_{-1}, c_{2}, c_{-2}, \ldots$ tending to 0 , let $c_{0}^{*} \geqslant c_{1}^{*} \geqslant c_{-1}^{*} \geqslant \ldots$ be the sequence $\left|c_{0}\right|,\left|c_{1}\right|,\left|c_{-1}\right|, \ldots$ rearranged in descending order of magnitude. Similarly,
given a function $f(x),-\pi \leqslant x \leqslant+\pi$, we denote by $f^{*}(x),-\pi \leqslant x \leqslant \pi$, the function which is even, equimeasurable with $|f(x)|$, and non-increasing in $(0, \pi)$. For $0 \leqslant x \leqslant \pi, f^{*}(x)$ may be defined as the function inverse to $\frac{1}{2}|E(|f|>y)|$. We set

$$
\begin{align*}
& \mathfrak{B}_{r}[c]=\left\{\sum_{-\infty}^{+\infty}\left|c_{n}\right|^{r}(\mid n+1)^{r-2}\right\}^{1 / r}, \\
& \mathfrak{U}_{r}[f]=\left\{\int_{-\pi}^{\pi}|f| r|x|^{r-2} d x\right\}^{1 / r}
\end{align*}
$$

If for the moment we denote the sequence $c_{0}^{*}, c_{1}^{*}, c_{-1}^{*}, \ldots$ by $d_{1}, d_{2}, d_{3}, \ldots$, then the ratio

$$
\sum_{-\infty}^{\infty} c_{n}^{* r}(|n|+1)^{r-2} / \sum_{1}^{\infty} d_{n}^{r} n^{r-2}
$$

is contained between two positive numbers depending only on $r$. Hence we see that Theorem (5•10) remains true for the system $1, e^{i x}, e^{-i x}, \ldots$ if $\mathfrak{B}_{r}$ is given by ( $6 \cdot 1$ ). Similarly, Theorem ( $5 \cdot 15$ ) holds for this system if the interval $(0, h)$ is replaced by $(-\pi, \pi)$ and $\mathfrak{u}_{r}$ is defined by (6.2). In the rest of this section we adopt the definitions (6.1) and (6.2).

We know that a necessary and sufficient condition for the numbers $c_{0}, c_{1}, c_{-1}, \ldots$ to be the Fourier coefficients of an $f \in \mathrm{~L}^{2}$ is that $\Sigma\left|c_{n}\right|^{2}<\infty$. This condition bears on the moduli of the $c_{n}$ only. Hence a necessary and sufficient condition that the complex numbers $c_{0}, c_{1}, c_{-1}, \ldots$ should be, for every variation of their arguments, the Fourier coefficients of a quadratically integrable function, is again $\Sigma\left|c_{n}\right|^{2}<\infty$. One may ask if anything similar holds for other classes $L^{r}$. The answer is always negative; for consider the two series

$$
\sum_{n=1}^{\infty} n^{-\alpha} e^{i n x}, \quad \sum_{n=1}^{\infty} \pm n^{-\alpha} e^{i n x} \quad(0<\alpha<1)
$$

If e.g. $\alpha=\frac{3}{4}$, the first series belongs to $L^{q}$ for $q<4$ only (Chapter V, (2.1)), while the second belongs, for a suitable sequence of signs, to every $L^{q}$ (Chapter V, (8.16)); thus two functions, one of which belongs to $L^{q}$ and the other does not, can have the same $\left|c_{n}\right|$. If $\alpha=\frac{1}{4}$, the first series belongs to $\mathrm{L}^{p}, p<\frac{4}{3}$, while the second need not be a Fourier series.

These facts suggest a change in the problem. We shall now vary not only the arguments of the $c_{n}$ but also their order, and we ask when the new sequences will be those of Fourier coefficients, with respect to the system $1, e^{i x}, e^{-i x}, \ldots$, of functions belonging to $L^{r}$. The results which follow are due to Hardy and Littlewood.
(6.3) Theorem. (i) A necessary and sufficient condition that numbers $\mathrm{c}_{\boldsymbol{n}} \rightarrow 0$ should be, for every variation of their arguments and arrangement, the Fourier coefficients of a function $f \in \mathrm{~L}^{q}$, is that $\mathfrak{B}_{q}^{*}[c]<\infty$. If the condition is satisfied, then

$$
\mathfrak{M}_{q}[f] \leqslant A_{q}^{\prime} \mathfrak{B}_{q}^{*}[c]
$$

for every such $f$.
(ii) $A$ necessary and sufficient condition that the $c_{n}$ should be, for some variation of their arguments and arrangement, the Fourier coefficients of an $f \in L^{p}$, is that $\mathfrak{B}_{p}^{*}[c]<\infty$. Moreover, we have
for every such $f$.

$$
\mathfrak{B}_{p}^{*}[c] \leqslant A_{p} \mathfrak{M}_{p}[f]
$$

The proof is based on the following lemma:
(6.6) Lemma. (i) If $a_{1} \geqslant a_{2} \geqslant \ldots>0$, a necessary and sufficient condition that the function $g(x)=\Sigma a_{n} \cos n x$ should belong to $\mathrm{L}^{r}, r>1$, is that the sum $S_{r}=\Sigma a_{n}^{r} n^{r-2}$ should be finite.
(ii) The result holds also for sine series.

Let $G(x)$ and $H(x)$ denote respectively the integrals of $g$ and $|g|$ over the interval $(0, x)$. Let $A_{n}=a_{1}+a_{2}+\ldots+a_{n}$. By $B$ we shall mean a constant depending at most on $r$, but not necessarily always the same. If $g \in \mathrm{~L}$, in particular if $g \in \mathrm{Lr}$, the series defining $g$ is $S[g]$ (see Chapter $\mathrm{V}, \S 1$ ) and so

$$
\begin{gathered}
G(x)=\int_{0}^{x} g d t=\sum_{n=1}^{\infty} \frac{a_{n}}{n} \sin n x, \\
G\left(\frac{\pi}{n}\right)=\sum_{m=1}^{n-1}\left(\frac{a_{m}}{m}-\frac{a_{m+n}}{m+n}+\frac{a_{m+2 n}}{m+2 n}-\ldots\right) \sin \frac{m \pi}{n} \geqslant \sum_{m=1}^{n-1}\left(\frac{a_{m}}{m}-\frac{a_{m+n}}{m+n}\right) \sin \frac{m \pi}{n} \\
\geqslant B \sum_{[n / 3]+1}^{(2 n / 3]}\left(\frac{a_{m}}{m}-\frac{a_{m+n}}{m+n}\right) \geqslant B \sum_{(n / 3)+1}^{[2 n / 3]} \frac{a_{m}}{m} \\
\geqslant B a_{n}, \\
\sum_{2}^{\infty} a_{n}^{r} n^{r-2} \leqslant B \sum_{2}^{\infty} n^{r-2} G^{r}\left(\frac{\pi}{n}\right) \leqslant B \sum_{2}^{\infty} n^{r-2} H^{r}\left(\frac{\pi}{n}\right) \\
\leqslant B \sum_{2}^{\infty} \int_{\pi / n}^{n /(n-1)}\left\{\frac{H(x)}{x}\right\}^{r} d x=B \int_{0}^{\pi}\left\{\frac{H(x)}{x}\right\}^{r} d x \\
\leqslant B \int_{0}^{\pi}|g|^{r} d x,
\end{gathered}
$$

by Chapter I, (9.16). This establishes the necessity of the condition in (6.6)(i).
To show that the condition is sufficient we observe that

$$
|g(x)| \leqslant \sum_{1}^{n} a_{\nu}+\left|\sum_{n+1}^{\infty} a_{\nu} \cos \nu x\right| \leqslant A_{n}+\pi a_{n} / x
$$

(Chapter I, (2.3)). It follows that $|g(x)| \leqslant B A_{n}$ for $\pi /(n+1) \leqslant x \leqslant \pi / n$. Hence

$$
\int_{0}^{\pi}|g|^{r} d x=\sum_{1}^{\infty} \int_{\pi /(n+1)}^{\pi / n}|g|^{r} d x \leqslant B \sum A_{n}^{r} n^{-2}
$$

and it remains to show that the last series converges if $S_{r}<\infty$.
Let $a(x)$ denote the function equal to $a_{n}$ for $n-1 \leqslant x<n(n=1,2, \ldots)$, and $A(x)$ the integral of $a(t)$ over $(0, x)$. The inequality $S_{r}<\infty$ implies that $a^{r}(x) x^{r-2}$ is integrable over $(0, \infty)$. So (by Chapter I, (9•16), with $s=r-2)$ is the function

$$
\{A(x) / x\}^{r} x^{r-2}=A^{r}(x) x^{-2}
$$

Since the integrability of the latter function is equivalent to the convergence of $\Sigma A_{n}^{r} n^{-2}$, Lemma (6.6) (i) follows.

Lemma (6.6) (ii) can be obtained by a similar argument, or, even more simply, deduced from part (i) by using Theorem (2.4) of Chapter VII.

We are now in a position to prove (6.3). That the condition of (i) is sufficient follows from Theorem (5•10) (ii), whence also we can deduce the inequality (6.4). To prove the
necessity of the condition, consider the two series $\Sigma c_{n}^{*} e^{i n x}$ and $\Sigma c_{-n}^{*} e^{i n x}$. Since both of them belong to $L^{q}$, so does their sum

$$
\sum_{-\infty}^{+\infty}\left(c_{n}^{*}+c_{-n}^{*}\right) e^{i n x}=2\left[c_{0}^{*}+\sum_{1}^{\infty}\left(c_{n}^{*}+c_{-n}^{*}\right) \cos n x\right]
$$

and from ( $6 \cdot 6$ )(i) we see that $\mathfrak{B}_{q}^{*}[c]<\infty$.
From (5.10) (i) we see that the condition of Theorem (6.3) (ii) is necessary. That it is also sufficient follows from the fact that $\Sigma c_{n}^{*} e^{i n x}$ belongs to $L^{p}$ if $\mathfrak{B}_{p}^{*}[c]<\infty$.

The following theorem, in which we consider the rearrangements not of the coefficients but of the function, is a dual of (6.3).
(6.8) Theorem. (i) A necessary and sufficient condition that $\|c\|_{q}$ should be finite for all $f(x)$ having the same $f^{*}(x)$ is that $\mathfrak{U}_{q}^{*}[f]$ should be finite. If $\mathfrak{U}_{q}^{*}[f]$ is finite, then

$$
\|c\|_{q} \leqslant A_{q}^{\prime} \mathfrak{u}_{q}^{*}[f] .
$$

(ii) A necessary and sufficient condition that $\|c\|_{p}$ should be finite for some $f(x)$ with " given $f^{*}(x)$ is that $\mathfrak{U}_{p}^{*}[f]<\infty$. If this condition is satisfied, then

$$
\mathfrak{u}_{p}^{*}[f] \leqslant A_{p}\|c\|_{p}
$$

The proof of (6.8) is similar to that of (6.3), and indeed is slightly easier since $f^{*}(x)$, unlike $c_{n}^{*}$, is an even function of the argument. The only thing we need is the following lemma.
(6.11) Lemma. If a function $g(x),|x| \leqslant \pi$, is non-negative, even, and decreasing in $(0, \pi)$, and if $a_{n}$ are the cosine coefficients of $g$, then a necessary and sufficient condition that $\|a\|_{i r}<\infty, r>1$, is that the function $g^{r}(x) x^{r-2}$ should be integrable.

We shall only sketch the proof, which follows the same lines as that of (6.6)(i). Denoting by $G(x)$ the integral of $g$ over $(0, x)$, we show that

$$
\left|a_{n}\right| \leqslant 2 G(\pi / n), \quad A_{n} \geqslant B g(\pi / n),
$$

where $A_{n}=\left|a_{1}\right|+\left|a_{2}\right|+\ldots+\left|a_{n}\right|$. The first inequality follows from the formula

$$
\frac{1}{2} \pi a_{n}=\int_{0}^{\pi / n} g(x) \cos n x d x+\int_{\pi / n}^{\pi} g(x) \cos n x d x .
$$

For the modulus of the first term on the right is at most $G(\pi / n)$, and, by the second mean-value theorem, the second term on the right is numerically at most

$$
g(\pi / n) \cdot 2 / n \leqslant G(\pi / n) .
$$

To prove the second inequality (6•12), we observe that $\frac{1}{2} a_{0}+a_{1}+\ldots+\frac{1}{2} a_{n}$ is equal to

$$
\begin{aligned}
& \quad \frac{2}{\pi} \int_{0}^{\pi} g(t) \frac{\sin n t}{2 \tan \frac{1}{2} t} d t \geqslant \frac{2}{\pi} \int_{0}^{\pi / n}\left[\frac{g(t)}{2 \tan \frac{1}{2} t}-\frac{g(t+\pi / n)}{2 \tan \frac{1}{2}(t+\pi / n)}\right] \sin n t d t \\
& \geqslant B \int_{0}^{\pi / 2 n} \frac{g(t)}{2 \tan \frac{1}{2} t} \sin n t d t \geqslant B \int_{0}^{\pi / 2 n} \frac{g(t)}{t} \sin n t d t \geqslant B g(\pi / 2 n) \geqslant B g(\pi / n) .
\end{aligned}
$$

We now observe that if $g^{r} x^{-2}$ is integrable, so is $G^{r} x^{-2}$ (Chapter $I,(9 \cdot 16)$ ); thus $\Sigma G^{r}(\pi / n)<\infty$ and, in view of the first inequality (6.12), $\|a\|_{r}<\infty$. Conversely, if
$\|a\|_{r}<\infty$, then $\Sigma\left\{A_{n} / n\right\}^{r}<\infty$ (an easy consequence of Chapter I, (9•16), with $s=0$ ) and the second inequality in (6.12) give $\mathrm{En}_{n \rightarrow r} g^{f}(\pi / n)<\infty$. The latter inequality is equivalent to the integrability of $g^{r} x^{r-2}$.

## 7. Lacunary coefficients

We know that a necessary condition for a sequence $\left\{a_{n}, b_{n}\right\}$ to be that of the Fourier coefficients of an integrable function $f$ is that $\left|a_{n}\right|+\left|b_{n}\right| \rightarrow 0$. If $a_{n}, b_{n}$ are to be the coefficients of a continuous $f$, the series $\Sigma\left(a_{n}^{2}+b_{n}^{2}\right)$ must converge. Neither condition is sufficient, but we shall prove that, for some indices $n$ at least, the Fourier coefficients of integrable, or continuous, functions may be prescribed, roughly speaking. arbitrarily.
(7-1) Theorem. Let $\left\{n_{j}\right\}$ be a sequence of positive integers such that

$$
n_{j+1} / n_{j}>\lambda>1
$$

for $j=1,2, \ldots$, and let $\left\{x_{j}, y_{j}\right\}$ be a sequence of pairs of real numbers.
(i) If $\Sigma\left(x_{j}^{2}+y_{j}^{2}\right)<\infty$, then there is a continuous $f$ with coefficients $a_{n}, b_{n}$ satisfying

$$
\begin{equation*}
a_{n_{j}}=x_{j}, \quad b_{n j}=y_{j} \quad(j=1,2, \ldots) \tag{7•2}
\end{equation*}
$$

(ii) If $\left|x_{j}\right|+\left|y_{j}\right| \rightarrow 0$, then there is an integrable $f$ satisfying (7•2).
(iii) If $x_{j}, y_{j}$ are bounded, then there is a continuous non-decreasing $F(x), 0 \leqslant x \leqslant 2 \pi$, with Fourier-Stieltjes coefficients $a_{n}, b_{n}$ satisfying (7-2).

We begin with (iii) and suppose, as we may, that $\rho_{j}^{2}=x_{j}^{2}+y_{j}^{2} \leqslant 1$ for all $j$. First suppose that $\lambda \geqslant 3$. We set $A_{n_{j}}(x)=x_{j} \cos n_{j} x+y_{j} \sin n_{j} x$ and consider the Riesz product

$$
\prod_{j=1}^{\infty}\left\{1+A_{n_{j}}(x)\right\}
$$

(Chapter V, §7). Since $\rho_{j} \leqslant 1, \lambda \geqslant 3$, this product, when multiplied out, is the FourierStieltjes series of a continuous, non-decreasing (in general, singular) function with coefficients $x_{j}, y_{j}$ at the places $n_{j}$.

If $\lambda>1$, we take $k$ so large that $\lambda^{k} \geqslant 3$, and split $\left\{n_{j}\right\}$ into $k$ sequences: $n_{1}, n_{k+1}, n_{2 k+1}, \ldots$; $n_{2}, n_{k+2}, n_{2 k+2}, \ldots ; \ldots ; n_{k}, n_{2 k}, n_{3 k}, \ldots$. Consider the sum

$$
\prod_{0=0}^{\infty}\left(1+A_{n_{s k+1}}\right)+\prod_{i=0}^{\infty}\left(1+A_{n_{s k+2}}\right)+\ldots+\prod_{\theta=0}^{\infty}\left(1+A_{n_{s k+k}}\right)
$$

which is the Fourier-Stieltjes series of a continuous non-decreasing function. We know (Chapter V, Remark (b) on p. 211) that if $k$ is large enough the $k$ series originating from the product in (7-4) have no terms in common, and so their sum satisfies the assertion in (iii).

To prove (ii), let $\left\{\epsilon_{k}\right\}$ be a positive convex sequence tending to 0 such that the sequences $\left\{x_{j} / \epsilon_{n_{j}}\right\}$ and $\left\{y_{j} / \epsilon_{n_{j}}\right\}$ are bounded. (This is possible since $\left|x_{j}\right|+\left|y_{j}\right| \rightarrow 0$.) By (iii), there is a Fourier-Stieltjes series

$$
\frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right)
$$

such that $a_{n j}=x_{j} / \epsilon_{n j}, b_{n j}=y_{j} / \epsilon_{n_{j}}$ for all $j$. Since multiplying the terms of a Fourier-

Stieltjes series by a convex sequence tending to 0 transforms it into a Fourier series (Chapter IV, (11.10) and Chapter V, ( $1 \cdot 5$ )), the series

$$
\frac{1}{2} a_{0} \epsilon_{0}+\sum_{1}^{\infty} \epsilon_{k}\left(a_{k} \cos k x+b_{k} \sin k x\right)
$$

satisfies the assertion of (ii). Incidentally, the $f$ obtained in this way from (7.3) or (7.4) is non-negative.

The proof of (i) follows the same lines. If in (7.3), or (7.4), we substitute $i A_{n_{j}}$ for $A_{n j}$, we obtain Fourier series of bounded functions (Chapter V, (7-12)), and the imaginary parts of these series have coefficients $x_{j}, y_{j}$ at the places $n_{j}$. The passage to continuous functions follows the same pattern as in the proof of (ii).
(7.5) Theorem. Given an arbitrary function $\phi(u)$ tending to $+\infty$ with $u$, there exists a continuous function $f$ having coefficients $a_{n}, b_{n}$ such that if we set $r_{n}^{2}=a_{n}^{2}+b_{n}^{2}$ the series $\Sigma r_{n}^{2} \phi\left(1 / r_{n}\right)$ diverges.

Let $\left\{\alpha_{k}, \beta_{k}\right\}$ be an arbitrary sequence such that $\Sigma \rho_{k}^{2}<\infty, \Sigma \rho_{k}^{2} \phi\left(1 / \rho_{k}\right)=\infty$, where $\rho_{k}^{2}=\alpha_{k}^{2}+\beta_{k}^{2}$. By (i), there is a continuous $f$ such that $a_{2^{k}}=\alpha_{k}, b_{2^{k}}=\beta_{k}$. Since $\Sigma \rho_{k}^{2} \phi\left(1 / \rho_{k}\right)$ diverges, so does $\Sigma r_{k}^{2} \phi\left(1 / r_{k}\right)$.

Theorem (4.11) of Chapter $V$ is a corollary of (7.5) (take, for example, $\phi(u)=\log u$ ).
We know that the Fourier coefficients of an integrable $f$ can tend to 0 arbitrarily slowly (Chapter V, p. 184). This is no longer true for $f \in \mathrm{~L}^{r}, r>1$, if only because then $\|c\|_{r^{\prime}}<\infty$ if $r \leqslant 2$. The latter result can be strengthened if we restrict ourselves to lacunary coefficients.
(7.6) Theorem. Suppose that $n_{j+1} / n_{j}>\lambda>1$ for all $j$. If $a_{n}, b_{n}$ are the coefficients of an $f \in L^{r}, r>1$, the series $\Sigma\left(a_{n_{j}}^{2}+b_{n_{j}}^{2}\right)$ converges. The result holds if merely $|f|\left(\log ^{+}|f|\right)^{\frac{1}{\prime}}$ is integrable.

We fix $N>0$. For a suitable sequence $\alpha_{1}, \beta_{1}, \ldots, \alpha_{N}, \beta_{N}$ with $\Sigma\left(\alpha_{j}^{\mathbf{2}}+\beta_{j}^{2}\right)=1$, we have

$$
\left\{\sum_{j=1}^{N}\left(a_{n_{j}}^{2}+b_{n_{j}}^{2}\right)\right\}^{\frac{1}{2}}=\sum_{j=1}^{N}\left(a_{n_{j}} \alpha_{j}+b_{n_{j}} \beta_{j}\right)=\frac{1}{\pi} \int_{0}^{2 \pi} f g d t,
$$

where $g=\Sigma\left(\alpha_{j} \cos n_{j} t+\beta_{j} \sin n_{j} t\right)$. By Theorem (8.20) of Chapter V, there are positive constants $\gamma, \delta$ depending on $\lambda$ only such that $\int_{0}^{2 \pi} e^{\gamma \sigma^{2}} d x \leqslant \delta$. Let $\Phi(u)=e^{\gamma u^{3}}-\gamma u^{2}-1$. The functions $\Phi$ and $\Phi^{\prime}$ vanish for $u=0$, and $\Phi^{\prime}$ is strictly increasing for $u \geqslant 0$. Hence $\Phi(u)$ is a Young function (Chapter I, §9). Its complementary function $\Psi(v)$, as is easily seen, is $O\left(v \log ^{\left.\frac{1}{t} v\right)}\right.$ for $v \rightarrow \infty$. In other words,

$$
\Psi(v) \leqslant A_{\lambda} v\left(\log ^{+} v\right)^{\frac{1}{2}}+B_{\lambda}
$$

for $v \geqslant 0$. Young's inequality now shows that the last term in (7.7) is not greater than

$$
\frac{1}{\pi} \int_{0}^{2 \pi}\{\Phi(|g|)+\Psi(|f|)\} d t \leqslant \int_{0}^{2 \pi} e^{\gamma a^{2}} d t+A_{\lambda} \int_{0}^{9 \pi}|f|\left(\log ^{\varphi}|f|\right)^{t} d t+2 B_{\lambda},
$$

which gives

$$
\left\{\sum_{j=1}^{N}\left(a_{n_{j}}^{2}+b_{n_{j}}^{2}\right)\right\}^{\frac{1}{t}} \leqslant A_{\lambda} \int_{0}^{2 \pi}|f|\left(\log ^{+}|f|\right)^{\frac{1}{2}} d t+A_{\lambda}^{\prime},
$$

with $A_{\lambda}^{\prime}=2 B_{\lambda}+\delta$. The inequality holds if we replace $N$ by $\infty$, and so (7•6) is established.

For pewer series of type $H$ we have a similar result which is neither more nor less general than (7-6).
(7.8) Theorem. If $n_{j+1} / n_{j}>\lambda>1$ and $F(z)=\sum_{0}^{\infty} \alpha_{n} z^{n} \in H$, then $\Sigma\left|\alpha_{n j}\right|^{2}$ converges.

By Chapter VII, (7.22), we have $F=F_{1} F_{2}$, where both

$$
F_{1}(z)=\sum_{0}^{\infty} \beta_{n} z^{n} \quad \text { and } \quad F_{2}(z)=\sum_{0}^{\infty} \gamma_{n} z^{n}
$$

are in $\mathrm{H}^{2}$. Write $\Sigma\left|\beta_{n}\right|^{2}=B^{2}, \Sigma\left|\gamma_{n}\right|^{2}=C^{2}$. Then

$$
\begin{aligned}
\left|\alpha_{n_{j}}\right|=\left|\sum_{k=0}^{n_{j}} \beta_{k} \gamma_{n_{j}-k}\right| & \leqslant \sum_{k=0}^{n_{j}-2}+\sum_{k=n_{j-1}+1}^{n_{j}} \\
& \leqslant B\left(\sum_{n j-n_{j-1}}^{n_{j}}\left|\gamma_{k}\right|^{2}\right)^{\frac{1}{2}}+C\left(\sum_{n_{j-1}+1}^{n_{j}}\left|\beta_{k}\right|^{2}\right)^{\frac{1}{2}},
\end{aligned}
$$

by Schwarz's inequality. Hence

$$
\left|\alpha_{n_{j}}\right|^{2} \leqslant 2 B^{2} \sum_{n_{j}-n_{j-1}}^{n_{j}}\left|\gamma_{k}\right|^{2}+2 C^{2} \sum_{n_{j-1}+1}^{n_{j}}\left|\beta_{k}\right|^{2} .
$$

Sum these inequalities for $j=1,2, \ldots$. Since $n_{j}-n_{j-1}>\left(1-\lambda^{-1}\right) n_{j}$, there is a constant $K=K_{\lambda}$ such that each $k$ belongs to at most $K$ intervals ( $n_{j}-n_{j-1}, n_{j}$ ). It follows that

$$
\Sigma\left|\alpha_{n j}\right|^{2} \leqslant 2 B^{2} K \Sigma\left|\gamma_{k}\right|^{2}+2 C^{2} \Sigma\left|\beta_{k}\right|^{2}=2(K+1) B^{2} C^{2} .
$$

## 8. Fractional integration

Suppose that $f(x)$ is integrable in an interval $(a, b)$. Denote by $F_{1}(x)$ the integral of $f$ over $(a, x)$, and by $F_{\alpha}(x)$ the integral of $F_{\alpha-1}$ over $(a, x), \alpha=2,3, \ldots$. A classical formula, easily verifiable by induction, gives

$$
F_{\alpha}(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-t)^{\alpha-1} f(t) d t \quad(a \leqslant x \leqslant b),
$$

where $\Gamma(\alpha)=(\alpha-1)$ !. If $\Gamma(\alpha)$ is Euler's gamma function, the formula (8.1) may be taken as a definition of $F_{\alpha}(x)$ for every $\alpha>0$.

Let $g(u)=u^{\alpha-1} / \Gamma(\alpha)$ for $u>0$ and $g(u)=0$ elsewhere. Then

$$
F_{\alpha}(x)=\int_{a}^{b} f(t) g(x-t) d t
$$

is the convolution of the integrable functions $f$ and $g$, and so exists for almost all $x$ and is itself integrable (Chapter II, (1-5)). If $\alpha>1, F_{z}(x)$ is even continuous (a result also valid for $\alpha=1$ ), since $g$ is then continuous.

This definition of fractional integral is due to Riemann and Liouville. In the theory of trigonometric series it is not entirely satisfactory, since in general $F_{\alpha}(x)$ is not periodic even if $f$ is. Moreover, it makes $F_{a}(x)$ depend on a particular choice of $a$. For this reason we shall consider another definition, introduced by Weyl and more convenient for trigonometric series.

Let $f(x)$ be an integrable function of period $2 \pi$. We suppose once for all that the integral of $f$ over $(0,2 \pi)$ is 0 , so that the constant term of $S[f]$ is 0 . It follows that the integral
$f_{1}$ of $f$ is also periodic, whatever the constant of integration. If we choose this constant of integration in such a way that the integral of $f_{1}$ over $(0,2 \pi)$ is 0 -in other words, if the constant term of $S\left[f_{1}\right]$ is 0 - then the integral $f_{2}$ of $f_{1}$ will also be periodic, and so on. Generally, having defined $f_{1}, f_{2}, \ldots, f_{\alpha-1}$, we choose for $f_{\alpha}$ that primitive of $f_{\alpha-1}$ whose integral over $(0,2 \pi)$ is 0 . In other words, if
then

$$
\begin{equation*}
f(x) \sim \Sigma c_{n} e^{i n x}, \quad c_{0}=0 \tag{8.2}
\end{equation*}
$$

$$
\begin{equation*}
f_{\alpha}(x) \sim \Sigma c_{n} \frac{e^{i n x}}{(i n)^{\alpha}}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t) \Psi_{\alpha}(x-t) d t \tag{8.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{a}(t)=\Sigma^{\prime} \frac{e^{i n t}}{(i n)^{a}}=\Sigma \gamma_{n}^{(\alpha)} e^{i n t} \tag{8.4}
\end{equation*}
$$

say. The function $\Psi_{\alpha}(t)$ was already considered in Chapter II, $\S 2$, where it was denoted by $B_{\alpha}(t)$. For $0<t<2 \pi$, it is a polynomial of degree $\alpha$.

The formula (8.3) may be considered as a definition of $f_{\alpha}$ for every $\alpha>0$, provided that in (8.4) we set

$$
\gamma_{n}^{(\alpha)}=(i n)^{-\alpha}=|n|^{-\alpha} \exp \left(-\frac{1}{2} \pi i \alpha \operatorname{sign} n\right) \quad \text { for } \quad n \neq 0, \gamma_{0}^{(\alpha)}=0
$$

The series ( $8-4$ ) can then also be written

$$
\begin{equation*}
2 \cos \frac{1}{2} \pi \alpha \sum_{1}^{\infty} \frac{\cos n t}{n^{\alpha}}+2 \sin \frac{1}{2} \pi \alpha \sum_{1}^{\infty} \frac{\sin n t}{n^{\alpha}} . \tag{8.6}
\end{equation*}
$$

It follows from Chapter $I,(2 \cdot 4)$, that this converges for $t \neq 0$ to a sum $\Psi_{\alpha}(t)$, and from Chapter V, (1-5) and (1-14), that it is $S\left[\Psi_{\alpha}\right]$. Hence the integral (8.3) exists almost everywhere and its value $f_{\alpha}(x)$ is integrable. By Chapter III, $\S 4$, the series in (8.3) converges almost everywhere and is $S\left[f_{\alpha}\right]$.

The series conjugate to (8.6) converges to an integrable sum $\Psi_{a}(t)$, and is $S\left[\Psi_{\alpha}\right]$. It follows that the conjugate of the series in (8.3) is a convolution of $S[f]$ and $S\left[\Psi_{a}^{a}\right]$, and so is also a Fourier series. It converges almost everywhere.

Denote $f_{a}(x)$ by $I_{\alpha}[f]$. The first equation (8.3) gives

$$
I_{\beta}\left[I_{\alpha}[f]\right]=I_{\alpha+\beta}[f] \quad(\alpha, \beta>0)
$$

Since $f_{\alpha}$ coincides for $\alpha=1,2, \ldots$ with an ordinary integral, the case $0<\alpha<1$ is the most interesting one.

We now define $f^{\alpha}$, the derivative of $f$ of fractional order $\alpha$. Supposing first that $0<\alpha<1$, we set

$$
f^{\alpha}(x)=\frac{d}{d x} f_{1-\alpha}(x) \quad(0<\alpha<1)
$$

Consider a special case, namely when $f_{1-\alpha}(x)$ is absolutely continuous. Then

$$
S\left[f^{\alpha}\right]=S\left[f_{1-\alpha}^{\prime}\right]=S^{\prime}\left[f_{1-\alpha}\right]=\Sigma(i n)^{\alpha} c_{n} e^{i n x}=\Sigma \gamma_{n}^{(-\alpha)} c_{n} e^{i n x}
$$

If $\alpha>0$ is arbitrary and $n$ is the least integer greater than $\alpha$, it is customary to define $f^{\alpha}$ by the formula

$$
f^{\alpha}=\frac{d^{n}}{d x^{n}} f_{n-\alpha}(x)
$$

We shall not, however, use this general definition, since we are concerned only with the case $0<\alpha<1$.

The function with Fourier coefficients (8.5) was discussed in Chapter II, § 13. From Chapter II, (13.8) and (13.9) we see that

$$
\begin{equation*}
\Gamma(\alpha) \Psi_{\alpha}(x)=2 \pi \lim _{n \rightarrow \infty}\left\{x^{\alpha-1}+(x+2 \pi)^{\alpha-1}+\ldots+(x+2 \pi n)^{\alpha-1}-(2 \pi)^{\alpha-1} \frac{n^{\alpha}}{\alpha}\right\} \tag{8.8}
\end{equation*}
$$

for $0<\alpha<1,0<x<2 \pi$.
If we drop the term $x^{\alpha-1}$ on the right of ( $8 \cdot 8$ ), the resulting expression will converge uniformly for $x \geqslant 0$. Hence, since $f$ is periodic and its integral vanishes over a period, we see that
or

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{0}^{2 \pi} f(x-t) \Psi_{\alpha}(t) d t & =\lim _{n \rightarrow \infty} \frac{1}{\Gamma(\alpha)} \int_{0}^{2 \pi} f(x-t) \sum_{0}^{n}(t+2 \pi \nu)^{\alpha-1} d t \\
& =\frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} f(x-t) t^{\alpha-1} d t
\end{aligned}
$$

$$
\begin{equation*}
f_{\alpha}(x)=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{x} f(t)(x-t)^{\alpha-1} d t \tag{8.9}
\end{equation*}
$$

It thus turns out that the new definition of fractional integral differs from (8.1) only in that now $a=-\infty$. It must be stressed, however, that the convergence of the integral ( $8 \cdot 9$ ) is bound up with the vanishing of the integral of $f$ over a period.

Denote by $\Gamma(\alpha) r_{\alpha}(x)$ the expression resulting from the omission of $x^{\alpha-1}$ in (8.8). Clearly $r_{a}(x)$ has derivatives of all orders for $x>-2 \pi$ (and is actually regular there). Since $\Psi_{a}$ is periodic we deduce from (8.8) that, for $-2 \pi<x<2 \pi$,

$$
\Psi_{a}(x)=\psi_{\alpha}(x)+r_{\alpha}(x)
$$

where $\psi_{a}(x)$ is the function equal to $2 \pi x^{\alpha-1} / \Gamma(\alpha)$ for $x>0$ and to 0 for $x<0$. Hence

$$
f_{\alpha}(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x} f(t)(x-t)^{\alpha-1} d t+\frac{1}{2 \pi} \int_{0}^{2 \pi} f(t) r_{\alpha}(x-t) d t
$$

for $0<x<2 \pi$. In this range the last function has derivatives of all orders, and we see that, from the point of view of differentiation properties, the definition (8.9) is not essentially different from (8-1) with $a=0$, provided $x$ is in the interior of $(0,2 \pi)$.

For some problems we may replace the series (8.3) by a somewhat simpler expression. Suppose for simplicity that

$$
f(x) \sim \sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)=\sum_{1}^{\infty} A_{n}(x)
$$

is real-valued. Then

$$
f_{a}(x)=\cos \frac{1}{2} \pi \alpha \sum n^{-\alpha} A_{n}(x)+\sin \frac{1}{\frac{1}{2} \pi \alpha \Sigma n^{-\alpha} B_{n}(x), ~}
$$

by (8.6). Suppose also, to take an example, that we want to prove that $f_{\alpha} \in \Lambda_{\beta}, 0<\beta<1$. In this case it is the same thing to show that the function

$$
\sum_{1}^{\infty} n^{-\alpha}\left(a_{n} \cos n x+b_{n} \sin n x\right)
$$

belongs to $\Lambda_{\beta}$. For if it does, so does the conjugate function (see Chapter III, (13.29)), and so also, by ( $8 \cdot 11$ ), does $f_{\alpha}$. Conversely, if $f_{\alpha} \in \Lambda_{\beta}$, then also $f_{\alpha} \in \Lambda_{\beta}$; and writing for $f_{\alpha}$ an equation anslogous to (8.11), we deduce from theee two that (8.12) is in $\Lambda_{\beta}$.

In this argument we might consider instead of $\Lambda_{\beta}$ any class K of functions such that $f$ belongs to $K$ whenever $f$ does. We might take for $K$ the class $L r, 1<r<\infty$, the class $\Lambda_{*}$, etc. Thus it is sometimes enough to study the series (8.12) instead of (8.11).
(8-13) Theorem. Let $0 \leqslant \alpha<1, \beta>0$, and suppose that $f \in \Lambda_{\alpha}$. Then (i) $f_{\beta} \in \Lambda_{\alpha+\beta}$ if $\alpha+\beta<1$; (ii) $f_{\beta} \in \Lambda_{*}$ if $\alpha+\beta=1$.
(8-14) Theorem. Let $0<\gamma<x<1$. Then (i) $f^{\gamma} \in \Lambda_{\alpha-\gamma}$ if $f \in \Lambda_{\alpha}$; (ii) $f^{\gamma} \in \Lambda_{1-\gamma}$ if $f \in \Lambda_{*}$.
These theorems clearly show the effect of fractional integration and differentiation upon the Lipschitz character of the function. They also show that for these operations the class $\Lambda_{*}$ is more natural than $\Lambda_{1}$. The corresponding results with $\lambda$ for $\Lambda$ throughout are also true and can be proved in the same way (they are needed for (9•1) below).

In the proof we need the inequalities

$$
\begin{equation*}
\left|\Psi_{\alpha}(t)\right| \leqslant C_{\alpha}|t|^{\alpha-1}, \quad\left|\Psi_{\alpha}^{\prime}(t)\right| \leqslant C_{\alpha}|t|^{\alpha-2}, \quad\left|\Psi_{\alpha}^{\prime \prime}(t)\right| \leqslant C_{\alpha}|t|^{\alpha-3} \tag{8•15}
\end{equation*}
$$

valid for $0<|t| \leqslant \pi$. Differentiation here is with respect to $t$, and $C_{\alpha}$ depends on $\alpha$ only. These inequalities are consequences of (8.10) and the properties of $r_{a}$.

We begin with (8.13). Suppose that $f \in \Lambda_{\alpha}, 0<\alpha<1$, and that $0<h \leqslant \frac{1}{2} \pi$. Then

$$
\begin{aligned}
& 2 \pi f_{\beta}(x)=\int_{-\pi}^{\pi} f(x-t) \Psi_{\beta}(t) d t=\int_{-\pi}^{\pi}[f(x-t)-f(x)] \Psi_{\beta}(t) d t, \\
& 2 \pi f_{\beta}(x+h)=\int_{-\pi}^{\pi}[f(x+h-t)-f(x)] \Psi_{\beta}(t) d t=\int_{-\pi}^{\pi}[f(x-t)-f(x)] \Psi_{\beta}(t+h) d t, \\
& 2 \pi\left[f_{\beta}(x+h)-f_{\beta}(x)\right]=\int_{-\pi}^{\pi}[f(x-t)-f(x)]\left[\Psi_{\beta}(t+h)-\Psi_{\beta}(t)\right] d t \\
&=\int_{|t| \leqslant 2 \lambda}+\int_{2 h \leqslant|t| \leqslant \pi}=A+B .
\end{aligned}
$$

We have

$$
\begin{align*}
|A| & =\int_{-2 h}^{2 \lambda} O\left(|t|^{\alpha}\right)\left\{\left|\Psi_{\beta}(t+h)\right|+\left|\Psi_{\beta}(t)\right|\right\} d t \\
& \leqslant O\left(h^{\alpha}\right) \int_{-3 h}^{3 \hbar} 2\left|\Psi_{\beta}(t)\right| d t=O\left(h^{\alpha}\right\rangle \int_{0}^{3 h} O\left(t^{\beta-1}\right) d t=O\left(h^{\alpha+\beta}\right)
\end{align*}
$$

and by the mean-value theorem and the second inequality (8.15)

$$
\begin{aligned}
|B| & \leqslant \int_{2 h \leqslant|t|<\pi} O\left(|t|^{\alpha}\right) h\left|\Psi_{\beta}^{\prime \prime}(t+\theta h)\right| d t \quad(0<\theta<1) \\
& \leqslant h \int_{2 \lambda<|t|<\pi} O\left(|t|^{\alpha}\right) O\left\{(|t|-h)^{\beta-2}\right\} d t=O(h) \int_{2 h}^{\infty} t^{\alpha+\beta-2} d t=O\left(h^{\alpha+\beta}\right),
\end{aligned}
$$

since $\alpha+\beta<1$. Hence $A+B=O\left(h^{\alpha+\beta}\right)$, and (i) follows.
Passing to (ii), suppose that $0<\alpha<1, \alpha+\beta=1$ (the case $\alpha=0, \beta=1$ is obvious). Then

$$
\begin{aligned}
& 2 \pi\left\{f_{\beta}(x+h)+f_{\beta}(x-h)-2 f_{\beta}(x)\right\} \\
& \quad=\int_{-\pi}^{\pi}[f(x-t)-f(x)]\left\{\Psi_{\beta}(t+h)+\Psi_{\beta}(t-h)-2 \Psi_{\beta}(t)\right\} d t=\int_{|t| \leqslant 2 h}+\int_{2 h<|t|<\pi}=A+B .
\end{aligned}
$$

Arguing as in (8.16) we have

$$
A=O\left(h^{\alpha+\beta}\right)=O(h)
$$

Clearly $\quad|B| \leqslant \int_{2 h \leqslant|t| \leqslant \pi} O\left(|t|^{\alpha}\right) h^{2}\left|\Psi_{\beta}^{\prime \prime}(t+\theta h)\right| d t=O\left(h^{2}\right) \int_{2 h}^{\infty} t^{\alpha+\beta-3} d t=O(h)$.
Hence $A+B=O(h)$ and $f_{\beta} \in \Lambda_{*}$.
For the proof of (8-14)(i) we have to show that $g(x)=d f_{1-\gamma}(x) / d x$ exists and is in $\Lambda_{\alpha-\gamma}$. Let $F$ be the integral of $f$. We have

$$
2 \pi f_{\beta}(x)=-\int_{0}^{2 \pi} \frac{d}{d t}\{F(x-t)-F(x)\} \Psi_{\beta}(t) d t=\int_{0}^{9 \pi}\{F(x-t)-F(x)\} \Psi_{\beta}^{\prime}(t) d t
$$

since the integrated term is 0 . We replace here $\beta$ by $1-\gamma$ and differentiate both sides. Then

$$
g(x)=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\{f(x-t)-f(x)\} \Psi_{1-\gamma}^{\prime \prime}(t) d t
$$

exists, since the integral on the right converges absolutely and uniformly. We have
where

$$
\begin{gathered}
2 \pi\{g(x+h)-g(x)\}=\int_{-\pi}^{\pi} \Delta(x, h, t) \Psi_{1-\gamma}^{\prime}(t) d t, \\
\Delta=f(x+h-t)-f(x+h)-f(x-t)+f(x)
\end{gathered}
$$

Clearly $\Delta=O\left(|t|^{\alpha}\right)$, and regrouping terms we also find that $\Delta=O\left(h^{\alpha}\right)$. Applying these estimates we find
$2 \pi\{g(x+h)-g(x)\}=\int_{|t| \leqslant h} O\left(|t|^{\alpha}\right) O\left(|t|^{-\gamma-1}\right) d t+\int_{\lambda \leqslant|t| \leqslant \pi} O\left(h^{\alpha}\right) O\left(|t|^{-\gamma-1}\right) d t=O\left(h^{x-\gamma}\right)$, and (i) follows.
It remains to prove (ii) of (8-14). Let $P_{\alpha}(t)$ and $Q_{\alpha}(t)$ be respectively the coefficients of $\cos \frac{1}{2} \pi \alpha$ and $\sin \frac{1}{2} \pi \alpha$ in (8.6). Since $P_{\alpha}(t)$ and $Q_{a}(t)$ are linear combinations with constant coefficients of $\Psi_{\alpha}(t)$ and $\Psi_{\alpha}(-t)$, it follows that $P_{\alpha}$ and $Q_{\alpha}$ satisfy inequalities analogous to (8.15).

Suppose that $f \in \Lambda_{*}$, and let $F$ be the integral of $f$. In the equation

$$
2 \pi f_{1-\gamma}(x)=-\sin \frac{1}{2} \pi \gamma \int_{-\pi}^{\pi} \frac{d}{d t} F(x-t) P_{1-\gamma}(t) d t-\cos \frac{1}{2} \pi \gamma \int_{-\pi}^{\pi} \frac{d}{d t} F(x-t) Q_{1-\gamma}(t) d t,
$$

the two integrals on the right are conjugate functions. If then we show that the last has a derivative in $\Lambda_{1-\gamma}$, the same will follow for $f_{1-\gamma}$, and (ii) will be established.

As in (i) this derivative, which we will call $g(x)$, exists and is equal to

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi}[f(x-t)-f(x)] Q_{1-\gamma}^{\prime}(t) d t=\frac{1}{\pi} \int_{0}^{\pi} \phi_{x}(t) Q_{1-\gamma}^{\prime}(t) d t
$$

where $\phi_{x}(t)=\frac{1}{2}\{f(x+t)+f(x-t)-2 f(x)\}$. Hence

$$
\pi\{g(x+h)+g(x-h)-2 g(x)\}=\int_{0}^{\pi} \Delta(x, h, t) Q_{1-\gamma}^{\prime}(t) d t,
$$

where $\Delta=\phi_{x+h}(t)+\phi_{x-h}(t)-2 \phi_{x}(t)$. Since, by hypothesis, $\phi_{x}(t)=O(t)$, it follows that $\Delta=O(t)$. On the other hand, regrouping the terms we find that

$$
\Delta=\phi_{x+t}(h)+\phi_{x-1}(h)-2 \phi_{x}(h)=O(h) .
$$

Hence

$$
\pi\{g(x+h)+g(x-h)-2 g(x)\}=\int_{0}^{h} O(t) O\left(t^{-\gamma-1}\right) d t+\int_{k}^{\pi} O(h) O\left(t^{-\gamma-1}\right) d t=O\left(h^{1-\gamma}\right) .
$$

By Remark (d) on p. 120 of Chapter III (see also footnote in Chapter II, p. 44), this implies that $g \in \Lambda_{1-y}$ and the proof of (8.14) is completed.

The Weierstrass functions

$$
w(x ; \alpha)=\Sigma 2^{-n a} \cos 2^{n} x, \quad \tilde{w}(x ; \alpha)=\Sigma 2^{-n \alpha} \sin 2^{n} x
$$

show that in (8.13) (ii) we cannot substitute the class $\Lambda_{1}$ for $\Lambda_{*}$. For $w(x ; \alpha)$ and $\tilde{w}(x ; \alpha)$ are both in $\Lambda_{\alpha}$ if $0<\alpha<1$, and in $\Lambda_{*}$ if $\alpha=1$, and these results are best possible (Chapter II, (4.9)). Hence $w_{1-\alpha}(x ; \alpha)$, which is a linear combination with constant coefficients of $w(x ; 1)$ and $\tilde{w}(x ; 1)$, is in $\Lambda_{*}$ (a result which conforms to (ii) of Theorem (8.13)). That $w_{1-\alpha}(x ; \alpha)$ is not in $\Lambda_{1}$ is clear since the coefficients of $w_{1-\alpha}(x ; \alpha)$ are not $o(1 / n)$.

## 9. Fractional integration (cont.)

We now investigate the effect of fractional integration on the classes $L$.
(9-1) Theorem. Suppose that $f \in \mathrm{~L}^{r}, 1 \leqslant r<\infty$. If $1 / r<\alpha<1+1 / r$, then $f_{\alpha} \in \lambda_{\alpha-1 / r}$ If $\alpha=1+1 / r$, then $f_{\alpha} \in \lambda_{*}$.

If $r=1$, then $1<\alpha<2$; and since the integral $f_{1}$ of $f$ is continuous, the assertion follows from (8.13) (i), (ii) with $\lambda$ for $\Lambda$ throughout. Similarly, if $r>1$, it is enough to consider the case $1 / r<\alpha<1$, since the remaining case is obtained by combining this particular one with (8-13) (i), (ii).
Suppose then that $r>1,1 / r<\alpha<1$. By Hölder's inequality,

$$
\begin{align*}
2 \pi\left|f_{\alpha}(x+h)-f_{\alpha}(x)\right| & =\left|\int_{-\pi}^{\pi} f(x-t)\left\{\Psi_{\alpha}(t+h)-\Psi_{\alpha}(t)\right\} d t\right| \\
& \leqslant\left(\int_{-\pi}^{\pi}|f(t)|^{r} d t\right)^{1 / \tau}\left\{\int_{-\pi}^{\pi}\left|\Psi_{\alpha}(t+h)-\Psi_{\alpha}(t)\right|^{r} d t\right\}^{1 / \tau}
\end{align*}
$$

The first factor on the right can be made arbitrarily small by subtracting from $f$ a trigonometric polynomial (for which the result is obvious). It is therefore enough to prove that the last factor is $O\left(h^{\alpha-1 / r}\right)$. Using (8.15) we write

$$
\begin{aligned}
& \int_{-\pi}^{\pi}\left|\Psi_{a}(t+h)-\Psi_{a}(t)\right|^{r} d t=\int_{|t|<2 \lambda}+\int_{2 \alpha<|t|<\pi}=A+B, \\
& A \leqslant 2^{r-1} \int_{-2 h}^{2 h}\left(\left|\Psi_{a}(t+h)\right|^{r}+\left|\Psi_{a}(t)\right|^{r}\right) d t \\
& \leqslant 2^{r^{\prime}} \int_{-3 n}^{3 h}\left|\Psi_{a}(t)\right|^{r} d t=\int_{-3 n}^{3 n} O\left(|t|^{\left.(\alpha-1) r^{\prime}\right) d t=O\left(h^{(\alpha-1) r^{r}+1}\right),}\right. \\
& B \leqslant \int_{2 h<|t|<\pi} h^{r}\left|\Psi_{a}^{\prime}(t+\theta h)\right|^{r} d t \\
& \quad=O\left(h^{r}\right) \int_{2 \lambda}^{\infty} t^{(\alpha-2) r^{\prime}} d t=O\left(h^{(\alpha-1) r^{\prime}+1}\right),
\end{aligned}
$$

where
so that the last factor in (9.2) is $O\left(h^{\alpha-1 / r}\right)$. The inequalities $(\alpha-1) r^{\prime}>-1$ and $(\alpha-2) r^{\prime}<-1$, which we used in estimating $A$ and $B$, are equivalent to the hypothesis $1 / r<\alpha<1+1 / r$.

In what follows we shall use complex methods, and for this purpose a modification of the definition ( $8 \cdot 9$ ) will be needed.

Suppose that

$$
\phi(z)=\sum_{0}^{\infty} c_{n} z^{n},
$$

where $z=\rho e^{i \theta}$, is regular for $|z|<1$. We define the fractional integral $\Phi_{a}(z)$ of $\phi(z)$ by the Riemann-Liouville formula ( $8 \cdot 1$ ), where now the integral is taken along the segment $[0, z]$. Thus for $\alpha>0$ and $|z|<1$ we set

$$
\begin{align*}
\Phi_{a}(z)=\frac{1}{\Gamma(\alpha)} \int_{(0, z]}(z-\zeta)^{\alpha-1} \phi(\zeta) d \zeta & =z^{\alpha} \frac{z^{-1}}{\Gamma(\alpha)} \int_{[0, z 1}\left(1-\frac{\zeta}{z}\right)^{\alpha-1} \phi(\zeta) d \zeta \\
& =z^{\star} \Phi_{a}^{*}(z), \tag{9•4}
\end{align*}
$$

say, where $(z-\zeta)^{\alpha-1}$ and $z^{\alpha}$ denote the principal values of the powers: $z^{\alpha}=\exp (\alpha \log z$; with $-\pi<\boldsymbol{f} \log z \leqslant \pi$. On setting $\zeta=z t, 0 \leqslant t \leqslant 1$, and
we see that

$$
\begin{align*}
\delta_{n}^{(\alpha)} & =\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-t)^{\alpha-1} t^{n} d t=\frac{\Gamma(n+1)}{\Gamma(n+\alpha+1)}  \tag{9.5}\\
\Phi_{\alpha}^{*}(z) & =\frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-t)^{\alpha-1} \phi(z t) d t=\sum_{0}^{\infty} c_{n} \delta_{n}^{(\alpha)} z^{n} \tag{9.6}
\end{align*}
$$

is a function regular for $|z|<1$ (since $\delta_{n}^{(\alpha)}=O(1)$ ). Thus in any case $\left|\Phi_{\alpha}(z)\right|$ is singlevalued for $|z|<1$. Moreover, the boundary values of $\left|\Phi_{\alpha}(z)\right|$ and $\left|\Phi_{\alpha}^{*}(z)\right|$ on $|z|=1$, wherever they exist, are the same. From (9.6) we see that $\Phi_{a}^{*}(z)$ has a limit on any radius of the unit circle on which $\phi(z)$ has a limit.

It is useful to observe that the numbers $\delta_{n}^{(\alpha)}$ are closely related to the Cesèro numbers $A_{n}^{a}$ introduced in Chapter III, § 1 ; in fact

$$
\begin{equation*}
\delta_{n}^{(\alpha)}=\frac{1}{A_{n}^{\alpha} \Gamma(\alpha+1)} \tag{9.7}
\end{equation*}
$$

Thus the numbers $\delta_{n}^{(\alpha)}$ decrease monotonically to 0 as $n$ increases, and are asymptotically equal to $n^{-\alpha}$. Even more precisely (see Chapter III, (1-18))

$$
\begin{equation*}
\left|\delta_{n}^{(\alpha)}-n^{-\alpha}\right| \leqslant A n^{-\alpha-1} . \tag{9.8}
\end{equation*}
$$

Since fractional integration leads in any case to multivalued functions, we may consider from the start, instead of (9-3), the (in general) multivalued function

$$
\begin{equation*}
\phi(z)=z^{\gamma} \sum_{0}^{\infty} c_{n} z^{n} \tag{9.9}
\end{equation*}
$$

where, say, $\gamma>-1, c_{0} \neq 0$. In this case (9•4) leads to

$$
\Phi_{\alpha}(z)=z^{\alpha+\gamma} \sum_{0}^{\infty} c_{n} \frac{\Gamma(n+\gamma+1)}{\Gamma(n+\alpha+\gamma+1)} z^{n}=z^{\alpha+\gamma} \Phi_{\alpha}^{*}(z)
$$

say, $\dagger$ a formula which immediately shows that

$$
\left\{\Phi_{\beta}(z)\right\}_{\alpha}=\Phi_{\alpha+\beta}(z) .
$$

Since $\Phi_{\alpha}(z)$ is an ordinary repeated integral if $\alpha=1,2, \ldots$, we see that the case $0<\alpha<1$ is again the most interesting one.

Suppose for the moment that $\phi(z)$ in (9-3) is of class H. Then $\Sigma c_{n} e^{i n \theta}$ is the Fourier series of

$$
\phi\left(e^{i \theta}\right)=\lim _{\rho \rightarrow 1} \phi\left(\rho e^{i \theta}\right)
$$

Using the formula ( $1 \cdot 15$ ) of Chapter III, we verify that

$$
\delta_{n}^{(\alpha)}-\delta_{n+1}^{(\alpha)}=\frac{\alpha}{(n+\alpha+1) \overline{A_{n}^{\alpha}} \bar{\Gamma}(\alpha+1)}
$$

is a decreasing function of $n$. Hence $\left\{\delta_{n}^{(\alpha)}\right\}$ is a convex sequence and $\Sigma c_{n} \delta_{n}^{(\alpha)} e^{i n \theta}$ is also a Fourier series (Chapter IV, (11-10), Chapter V, (1.5)). As can be seen from (9.6), it must be the Fourier series of $\Phi_{\alpha}^{*}\left(e^{i \theta}\right)=\lim _{\rho \rightarrow 1} \Phi_{\alpha}^{*}\left(\rho e^{i \theta}\right)$. Thus the latter function is integrable and

$$
\Phi_{\alpha}^{*}\left(e^{i \theta}\right) \sim \sum_{0}^{\infty} c_{n} \delta_{\pi}^{\gamma(\alpha)} e^{i n \theta}
$$

If $c_{0}=0$ we may also consider the Weyl fractional integral $\phi_{\alpha}(\theta)$ of $\phi\left(e^{\tau \theta}\right)$. By (8.3),
and, by (9.8),

$$
\begin{equation*}
\phi_{\alpha}(\theta) \sim i^{-\alpha} \sum_{1}^{\infty} c_{n} n^{-\alpha} e^{i n \theta} \quad\left(i^{-\alpha}=\exp \left(-\frac{1}{2} \pi i \alpha\right)\right) \tag{9.12}
\end{equation*}
$$

$$
\left|i^{-\alpha} \Phi_{\alpha}^{*}\left(e^{i \theta}\right)-\phi_{\alpha}(\theta)\right| \leqslant A \sum_{1}^{\infty} n^{-1-\alpha} \cdot \max \left|c_{n}\right| \leqslant A_{\alpha}\left\|\phi\left(e^{i \theta}\right)\right\|_{1}
$$

for any $s \geqslant 1$. Hence

$$
\leqslant A_{\alpha}\left\|\phi\left(e^{i \theta}\right)\right\|_{\theta}
$$

Thus in considering the norm there is no essential difference between $\Phi_{a}^{*}\left(e^{i \theta}\right)$ and $\phi_{\alpha}(\theta)$.

We now consider the fractional integral of the function $\phi(z)=z^{\gamma} \phi^{*}(z)$ for $\phi^{*}$ in $\mathbf{H}^{r}$, $r>0$. The case $\gamma=0$ is the only one of interest, but the proof requires us to consider the general case. As in Chapter VII, § 7, we write

$$
\|\phi\|_{r}=\lim _{\theta \rightarrow 1}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\phi\left(\rho e^{i \theta}\right)\right|^{r} d \theta\right)^{1 / r}=\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\phi^{*}\left(e^{i \theta}\right)\right|^{r} d \theta\right)^{1 / r}=\left\|\phi^{*}\right\|_{r}=\mathscr{y}_{r}\left[\phi^{*}\left(e^{i \omega}\right)\right]
$$

and in order to unify notation we temporarily set
for any $f(\theta) \in L^{r}$.

$$
\|f\|_{r}=\mathfrak{X}_{r}[f]
$$

(9.15) Theorem. Set $\phi(z)=z^{\gamma} \phi^{*}(z)$, where $\gamma>-1, \phi^{*} \in \mathrm{H}^{r}, r>0$; and let

$$
s>r, \quad \alpha=1 / r-1 / s>0 .
$$

Then the $\Phi_{\alpha}^{*}$ in the equation $\Phi_{\alpha}(z)=z^{\alpha+\gamma} \Phi_{\alpha}^{*}(z)$ is in $\mathrm{H}^{\mathbf{}}$, and

$$
\begin{equation*}
\left\|\Phi_{\alpha}^{*}\right\|_{s} \leqslant A_{\gamma_{r}, \mathrm{~s}}\left\|\phi^{*}\right\|_{r} \tag{9.16}
\end{equation*}
$$

Suppose first that $r=2$. The co-factor of $c_{n} z^{n}$ in (9.10) is $\{1 / \Gamma(\alpha)\} \int_{0}^{1} \lambda \gamma+n(1-\lambda)^{\alpha-1} d \lambda$. Suppose we replace $\gamma$ here by 0 if $\gamma$ is non-negative, and by -1 otherwise. We obtain
$\delta_{n}^{(\alpha)}$ and $\gamma_{n-1}^{(\alpha)}$ respectively, and in either case we increase the integral. Thus the co-factor is $O\left(n^{-\alpha}\right)$. Hence, applying Theorem (5•24), we get

$$
\begin{equation*}
\left\|\Phi_{a}^{*}\right\|_{1 \not(-a)} \leqslant A_{\alpha, \gamma}\left\|\phi^{*}\right\|_{2} . \tag{9.17}
\end{equation*}
$$

We now pass to the case $r<2$. Since every $\phi^{*}$ in $H^{r}$ is a difference of two functions in $\mathrm{H}^{r}$ without zeros and with norms not exceeding $2\left\|\phi^{*}\right\|_{r}$, we may suppose that $\phi^{*}$ has no zeros. Then $\phi^{*}=\psi^{* 2 / r}$, where $\psi^{*} \epsilon \mathrm{H}^{2}$ and $\left\|\psi^{*}\right\|_{2}^{\frac{2}{2}}=\left\|\phi^{*}\right\|_{r}^{r}$. Denote by $N(\theta)$ the upper bound of $\left|\psi^{*}(z)\right|$ on the radius arg $z=\theta$. By Chapter VII, (7.36),

$$
\begin{equation*}
\|N\|_{2} \leqslant A\left\|\psi^{*}\right\|_{2} \tag{9.18}
\end{equation*}
$$

Since $r<2$, we have

$$
\begin{align*}
\left|\Phi_{a}^{*}(z)\right| & \leqslant \frac{1}{\Gamma(\alpha)} \int_{0}^{1}(1-\lambda)^{\alpha-1} \lambda \gamma\left|\psi^{*}(\lambda z)\right|^{2 / r} d \lambda \\
& \leqslant \frac{1}{\Gamma(\alpha)} N^{(2 \rightarrow) r}(\theta) \int_{0}^{1}(1-\lambda)^{\alpha-1} \lambda \gamma\left|\psi^{*}(z \lambda)\right| d \lambda \tag{9.19}
\end{align*}
$$

The function $\psi^{*}(z)$ is the Poisson integral of $\psi^{*}\left(e^{i \theta}\right)$, and so $\left|\psi^{*}(z)\right|$ is majorized by the Poisson integral $u(z)$ of the non-negative function $\left|\psi^{*}\left(e^{\tau \theta}\right)\right|$. Let

$$
\chi(z)=u(z)+i v(z), \quad \text { where } \quad v(0)=0,
$$

be the regular function with real part $u(z)$. By Parseval's formula,

$$
\|x\|_{2}^{2} \leqslant 2\left\|\psi^{*}\right\|_{2}^{2} .
$$

The right-hand side of (9•19) is increased if we replace $\left|\psi^{*}(z \lambda)\right|$ by $u(z \lambda)$. Hence

$$
\left|\Phi_{\alpha}^{*}\left(\rho e^{i \theta}\right)\right| \leqslant N^{(\Omega \rightarrow \rightarrow k r}(\theta)\left|\chi_{\alpha}^{*}\left(\rho e^{i \theta}\right)\right| .
$$

Apply here Hölder's inequality in the form
where

$$
\left\|f_{1} f_{2}\right\|_{\nu \beta} \leqslant\left\|f_{1}\right\|_{1 / \beta_{1}}\left\|f_{2}\right\|_{1 / \beta_{2}} \quad\left(\beta_{1}, \beta_{3}>0 ; \beta=\beta_{1}+\beta_{2}\right),
$$

Using, (9.18), (9-17) (with $\chi$ for $\phi^{*}$ ) and (9.20) we have

$$
\begin{aligned}
& \left\|\Phi_{\alpha}^{*}\left(\rho e^{i \theta}\right)\right\|_{\left.1 \mathcal{L}_{-}^{1}-\alpha\right)} \leqslant\|N\|\left({ }_{2}^{(2-r) r}\left\|\chi_{\alpha}^{*}\left(\rho e^{i \theta}\right)\right\|_{1(\underline{1}-\alpha)} \leqslant\left(A\left\|\psi^{*}\right\|_{2}\right)^{(2-r) / r} A_{\alpha, \gamma}\|X\|_{2},\right. \\
& \leqslant\left(A\left\|\psi^{*}\right\|_{2}\right)^{\prime 2-r) \gamma} A_{\alpha, \gamma} 2^{2}\left\|\psi^{*}\right\|_{2}=A_{\alpha, \gamma, r}\left\|\psi^{*}\right\|_{2}^{2 / r}=A_{a, \gamma, r}\left\|\phi^{*}\right\|_{r} .
\end{aligned}
$$

If we compare the extreme terms and make $\rho \rightarrow 1$, we get (9.16). It must, however, be observed that in applying (9.17) we tacitly assumed that $\alpha<\frac{1}{2}$.

Suppose now that $r>2$; then $\alpha<\frac{1}{2}$. We fix $\rho<1$. Then

$$
\left\|\Phi_{\alpha}^{*}\left(\rho e^{i \theta}\right)\right\|_{\delta}=\sup _{\theta}\left|\frac{1}{2 \pi} \int_{0}^{2 \pi} \Phi_{\alpha}^{*}\left(\rho e^{i \theta}\right) \bar{g}(\theta) d \theta\right|,
$$

for all $g$ with $\|g\|_{s^{\prime}}=1$. Fix $g \sim \sum_{-\infty}^{+\infty} d_{n} e^{i n \theta}$. Denoting by $\delta_{n}^{\alpha, \gamma}$ the co-factor of $c_{n} z^{n}$ in ( $9 \cdot 10$ ), we write the last integral in the form

$$
\sum_{0}^{\infty} c_{n} \delta_{n}^{\alpha \cdot \gamma} \bar{d}_{n} 2^{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \phi\left(e^{i \theta}\right) \bar{\Omega}_{a}^{*}\left(\rho e^{i \theta}\right) d \theta,
$$

where $\Omega_{\alpha}^{*}(z)$ is associated with the function

$$
\omega(z)=z^{\gamma} \omega^{*}(z), \quad \omega^{*}(z)=\sum_{0}^{\infty} d_{n} z^{n}
$$

We now observe that $\alpha=1 / r-1 / s=1 / s^{\prime}-1 / r^{\prime}$ and that $1<s^{\prime}<r^{\prime}<2$. Applying Hölder's inequality, using (9.16) in the case already established, and applying Chapter VII, (2.28), we thus see that the last integral is numericallymmajorized by

$$
\begin{aligned}
\|\phi\|_{r}\left\|\Omega_{\alpha}^{*}\left(\rho e^{i \theta}\right)\right\|_{r} & \leqslant\|\phi\|_{r} A_{\alpha, \gamma, r}\left\|\omega^{*}\left(\rho e^{i \theta}\right)\right\|_{\sigma} \\
& \leqslant\|\phi\|_{r} A_{\alpha, \gamma, r} A_{\boldsymbol{\beta}}\|g\|_{\sigma}=A_{\gamma, r, \Omega}\|\phi\|_{r} .
\end{aligned}
$$

Going back to (9.21) and making $\rho \rightarrow 1$ we obtain (9.16), where $A$ depends on $\alpha, \gamma, r, s$, that is, on $\gamma, r, s$.

This completes the proof of $(9 \cdot 16)$ for $\alpha<\frac{1}{2}$. The general result follows from it by inserting between $r=r_{0}$ and $s=r_{k}$ auxiliary numbers $r_{1}<r_{2}<\ldots<r_{k-1}$ such that $1 / r_{j-1}-1 / r_{j}<\frac{1}{2}$, and successively applying the formula $\left(\Phi_{\lambda}\right)_{\mu}=\Phi_{\lambda+\mu}$. (Observe that the asterisks in (9.16) may be dropped.)

The following result, in which the fractional integrals are meant in the Weyl sense, is a simple corollary of $(9 \cdot 15)$.
(9-22) Suppose that

$$
1<r<s<\infty, \quad \alpha=1 / r-1 / s
$$

Then if $f \in L$, we have $f_{\alpha} \in L^{s}$ and

$$
\begin{equation*}
\left\|f_{a}\right\|_{0} \leqslant A_{r, s}\|f\|_{r} . \tag{9.23}
\end{equation*}
$$

The result is false for $r=1$, but it does hold in this case if $S[f]$ is of power series type.
Suppose first that $S[f]$ is of power series type and $r \geqslant 1$. Then $f(\theta)=\phi\left(e^{i \theta}\right)$, with $\phi(z) \in H$. The inequality (9.23) then follows from (9.16) with $\gamma=0$ and from (9.14).

If $r>1$ and $S[f]$ is not of power series type, we may suppose that $f$ is real-valued. Let $\phi\left(e^{\iota \theta}\right)=f(\theta)+i f(\theta)$. Then $S\left[\phi\left(e^{i \theta}\right)\right]$ is of power series type and $\left\|\phi\left(e^{i \theta}\right)\right\|_{r} \leqslant A_{r}\|f\|_{r}$, by Chapter VII, (2-4). Thus

$$
\left\|f_{\alpha}\right\|_{s} \leqslant\left\|\phi_{\alpha}\right\|_{s} \leqslant A_{r, s}\|\phi\|_{r} \leqslant A_{r, s} A_{r}\|f\|_{r}=A_{r, s}\|f\|_{r} .
$$

To show that (9-22) is false for $r=1$, let

$$
f(\theta) \sim \sum_{z}^{\infty} \frac{\cos n \theta}{(\log n)^{1-\varepsilon}} .
$$

By Chapter V, (1.5), the series on the right is a Fourier series, and, by (8.11), $\mathrm{S}\left[f_{\alpha}\right]$ is

$$
\cos \frac{1}{2} \pi \alpha \sum_{z}^{\infty} \frac{\cos n \theta}{n^{\alpha}(\log n)^{1-\alpha}}+\sin \frac{1}{\frac{1}{2}} \pi \alpha \sum_{z}^{\infty} \frac{\sin n \theta}{n^{\alpha}(\log n)^{1-\alpha}} .
$$

By the formulae (2.8) of Chapter $V$, this sum is exactly of the order of $\left(\theta \log \frac{1}{\theta}\right)^{\alpha-1}$ as $\theta \rightarrow+0$, and so is not in $L^{s}=L^{1 /(1-a)}$.

## 10. Fourier-Stieltjes coefficients

Denote by

$$
c_{n}=c_{n}[d F]=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i n x} d F(x)
$$

the Fourier-Stieltjes coefficients of a function $F(x)$ of bounded variation over $0 \leqslant x \leqslant 2 \pi$. The class of functions $F$ such that $c_{n} \rightarrow 0$ will be denoted by $R$. We know that every $F$ in $R$ is continuous (Chapter III, (9.6)), but that the converse is false (Chapter V, (7.5); see also § 11 below). We shall investigate properties of $F \in R$, confining our attention, as we may, to real-valued $F$.
(10.2) Theorem. If $F(x)$ belongs to R , so does its positive, negative and absolute variation.

Denote by $P(x), N(x), V(x)$ respectively the positive, negative and absolute variations of $F$ over $(0, x)$. If $c_{n} \rightarrow 0$, then $F(x)$ is continuous, and so also are $P(x), N(x)$, $V(x)$. Owing to the relations

$$
P+N=V, \quad P-N=F(x)-F(0),
$$

it is enough to prove the part of (10.2) that concerns $V$. Incidentally, (10.2) implies that every $F$ from R is a difference of two non-decreasing functions from R .

Denote by $b_{n}, b_{n}^{\prime}$ the Fourier-Stieltjes coefficients of $G(x), H(x)$. The inequality

$$
2 \pi\left|b_{n}-b_{n}^{\prime}\right|=\left|\int_{0}^{2 \pi} e^{-i n x} d\{G(x)-H(x)\}\right| \leqslant \int_{0}^{2 \pi}|d(G-H)|
$$

shows that if for a given $G$ there exist functions $H \in \mathbf{R}$ such that the total variation of $G-H$ is arbitrarily small, then $G \in \mathbf{R}$.

Next we prove that if $F \in R$, then

$$
\begin{equation*}
\int_{0}^{2 \pi} \tau(x) e^{-i n x} d F(x) \rightarrow 0 \tag{10.3}
\end{equation*}
$$

for any step-function $\tau(x)$. The relation (10.3) is true if $\tau(x)=e^{i m x}, m=0, \pm 1, \ldots$, and so also when $\tau$ is any polynomial. Hence it holds for any continuous and periodic $\tau$. If $\tau(x)$ is the characteristic function of an interval $(a, b)$ (closed, open or half-open) and $h(x)$ is the continuous function vanishing outside $(a-\eta, b+\eta)$, equal to 1 in ( $a+\eta, b-\eta$ ), and linear in the remaining two intervals, then

$$
\left|\int_{0}^{2 \pi}\{\tau(x)-h(x)\} e^{-i n x} d F(x)\right| \leqslant\left(\int_{a-\eta}^{a+\eta}+\int_{0-\eta}^{b+\eta}\right)|d F|
$$

is small with $\eta$, and ( 10.3 ) holds again. Hence it is valid for any step function $\tau(x)$.
Take now any subdivision $0=x_{0}<x_{1}<\ldots<x_{k}=2 \pi$ of $(0,2 \pi)$ such that

$$
V(2 \pi)-\sum_{1}^{k}\left|F\left(x_{j}\right)-F\left(x_{j-1}\right)\right| \leqslant \varepsilon,
$$

and let $\delta_{j}$ be defined as +1 or -1 according as $F\left(x_{j}\right)-F\left(x_{j}\right.$ i $)$ is $\geqslant 0$ or $<0$. Set $\tau(x)$ equal to $\delta_{j}$ for $x_{j-1} \leqslant x<x_{j}, j=1, \ldots, k$, and $\tau(2 \pi)=\tau(2 \pi-0)$. Sot

$$
G(x)=\int_{0}^{x} \tau(t) d F(t), \quad \Delta(x)=V(x)-G(x) .
$$

Since

$$
\int_{0}^{3 \pi} e^{-i n x} d G(x)=\int_{0}^{8 \pi} e^{-i n x} \tau(x) d F(x) \rightarrow 0,
$$

(10.2) will follow if we show that the total variation of $\Delta$ over $(0,2 \pi)$ does not exceed $\varepsilon$.

Take now any subdivision $0=x_{0}^{\prime}<x_{1}^{\prime}<\ldots<x_{q}^{\prime}=2 \pi$ of $(0,2 \pi)$ containing all the points $x_{0}, x_{1}, \ldots, x_{k}$, and let $\left(x_{p-1}^{\prime}, x_{p}^{\prime}\right)$ be a subinterval of $\left(x_{j-1}, x_{j}\right)$. The difference

$$
\begin{aligned}
& \Delta\left(x_{p}^{\prime}\right)-\Delta\left(x_{p-1}^{\prime}\right)=V\left(x_{p}^{\prime}\right)-V\left(x_{p-1}^{\prime}\right)-\left[G\left(x_{p}^{\prime}\right)-G\left(x_{p-1}^{\prime}\right)\right] \\
&=V\left(x_{p}^{\prime}\right)-V\left(x_{p-1}^{\prime}\right)-\delta_{j}\left[F\left(x_{p}^{\prime}\right)-F\left(x_{p-1}^{\prime}\right)\right] \\
& \text { Hence }
\end{aligned}
$$

is non-negative. Hence

$$
\begin{aligned}
\Sigma\left|\Delta\left(x_{p}^{\prime}\right)-\Delta\left(x_{p-1}^{\prime}\right)\right| & =V(2 \pi)-V(0)-\sum_{p, j} \delta_{j}\left\{F\left(x_{p}^{\prime}\right)-F\left(x_{p-1}^{\prime}\right)\right\} \\
& =V(2 \pi)-\sum_{j}\left|F\left(x_{j}\right)-F\left(x_{j-1}\right)\right| .
\end{aligned}
$$

By (10.4), the total variation over $(0,2 \pi)$ of the continuous funotion $\Delta$ does not exceed $\epsilon$, and ( $10 \cdot 2$ ) follows.
(10.5) Theorkm. A necessary and sufficient condition for a function $\boldsymbol{F}(x)$ of bounded variation over $0 \leqslant x \leqslant 2 \pi$ to belong to $R$ is that for the characteristic function $\chi(x)$ of each interval $(a, b)($ repeated $\bmod 2 \pi)$ we have

$$
\int_{0}^{2 \pi} \chi(n x) d F(x) \rightarrow \int_{0}^{9 \pi} d F(x) \frac{1}{2 \pi} \int_{0}^{9 \pi} \chi(x) d x=\frac{b-a}{2 \pi}\{F(2 \pi)-F(0)\} .
$$

For $\boldsymbol{F}$ absolutely continuous, the relation has already been proved (Chapter II,
 $(0,2 \pi)$ with a cortain homogeneity. A good illustration is provided by the CantorLebesgue function constant over every interval contiguous to the Cantor ternary set (Chapter V, §3). Denote by $\chi(x)$ the characteristic function of the middle third of $(0,2 \pi)$. Then $F(x)$ is constant on each interval of the set whose characteristic function is $\chi\left(3^{k} x\right)$. Hence in this case, and for $n=3^{k}$, the left-hand side of ( 10.6 ) is zero, and so does not tend to the right-hand side. Hence it follows from Theorem (10.5) that the Fourier-Stieltjes coefficients of the Cantor-Lebeague function cannot tend to zero, a fact already established (Chapter V, (3.6)).

In proving the necessity part of (10.5) we may suppoee that $P$ is non-decreasing. If $\Sigma c_{m} e^{i m x}$ is $S[d F]$, then

$$
F(x)=c_{0} x+d+\sum_{m=-\infty}^{+\infty}\left(c_{m} / i m\right) e^{i m x}
$$

The intervals where $\chi(n x)=1$ are of the form

$$
\begin{equation*}
\left(\frac{u}{n}+\frac{2 k \pi}{n}-\frac{\theta}{n}, \frac{u}{n}+\frac{2 k \pi}{n}+\frac{\theta}{n}\right) \quad(k=1,2, \ldots, n) \tag{10.7}
\end{equation*}
$$

$2 \theta$ being the length of the interval where $\chi(x)=1$. Since $F$ is continuous, the left-hand side of ( 10.6 ) is

$$
\begin{align*}
F_{n}(u, \theta) & =\sum_{k=1}^{n}\left\{F\left(\frac{u}{n}+\frac{2 k \pi}{n}+\frac{\theta}{n}\right)-F\left(\frac{u}{n}+\frac{2 k \pi}{n}-\frac{\theta}{n}\right)\right\} \\
& =2 c_{0} \theta+2+\sum_{\lambda=-\infty}^{+\infty}\left(c_{\lambda n} / \lambda\right) e^{i \lambda u} \sin \lambda \theta .
\end{align*}
$$

The right-hand side here is, for fixed $u$, a non-decreasing function of $\theta$, and is, except for the linear term, a Fourier series in $\theta$. The termwise differentiated series

$$
2 c_{0}+2 \sum_{\lambda=-\infty}^{+\infty} c_{\lambda n} e^{i \lambda \psi} \cos \lambda \theta=2 c_{0}+\sum_{\lambda=-\infty}^{+\infty}\left(c_{\lambda n} e^{i \lambda u}+c_{-\lambda n} e^{-i \lambda u}\right) e^{i \lambda \theta}
$$

is $S\left[d F_{n}\right]$. By hypothesis, $c_{m} \rightarrow 0$. Hence, as $n \rightarrow \infty$, the last series converges termwise to $2 c_{0}+\Sigma^{\prime} 0 . e^{i \lambda \theta}$. By Chapter IV, (4-22), $F_{n}(u, \theta)$ converges, for each $\boldsymbol{u}$, to $2 c_{0} \theta$, which is the right-hand side of ( $10 \cdot 6$ ).

Conversely, suppose that ( $10 \cdot 6$ ) holds for the intervals (10.7), for every \% and a single $\theta, 0<\theta<\pi$. Disregarding a denumerable set of values of w we may suppoee that $\chi(n x)$ and $F(x)$ have no discontinuity in common. Then again the series on the right of (10.8) represents the left-hand side of (10.6). Consider this series qua Fourier series in $u$. By hypothesis, its sum converges (boundedly) to the constant term $2 c_{0} \theta$ for almost all $u$. Hence the remaining coefficients must tend to 0 , and taking $\lambda= \pm 1$ we get $c_{\boldsymbol{n}} \rightarrow 0$
(10.9) Theorem. Suppose that $F \in R$, and denote by $B(x)$ any function such that the (Lebesgue-Stieltjes) integral $J=\int_{0}^{9 \pi} B(x) d F$ exists. Then

$$
J_{n}=\int_{0}^{9 \pi} e^{-i n x} B(x) d F \rightarrow 0
$$

Given an $\epsilon>0$ we can find a polynomial $T(x)$ such that

$$
\int_{0}^{8 \pi}|B(x)-T(x)||d F|<\epsilon
$$

(This inequality is certainly true, and is a consequence of the definition of an integral, if $T$ is a suitable step function. Since $F$ is continuous, it is also true for some continuous function $T$, and so also for some polynomial.) Hence, setting $J_{n}^{\prime}=\int_{0}^{2_{n}} e^{-i n x} T(x) d F$, we have $\left|J_{n}-J_{n}^{\prime}\right|<\epsilon$, and since $J_{n}^{\prime} \rightarrow 0$ we get (10-10).

Remark. For immediate applications we shall only need (10.9) in the case when $B(x)$ is continuous, except possibly at one point, and bounded. Then the integrals involved are all Riemann-Stieltjes integrals, and the proof is elementary.
(10.11) Throrem. If $F \in R$, then

$$
I(u)=\int_{0}^{2 \pi} e^{-\imath x x} d F^{\prime}(x) \rightarrow 0
$$

as $u$ tends continuously to $\pm \infty$.
Suppose that $I(u) \neq o(1)$; then there is a sequence $\left\{u_{k}\right\}$ tending to infinity such that $\left|I\left(u_{k}\right)\right| \geqslant \delta>0$. Let $u_{k}=n_{k}+\alpha_{k}$, where $n_{k}=\left[u_{k}\right], 0 \leqslant \alpha_{k}<1$. By considering a subsequence of $\left\{u_{k}\right\}$, we may suppose that $\alpha_{k}$ tends to a limit $\alpha$. Then

But, by (10.9),

$$
\begin{gathered}
\lim _{k \rightarrow \infty}\left\{I\left(u_{k}\right)-\int_{0}^{2 \pi} e^{-u\left(n_{k}+\alpha\right) x} d F\right\}=0 \\
\int_{0}^{2 \pi} e^{-i n x} e^{-l a x} d F \rightarrow 0
\end{gathered}
$$

as $n \rightarrow \infty$. Hence $I\left(u_{k}\right) \rightarrow 0$, a contradiction.
Remark. The expression $I(u) / 2 \pi$ is the Fourier-Stieltjes transform of a function equal to $F(x)$ for $0 \leqslant x \leqslant 2 \pi$, and equal to $F(0)$ and $F(2 \pi)$ for $x<0$ and $x>2 \pi$ respectively.

If $F$ is absolutely continuous, then $c_{n}[d F]$ tends to 0 . The $c_{n}$ cannot tend to 0 if $F$ is of bounded variation and has non-removable discontinuities. How rapidly can the $c_{n}$ tend to 0 if $F$ is continuous and singular? It is clear that in any case we have then $\Sigma\left|c_{n}\right|^{2}=\infty$.
(10-12) Theorem. There is a monotone and singular $F$ such that $c_{n}[d F]=O\left(n^{-\frac{t}{2}}\right)$ for every $\epsilon>0$.

The idea of the proof will be to consider an $S[d G]$ with coefficients small 'on the average', and then by a simple mapping of the interval ( $-\pi, \pi$ ) onto itself to obtain an $F$ with coefficients actually 'small'.

Write $n_{k}=2^{2^{k}}$ and consider the Riesz product

$$
\prod_{k=1}^{\infty}\left(1+\cos n_{k} x\right)=1+\sum_{1}^{\infty} \alpha_{\nu} \cos \nu x=\sum_{-\infty}^{+\infty} \gamma_{\nu} e^{i \nu x}
$$

(see Chapter $\mathrm{V}, \S 7$ ). The series here is an $\mathrm{S}[d G]$, where $G$ is increasing, continuous and singular (Chapter V, (7.5), (7.6)). We have $0 \leqslant \gamma_{\nu} \leqslant 1$ for each 1 . For any integer $N>3$ there is a $k$ such that $n_{k-1} \leqslant N<n_{k}$. Hence, if $\Pi_{k}(x)$ is the $k$ th partial product and if $\mu_{k}=n_{k}+n_{k-1}+n_{k-2}+\ldots$, we have

$$
\sum_{-N}^{N} \gamma_{\nu} \leqslant \sum_{-\mu_{k}}^{\mu_{k}} \gamma_{\nu}=\Pi_{k}(0)=2^{k} \leqslant C \log N,
$$

and comparing the extreme terms we see that the $\gamma_{\nu}$ are small 'on the average'.
Consider now the one-one mapping

$$
x=x(t)=\frac{1}{2}\left(t+\frac{t^{2}}{\pi} \operatorname{sign} t\right) \quad(-\pi \leqslant t \leqslant \pi),
$$

of the interval ( $-\pi, \pi$ ) onto itself, and set $F(x)=G(t)$. Since $x^{\prime}(t)$ is contsined between two positive bounds, $F(x)$ is increasing, continuous and singular. Moreover, by Chapter IV, (8.7),

$$
\begin{aligned}
c_{n}[d F]=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-i n x} d F(x) & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-i n x(t)} d G(t) \\
& =\sum_{\nu=-\infty}^{+\infty} \lambda_{n, \nu} \gamma_{\nu} .
\end{aligned}
$$

The series here converges absolutely since the function $e^{-i n x(f)}$ has a derivative of bounded variation, and so its Fourier coefficients

$$
\lambda_{n, y}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\mu(n x(n++\infty)} d t
$$

are $O\left(1 / \nu^{2}\right)$.
Suppose that $n>0$. We shall prove in a moment the inequalities

$$
\begin{align*}
& \left|\lambda_{n, \nu}\right| \leqslant A n^{-1} \quad \text { for all } \nu \\
& \left|\lambda_{n, \nu}\right| \leqslant A \nu^{-8} \quad \text { for }|\nu| \geqslant 3 n
\end{align*}
$$

where $A$ is independent of $\nu$ and $n$. Taking these for granted we have

$$
\begin{aligned}
& \left|c_{n}[d F]\right| \leqslant \sum_{\nu=-\infty}^{+\infty}\left|\lambda_{n, \nu}\right| \gamma_{\nu}=\sum_{|\nu|<3 n}+\sum_{|\nu|>3 n}=P+Q, \\
& P \leqslant A n^{-\frac{1}{2 n}} \sum_{-3 n}^{3 n} \gamma_{\nu} \leqslant A n^{-t} . C \log 3 n=O\left(n^{-\frac{1}{2}} \log n\right), \\
& Q \leqslant A \sum_{|\nu|>3 n} \nu^{-2} \cdot 1=O(1 / n) .
\end{aligned}
$$

Hence

$$
P+Q=O\left(n^{-\frac{1}{1}} \log n\right)+O(1 / n)=O\left(n^{-1+c}\right)
$$

for each $\epsilon>0$, which proves the theorem.
It remains, however, to prove (10.13) and (10.14). The first inequality follows from Lemma (4-3) of Chapter V, since for the function $f(t)=n x(t)+\nu t$ we have $f^{\prime \prime}(t)= \pm n \pi^{-1}$. (Since $f^{\prime \prime}$ is discontinuous at $t=0$, we must consider the intervals $(-\pi, 0)$ and $(0, \pi)$ separately.)

Since $f(t)$ is odd, $\pi \lambda_{n, r}$ is

$$
\int_{0}^{\pi} \cos f d t=\int_{0}^{\pi} \frac{d \sin f}{f^{\prime}}=\int_{0}^{\pi} \frac{\sin f}{f^{\prime 2}} f^{\prime \prime} d t=n \pi^{-1} \int_{0}^{\pi} \frac{\sin f}{f^{\prime 3}} f^{\prime} d t .
$$

The function $f^{\prime}=n x^{\prime}+\nu$ is monotone in $(0, \pi)$, and for $|\nu| \geqslant \frac{3}{2} n$ is of constant sign, since $\frac{1}{2} \leqslant x^{\prime} \leqslant \frac{3}{2}$. For $|\nu| \geqslant 3 n$ we have $\left|f^{\prime}\right| \geqslant \frac{1}{8}|\nu|$, and the second mean-value theorem applied to the factor $\left(1 / f^{\prime}\right)^{3}$ shows the integral to be numerically not greater than

$$
n \pi^{-1} \cdot(2 /|\nu|)^{3} \cdot 2 \leqslant A / \nu^{2} .
$$

## 11. Fourier-Stieltjes coefficients and sets of constant ratio of dissection

We shall now investigate the behaviour of the Fourier-Stieltjes coefficients of certain non-decreasing and continuous functions.

Take $0<\xi<\frac{1}{8}$, and consider a perfect non-dense set $E=E(\xi)$ constructed on ( $0,2 \pi$ ) in the familiar Cantor manner, except that at every stage of construction we remove, not the middle third, but a concentric interval of relative length $1-2 \xi$. We considered such sets in Chapter V, §3, where we called them sets of constant ratio of dissection. The Fourier-Stieltjes coefficients of the Lebesgue function $\boldsymbol{F}(\boldsymbol{x})$ associated with $E$ are given by the formula (Chapter V, (3.5))

$$
c_{n}=(-1)^{n}(2 \pi)^{-1} \prod_{k=1}^{\infty} \cos \left\{\pi n \xi^{k-1}(1-\xi)\right\} .
$$

One of our problems is to characterize the values of $\xi$ for which $c_{\boldsymbol{n}} \rightarrow \mathbf{0}$.
If $1 / \xi$ is a positive integer, and in particular if $E$ is Cantor's ternary set, the coefficients $c_{n}$ do not tend to 0 (Chapter V, (3.6)). For other values of $\xi$, and especially for $\xi$ irrational, the problem is much more delicate; it reveals, quite unexpectedly, connexions with algebraic number theory.

The proof of ( $11 \cdot 1$ ) shows that the formula holds for $n$ non-integral, provided ( -1$)^{n}$ is replaced by $e^{-\pi i n}$. Hence, in the light of (10.11), we may state our problem as follows: for what $\xi$ 's does the function

$$
\gamma(u)=\prod_{k=0}^{\infty} \cos \left(\pi u \xi^{k}\right)
$$

tend to 0 as $u \rightarrow \infty$ ?
In discussing this problem we suppose always that $0<\xi<1$. Although in constructing the set $E$ we had to take $0<\xi<\frac{1}{2}$, the formulae for $c_{n}$ and $\gamma(u)$ have meaning (and are of interest in the calculus of probability) for $0<\xi<1$. Incidentally, restricting $\xi$ to the interval ( $0, \frac{1}{2}$ ) would not simplify the argument.

Suppose that $\gamma(u) \neq o(1)$ as $u \rightarrow \infty$. We shall deduce from this hypothesis certain consequences about $\xi$.

Let

$$
\theta=1 / \xi \quad(\theta>1) .
$$

By hypothesis, there is a sequence $u_{1}<u_{2}<\ldots<u_{8}<\ldots \rightarrow \infty$ such that $\left|\gamma\left(u_{s}\right)\right| \geqslant \delta>0$. We can write

$$
u_{s}=\lambda_{g} \theta^{m_{s}}
$$

where the $m_{s}$ are integers tending monotonically to $+\infty$, and $1 \leqslant \lambda_{s}<\theta$. By selecting a subsequence of $\left\{u_{s}\right\}$, we may suppose that $\lambda_{s} \rightarrow \lambda, 1 \leqslant \lambda \leqslant \theta$.

Obviously,

$$
\left|\gamma\left(u_{g}\right)\right| \leqslant\left|\cos \left(\pi \lambda_{g}\right) \cdot \cos \left(\pi \lambda_{g} \theta\right) \cdot \cos \left(\pi \lambda_{g} \theta^{2}\right) \ldots \cos \left(\pi \lambda_{g} \theta^{m_{s}}\right)\right| .
$$

Hence

$$
\prod_{m=0}^{m_{1}}\left\{1-\sin ^{2}\left(\pi \lambda_{0} \theta^{m}\right)\right\} \geqslant \delta^{2}
$$

and, using the inequality $e^{x} \geqslant 1+x$,

Therefore, for $t>s$,

$$
\sum_{m=0}^{m_{1}} \sin ^{2}\left(\pi \lambda_{s} \theta^{m}\right) \leqslant \log \left(1 / \delta^{2}\right) .
$$

Keeping 8 fixed and making $t \rightarrow \infty$, and then making $s \rightarrow \infty$, we obtain from the last inequality the relation

$$
\begin{equation*}
\sum_{m=0}^{\infty} \sin ^{2}\left(\pi \lambda \theta^{m}\right) \leqslant \log \left(1 / \delta^{2}\right) \tag{11-3}
\end{equation*}
$$

Thus we have the following theorem:
(11.4) Throrem. If the coefficients $c_{n}$ in (11-1) do not tend to 0 , there is a real $\lambda \neq 0$ such that the series

$$
\Sigma \sin ^{2}\left(\pi \lambda \theta^{m}\right)
$$

converges.
Denote by $\{a\}$ the distance between $a$ and the nearest integer; thus $0 \leqslant\{a\} \leqslant \frac{1}{2}$. The convergence of ( 11.5 ) is equivalent to the convergence of

$$
\Sigma\left\{\lambda \theta^{m}\right\}^{2}
$$

Suppose that $y$ is an algebraic integer of degree $n$, so that $y$ satisfies an equation

$$
y^{n}+b_{1} y^{n-1}+\ldots+b_{n}=0
$$

where $b_{1}, b_{2}, \ldots, b_{n}$ are rational integers, and satisfies no equation of this type and of lower degree. We say that $y$ is an $S$ number, if $y>1$ and if all the conjugates of $y$ (other than $y$ ) have moduli less than 1 .
(11.8) Theorem. Suppose that $\theta>1$. A necessary and sufficient condition that there exists a real $\lambda \neq 0$ such that $\Sigma\left\{\lambda \theta^{m}\right\}^{2}<\infty$, is that $\theta$ be an S number.

The sufficiency of the condition is immediate. Suppose that $\theta>1$ is an algebraic integer of degree $n$ with conjugates $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}$ of absolute values less than 1 . Then $\theta^{m}+\alpha_{2}^{m}+\alpha_{2}^{m}+\ldots+\alpha_{n-1}^{m}$ is a rational integer $c_{m}$ such that

$$
\left|c_{m}-\theta^{m}\right| \leqslant(n-1) \sigma^{m} \quad\left(\sigma=\max \left|\alpha_{j}\right|\right),
$$

and the convergence of $\Sigma\left\{\lambda \theta^{m}\right\}$, with $\lambda=1$, follows.
The proof of the necessity is deeper and is based on two lemmas. The first is the following:
(11.9) Theorem of Kronecker. A power beties

$$
\sum_{m=0}^{\infty} c_{m^{2}} z^{m}
$$

represents a rational function regular at the origin if and only if the determinants

$$
\Delta_{m}=\left|\begin{array}{cccc}
c_{0} & c_{1} & \ldots & c_{m} \\
c_{1} & c_{2} & \ldots & c_{m+1} \\
\ldots & \ldots & \ldots & \ldots \\
c_{m} & c_{m+1} & \ldots & c_{\Sigma_{m}}
\end{array}\right|
$$

are 0 for all large enough $m$.
Proof. First we note that a power series (11-10) represents a rational function regular at the origin if and only if the $c_{m}$ sstisfy, for all large enough $m$, a recurrence relation

$$
c_{m} \gamma_{0}+c_{m+1} \gamma_{1}+\ldots+c_{m+k} \gamma_{k}=0
$$

where $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{k}$ are independent of $m$ and not all 0 . For, supposing as we may that $\gamma_{k} \neq 0$, the validity of (11-11) for large enough $m$ means that the product of (11-10) by the polynomial

$$
\gamma_{0} z^{k}+\gamma_{1} z^{k-1}+\ldots+\gamma_{k}
$$

which does not vanish at the origin, is itself a polynomial, that is, (11-10) repreeents a rational function regular at the origin.

Suppose now that we have (11.11) for $m>m_{0}$, and that $\gamma_{k}=1$. Then, for $N>m_{0}+k$, the last column of $\Delta_{N}$ is a linear combination of the preceding $k$ columns, and so $\Delta_{N}=0$. It remsins therefore to show that if $\Delta_{m}=0$ for all large enough $m$, then, with suitable $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{k}$ not all 0 , we have (11-11) for all large enough $m$.

The special case when $\Delta_{0}=\Delta_{1}=\ldots=0$ is immediate. For then $c_{0}=0$, and if $c_{0}=c_{1}=\ldots=c_{m-1}=0$, so that $\Delta_{m}=(-1)^{m} c_{m}^{m}$, then also $c_{m}=0$, that is, $(11 \cdot 10)$ vanishes identically.

Suppose therefore that

$$
\Delta_{m_{1}}=\Delta_{m_{0}+1}=\ldots=0, \quad \Delta_{m_{0}-1} \neq 0,
$$

for some $m_{0} \geqslant 1$. From $\Delta_{m_{0}}=0$ we deduce the existence of constants $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{m_{0}}$, not all 0 , such that

$$
\gamma_{0} c_{h}+\gamma_{1} c_{h+1}+\ldots+\gamma_{m_{0}} c_{h+m_{0}}=0 \quad\left(0 \leqslant h \leqslant m_{0}\right) .
$$

Since $\Delta_{m_{0}-1} \neq 0$, we msy suppose that $\gamma_{m_{0}}=1$. Write

$$
C_{m}=\gamma_{0} c_{m}+\gamma_{1} c_{m+1}+\ldots+\gamma_{m_{0}} c_{m+m_{0}} .
$$

Then $C_{m}=0$ for all $m \leqslant m_{0}$. We wish to show that $C_{m}=0$ also for $m>m_{0}$.
Suppose that for some positive $m_{1}$ we have $C_{m_{0}+m_{2}} \neq 0$, while $C_{m}=0$ for $m<m_{0}+m_{2}$. Consider $\Delta_{m_{0}+m_{1}}$. Adding to each of its columns of rank not less than $m_{0}$ the $m_{0}$ preceding columns multiplied respectively (in order of increasing rank) by $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{m_{0}-1}$, we obtain


Since the elements in the upper right square are all 0 , those above the diagonal of the lower right square are all 0 and those on the diagonal are all $C_{m_{0}+m_{1}}$, we have

$$
\Delta_{m_{0}+m_{1}}=(-1)^{m_{1}} \Delta_{m_{0}-1} C_{m_{0}+m}^{m_{1}+1} .
$$

Hence, by (11-12), $C_{m_{2}+m_{1}}=0$, contrary to hypothesis. It follows that $C_{m}=0$ for all $m \geqslant 0$, and the proof of ( 11.9 ) is completed.

The second lemma we need is as follows:
(11-13) Lemma. Suppose that a power series $\Sigma c_{m} z^{m}$ with integral coefficients represents a rational function; then we can write

$$
\Sigma c_{m} z^{m}=\frac{a_{0}+a_{1} z+\ldots+a_{h} z^{h}}{1+b_{1} z+\ldots+b_{k} z^{k}}
$$

where the fraction on the right is irreducible and all the $a$ 's and b's are integers.
(i) We have $\Sigma c_{m} z^{m}=P / Q$, where

$$
P(z)=a_{0}+a_{1} z+\ldots+a_{A} z^{\wedge}, \quad Q(z)=b_{0}+b_{1} z+\ldots+b_{k} z^{k}, b_{0} \neq 0 .
$$

Since $b_{k} \mathrm{c}_{n}+b_{k-1} \mathrm{c}_{n+1}+\ldots+b_{0} \mathrm{c}_{n+k}=0$ for $n+k>h$, the $b$ 's are commensurable; if we suppoee, as we may, that the $b$ 's are rational, the $a$ 's are also rational. We may suppose that the $a$ 's and $b$ 's are integers and that $P$ and $Q$ are without common roots. We may also suppose that the c's are co-prime (i.e. have no common divisor greater than 1) and that the b's are co-prime. For otherwise, expressing the $a$ 's in terms of the $b$ 's and c's, we see that the common divisor of the $b$ 's would also divide all $a^{\prime}$ 's, and could be cancelled out in the equation $\Sigma \mathrm{c}_{m} z^{m}=P / Q$. It is enough to show that on these assumptions $b_{0}=1$.
(ii) If $\Sigma \gamma_{m} z^{m}$ is a product of power series $\Sigma \alpha_{m} z^{m}$ and $\Sigma \beta_{m} z^{m}$ with integral coefficients, and if all the $\gamma^{\prime} \mathrm{s}$ are divisible by a prime $p$, then either all the $\alpha$ 's or all the $\beta^{\prime}$ 's are necessarily divisible by $p$. For suppose neither is true and denote by $\alpha_{1}$ and $\beta_{1}$ the first $\alpha$ and $\beta$ not divisible by $p$. Then in

$$
\gamma_{t+t}=\alpha_{0} \beta_{t+1}+\ldots+\alpha_{t-1} \beta_{t+1}+\alpha_{t} \beta_{t}+\alpha_{t+1} \beta_{t-1}+\ldots+\alpha_{t+1} \beta_{t}
$$

all the terms on the right except $\alpha_{t} \beta_{t}$ are divisible by $p$, and $\alpha_{t} \beta_{t}$ is not. It follows that $\gamma_{t+1}$ is not divisible by $p$, contrary to hypothesis.
(iii) If the $P$ and $Q$ of (i) have integral coefficients and no root in common, there are polynomials $R$ and $S$ with integral coefficients such that

$$
P(x) R(x)+Q(x) S(x)=N,
$$

where $N$ is an integer. Since the power series for $P / Q$ has integral coefficients, the same holds for the power series

$$
\Sigma c_{m}^{\prime} z^{m}=\frac{N}{Q}=\frac{P}{Q} R+S
$$

We assumed that all the $b$ 's are co.prime. Then, by (ii), each prime factor of $N$ divides all $c_{m}^{\prime}$. Hence we may suppose that $N=1$. This gives $c_{0}^{\prime} b_{0}=1$, whence $b_{0}=1$, which proves the lemma.

We pass to the proof of necessity in Theorem (11.8). Write $\lambda \theta^{m}=c_{m}+\delta_{m}$, where $c_{m}$ is an integer and $\left|\delta_{m}\right| \leqslant \frac{1}{2}$. The power series $\Sigma c_{m} z^{m}$ has radius of convergence $1 / \theta$. We show that it represents a rational function.

By (11-9), it is enough to show that the determinants $\Delta_{m}$ vanish for $m \geqslant m_{0}$. Now, $\Delta_{m}$ can be written

$$
\left|\begin{array}{cccc}
c_{0} & c_{1}-\theta c_{0} & \ldots & c_{m}-\theta c_{m-1} \\
c_{1} & c_{2}-\theta c_{1} & \ldots & c_{m+1}-\theta c_{m} \\
\vdots & & & \\
c_{m} & c_{m+1}-\theta c_{m 1} & \ldots & c_{2 m}-\theta c_{2 m-1}
\end{array}\right|=\left|\begin{array}{cccc}
c_{0} & \eta_{1} & \ldots & \eta_{m} \\
c_{1} & \eta_{2} & \ldots & \eta_{m+1} \\
\vdots & & & \\
c_{m} & \eta_{m+1} & \ldots & \eta_{2 m}
\end{array}\right|
$$

where

$$
\eta_{k}=c_{k}-\theta c_{k-1}=\theta \delta_{k-1}-\delta_{k} .
$$

Since

$$
\eta_{k}^{2} \leqslant\left(\theta^{2}+1\right)\left(\delta_{k-1}^{2}+\delta_{k}^{2}\right),
$$

the series $\Sigma \eta_{k}^{2}$ converges. Let $R_{k}$ be the $k$ th remainder of the series. Hadamard's well-known estimate of the absolute value of a determinant gives

$$
\Delta_{m}^{2} \leqslant\left(\sum_{0}^{m} c_{k}^{2}\right)\left(\sum_{1}^{m+1} \eta_{k}^{2}\right)\left(\sum_{2}^{m+2} \eta_{k}^{2}\right) \ldots\left(\sum_{m}^{2 m} \eta_{k}^{2}\right) \leqslant\left(\sum_{0}^{m} c_{k}^{2}\right) R_{1} R_{2} \ldots R_{m} .
$$

Now, since $\left|\lambda \theta^{k}-c_{k}\right| \leqslant \frac{1}{2}$, we have

$$
\sum_{0}^{m} c_{k}^{2} \leqslant C \theta^{2 m}
$$

where $C=C(\lambda, \theta)$ is independent of $m$. Since $R_{m} \rightarrow 0$, it follows that $\Delta_{m} \rightarrow 0$. But $\Delta_{m}$ is a rational integer. Hence $\Delta_{m}=0$ for $m \geqslant m_{0}$.

By Lemma (11.13),

$$
\Sigma c_{m} z^{m}=\frac{P(z)}{1+b_{1} z+\ldots+b_{n} z^{n}},
$$

where the $b$ 's, as well as the coefficients of the polynomial $P$, are integers. Write

$$
\begin{align*}
\sum_{0}^{\infty} \delta_{m} z^{m} & =\sum_{0}^{\infty} \lambda \theta^{m} z^{m}-\sum_{0}^{\infty} c_{m} z^{m} \\
& =\frac{\lambda}{1-\theta z}-\frac{P(z)}{1+b_{1} z+\ldots+b_{n} z^{n}} .
\end{align*}
$$

Since $\left|\delta_{m}\right| \leqslant \frac{1}{2}$, the radius of convergence of $\Sigma \delta_{m} z^{m}$ is at least 1 . Hence $1 / \theta$ is a root of $1+b_{1} z+\ldots+b_{n} z^{n}$, and all other roots have modulus at least 1 . Since $\Sigma \delta_{m}^{2}<\infty$, the rational function $\Sigma \delta_{m} z^{m}$ cannot have a pole on $|z|=1$. It follows that

$$
1+b_{1} z+\ldots+b_{n} z^{n}=0
$$

has one root, $1 / \theta$, inside the unit circle, and the remaining $n-1$ roots outside the unit circle. Therefore the roots of the reciprocal equation

$$
z^{n}+b_{1} z^{n-1}+\ldots+b_{n}=0
$$

are all algebraic integers, and all, except $\theta$, are situated inside the unit circle. Hence $\theta$ is an $S$ number (of degree $n$, since ( $11 \cdot 15$ ) is clearly irreducible).

Incidentally, $\lambda$ belongs to the field generated over the rationals by $\theta$. For if

$$
Q=1+b_{1} z+\ldots+b_{n} z^{n},
$$

then, by (11.14), $-\lambda_{i} \theta$ is the residue of $P / Q$ at $z=1 / \theta$, so that

$$
-\frac{\lambda}{\theta}=\frac{P(1 / \theta)}{Q^{\prime}(1 / \theta)} .
$$

(11-16) Theorem. Suppose that $0<\xi<1$. A necessary and sufficient condition that the coefficients $c_{n}$ in (11-1) do not tend to 0 is that $\theta=1 / \xi$ should be an S number different from 2.

From (11.4) and (11.8) we see that if $c_{n} \neq o(1)$, then $\theta$ is an $S$ number. Moreover, $\theta \neq 2$, since otherwise $c_{n}=0$ for $n \neq 0$ (and $F(x)=x+C$ in ( $0,2 \pi$ )).

Suppose, conversely, that $\theta \neq 2$ is an $S$ number. It is enough to show that $\gamma(u)$ in (11-2) does not tend to 0 as $u \rightarrow \infty$. Set $u=\theta^{k}, k=0,1,2, \ldots$. Then

$$
\left|\gamma\left(\theta^{k}\right)\right|=\left|\cos (\pi \theta) \cos \left(\pi \theta^{2}\right) \ldots \cos \left(\pi \theta^{k}\right)\right| \cdot\left|\cos (\pi / \theta) \cos \left(\pi / \theta^{2}\right) \ldots\right|
$$

The proof of the sufficiency part of (11-8) shows that $\Sigma \sin ^{2} \pi \theta^{m}<\infty$. Hence the infinite product $\Pi \cos ^{2} \pi \theta^{m}$ converges to a number $A$, which is positive unless for some $m$ we have $\theta^{m}=j+\frac{1}{2}$ with $j$ integral. The latter is impossible if $\theta$ is an $S$ number. Hence

$$
\left|\gamma\left(\theta^{k}\right)\right| \geqslant A^{t}\left|\cos (\pi / \theta) \cos \left(\pi / \theta^{2}\right) \ldots\right| .
$$

The last infinite product converges to a number $B \neq 0$, since $\theta \neq 2$. (If $\theta$ is an S number $\theta^{m}=2$ is impossible for $m>1$.) Hence $\left|\gamma\left(\theta^{k}\right)\right| \geqslant A^{t}|B|$ and (11-16) is established.

The theorem shows that except for a denumerable set of $\xi$ 's we always have $c_{n} \rightarrow 0$.
If $\xi \neq \frac{1}{2}$ is rational, say $\xi=p / q$, and the fraction is irreducible, then $\theta=q / p$, and $c_{n} \neq o(1)$ if and only if $p=1$ cf. (Chapter V, (3.6)).
(11.17) Throrem. If $0<\xi<\frac{1}{2}$ and $\theta=1 / \xi$ is not an $S$ number then the perfect set $E(\xi)$ is a set of multiplicity.
(11-18) Theorem. If $0<\xi<\frac{1}{\frac{1}{2}}$ and $\theta=1 / \xi$ is an $S$ number then $E(\xi)$ is a set of uniqueness.

Theorem (11.17) is a corollary of (11.16) since under the hypothesis of (11.17), if $F$ is the Cantor-Lebesgue function associated with $E(\xi), c_{n} \rightarrow 0$ and, by Theorem (6.8) of Chapter IX, $S[d F]$ converges to 0 outside $E$ without being identically 0 . Thus $E$ is a set of multiplicity even in the restricted sense (Chapter IX, p. 348).

Theorem (11.18), on the other hand, does not follow from (11.16). For though, if $\theta$ is an $S$ number, $S[d F]$ does not converge to 0 outside $E$ (indeed, it diverges almost everywhere), it is not inconceivable that some other trigonometric series, not necessarily even a Fourier-Stieltjes series, converges to 0 outside $E$ without being identically 0 . As a matter of fact, the proof of ( $11 \cdot 18$ ) requires some new ideas.

In Chapter IX, §6, we introduced the notion of sets $H^{(n)}$. We now need a slight generalization of this notion.

Consider vectors ( $x_{1}, x_{2}, \ldots, x_{n}$ ) of $n$-dimensional Euclidean space $R^{n}$. An infinite sequence of vectors $V^{(m)}=\left(v_{1}^{(m)}, v_{2}^{(m)}, \ldots, v_{n}^{(m)}\right)$ is called normal if for every non-zero vector ( $a_{1}, a_{2}, \ldots, a_{n}$ ) with integral components we have

$$
\left|v_{1}^{(m)} a_{1}+v_{2}^{(m)} a_{2}+\ldots+v_{n}^{(m)} a_{n}\right| \rightarrow \infty
$$

as $m \rightarrow \infty$. A set $E \mathrm{c}(0,2 \pi)$ will be called an $\mathrm{H}_{*}^{(n)}$ set if there is a subdomain $\Delta$ of the fundamental cube

$$
K: 0 \leqslant x_{j}<2 \pi \quad(j=1,2, \ldots, n),
$$

and a normal sequence $\left\{V^{(m)}\right\}$ such that for each $x \in E$ the point ( $\left.x v_{1}^{(m)}, x v_{2}^{(m)}, \ldots, x v_{n}^{(m)}\right)$ never enters $\Delta, \bmod 2 \pi(m=1,2, \ldots)$. If in this definition we consider only vectors $V^{(m)}=\left(v_{1}^{(m)}, \ldots, v_{n}^{(m)}\right)$ with integral components, we obtain the sets $H^{(n)}$ of Chapter IX, § 6.
(11-19) Lemma. Every set of type $\mathbf{H}^{(n)}$ is a sum of a finite number of sets $\mathrm{H}^{(n)}$.
It is easy to see that in the definition of a set $\mathrm{H}_{*}^{(n)}$ we may take all the numbers $v_{j}^{(m)}$ rational, with the same denominator, at the cost possibly of decreasing $\Delta$. Furthermore, since now the fractional parts of the $v_{j}^{(m)}$ can take only a finite number of values, we may suppose, by considering a subsequence of $\left\{V^{(m)}\right\}$, that the fractional parts of the $v_{j}^{(m)}$ are the same for each $j$ :

$$
\vartheta_{j}^{(m)}=n_{j}^{(m)}+r_{j} \quad(m=1,2, \ldots ; j=1,2, \ldots, n),
$$

where the $n_{j}^{(m)}$ are integers, and $0 \leqslant r_{j}<1$. Without loss of generality we may suppose that $\Delta$ is a cube $\left|x_{j}-x_{j}^{0}\right|<\delta, j=1,2, \ldots, n$.

We split $(0,2 \pi)$ into disjoint intervals $I_{1}, I_{2}, \ldots, I_{p}$, each of length less than $\frac{1}{2} \delta$, and write $E_{i}=E I_{i}$. Hence $E=\Sigma E_{i}$, and it is enough to show that each $E_{i}$ is of type $\mathrm{H}^{(n)}$.

If $x \in E_{i}$ then, by (11-20),

$$
v_{j}^{(m)} x=n_{f}^{(m)} x+r_{j} x,
$$

and, since $x$ is in $I_{i}=\left(a_{i}, b_{i}\right), r_{j} x$ is in the interval $\left(r_{j} a_{i}, r_{j} b_{i}\right)$ of length less than $\frac{1}{2} \delta$. It follows that, since the points $\left(v_{1}^{(m)} x, \ldots, v_{n}^{(m)} x\right)$ do not enter $\Delta, \bmod 2 \pi$, the points $\left(n_{1}^{(m)} x, \ldots, n_{n}^{(m)} x\right)$ do not enter the cube $\left|x_{j}-x_{j}^{0}\right|<\frac{1}{2} \delta, j=1,2, \ldots, n$. Hence each $E_{i}$ is of type $H^{(n)}$.

Since the closure of a set of type $\mathrm{H}^{(n)}$ is $\mathrm{H}^{(n)}$, we deduce from (11•19) and Theorem (6.15) of Chapter IX that sets $\mathrm{H}^{(n)}$ are sets of uniqueness.

Theorem (11.18) will be established, if we show that, if $\theta$ is an S number of degree $n$, then $E(\xi)$ is of type $H_{*}^{(n)}$.

The proof of this makes essential use of the following lemma:
(11-21) Theorem of Minkowski. Consider $n$ linear homogeneous forms

$$
\begin{equation*}
\xi_{r}=\alpha_{r 1} x_{1}+\alpha_{r 2} x_{2}+\ldots+\alpha_{r n} x_{n} \quad(r=1,2, \ldots, n) \tag{11-22}
\end{equation*}
$$

in $x_{1}, x_{2}, \ldots, x_{n}$, uith real coefficients and determinant $\Delta \neq 0$. If $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are positive numbers satisfying

$$
\lambda_{1} \lambda_{2} \ldots \lambda_{n} \geqslant|\Delta|
$$

then there are integers $x_{1}, x_{2}, \ldots, x_{n}$ not all 0 such that

$$
\left|\xi_{1}\right| \leqslant \lambda_{1}, \quad\left|\xi_{2}\right| \leqslant \lambda_{2}, \quad \ldots, \quad\left|\xi_{n}\right| \leqslant \lambda_{n} .
$$

The conclusion holds if some of the forms have complex coefficients, provided that along with each such $\xi$ its conjugate also appears among the forms (11.22), and provided that the $\lambda$ 's corresponding to conjugate $\xi$ 's are equal.

We prove this at the end of the section and proceed in the meanwhile with the deduction of (11-18).

Let $\theta$ be an $S$ number and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1},\left|\alpha_{j}\right|<1$, its remaining conjugates. Let $P(z)=z^{n}+b_{1} z^{n-1}+\ldots+b_{n}$ be the irreducible polynomial with integral coefficients and roots $\theta, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}$. Denote by $Q(z)$ the polynomial reciprocal to $P(z)$ :

$$
Q(z)=z^{n} P(1 / z)=1+b_{1} z+\ldots+b_{n} z^{n} .
$$

Finally, let $R(z)=a_{0} z^{n-1}+a_{1} z^{n-2}+\ldots+a_{n-1}$ be any polynomial of degree $n-1$ with integral coefficients, and $S(z)$ the reciprocal of $R(z)$. Consider the formulae

$$
\begin{equation*}
\frac{R(z)}{Q(z)}=\sum_{0}^{\infty} c_{m} z^{m}=\frac{\lambda}{1-\theta z}+\sum_{j=1}^{m-1} \frac{\mu_{j}}{1-\alpha_{j} z} . \tag{11.23}
\end{equation*}
$$

Since the constant term of $Q(z)$ is 1 , the $c_{m}$ are integers.
By changing, if necessary, the sign of $R$ we may suppose that $\lambda>0$. In view of (11.23),
where

$$
\begin{gather*}
\lambda \theta^{m}=c_{m}+\delta_{m} \\
\delta_{m}=-\sum_{j=1}^{n-1} \mu_{j} \alpha_{j}^{m} \rightarrow 0, \\
\sum_{0}^{\infty}\left|\delta_{m}\right| \leqslant \sum_{j=1}^{n-1} \frac{\left|\mu_{j}\right|}{1-\left|\alpha_{j}\right|}
\end{gather*}
$$

Also $\quad \lambda=\lim _{s \rightarrow 1 / \theta}(1-\theta z) \frac{R(z)}{Q(z)}=-\theta \frac{R(1 / \theta)}{Q^{\prime}(1 / \theta)}=\frac{-\theta R(1 / \theta)}{\left\{z^{n} P(1 / z)\right\}_{z-1 / \theta}^{\prime}}=\frac{S(\theta)}{P^{\prime}(\theta)}$,
and since a similar argument gives the $\mu_{j}$, we have

$$
\lambda=\frac{S(\theta)}{P^{\prime}(\theta)}, \quad \mu_{j}=\frac{S\left(\alpha_{j}\right)}{P^{\prime}\left(\alpha_{j}\right)} \quad(j=1,2, \ldots, n-1) .
$$

The coefficients of $S(z)=a_{n-1} z^{n-1}+\ldots+a_{1} z+a_{0}$ have so far been arbitrary integers. We now choose them so that

$$
\left.\begin{array}{rl}
\lambda=|\lambda| & =\left|\frac{S(\theta)}{P^{\prime}(\theta)}\right| \leqslant \eta \theta^{N},  \tag{11-28}\\
\quad\left|\mu_{j}\right| & =\left|\frac{S\left(\alpha_{j}\right)}{P^{\prime}\left(\alpha_{j}\right)}\right| \leqslant \eta \quad(j=1,2, \ldots, n-1),
\end{array}\right\}
$$

where $\eta$ and $N$ will be fixed presently. Since $S(\theta), S\left(\alpha_{1}\right), \ldots, S\left(\alpha_{n-1}\right)$ are linear forms in the $a_{j}$ whose determinant (the Vandermonde determinant of $\theta, \alpha_{1}, \ldots, \alpha_{n-1}$ ) is non-zero and depends only on $\theta$, we can apply (11.21); and we easily see that we can satisfy (11.28) provided

$$
\begin{equation*}
\eta^{n} \theta^{N} \geqslant A, \tag{11-29}
\end{equation*}
$$

where $A=A(\theta)$ depends on $\theta$ only.
Write $d_{m}=\lambda \theta^{m} /(\theta-1)$. The sequence of vectors

$$
V^{(m)}=\left(d_{m+1}, d_{m+2}, \ldots, d_{m+n}\right) \quad(m=0,1, \ldots)
$$

is normal, since for any non-zero vector ( $e_{1}, e_{3}, \ldots, e_{n}$ ) with integral $e^{\prime}$, we have

$$
\sum_{k=1}^{n} d_{m+k} e_{k}=\frac{\lambda \theta^{m+1}}{\theta-1}\left(e_{1}+e_{2} \theta+\ldots+e_{n} \theta^{n-1}\right) \rightarrow \pm \infty
$$

since $e_{1}+e_{2} \theta+\ldots+e_{n} \theta^{n-1} \neq 0$. We show that there is a subdomain $\Delta$ of $K$ such that for no $x \in E$ is any $\left(d_{m+1} x, \ldots, d_{m+n} x\right)$ in $\Delta, \bmod 2 \pi$.

We know (Chapter V, §3) that the points of $E$ are given by

$$
x=2 \pi(\theta-1)\left(\epsilon_{1} \theta^{-1}+\epsilon_{2} \theta^{-1}+\ldots\right),
$$

where the $\epsilon_{\uparrow}$ are arbitrarily 0 or 1 . Hence for any fixed $N$ we have, $\bmod 2 \pi$,

$$
\begin{align*}
d_{m} x= & \frac{\lambda \theta^{m}}{\theta-1} x=2 \pi \lambda\left(\epsilon_{m+1} \theta^{-1}+\epsilon_{m+2} \theta^{-2}+\ldots+\epsilon_{m+N} \theta^{-N}\right) \\
& +2 \pi \lambda\left(\epsilon_{m+N+1} \theta^{-N-1}+\epsilon_{m+N+2} \theta^{-N-2}+\ldots\right) \\
& +2 \pi\left(\epsilon_{m} \delta_{0}+\epsilon_{m-1} \delta_{1}+\ldots+\epsilon_{1} \delta_{m-1}\right), \\
= & U+V+W, \tag{11-30}
\end{align*}
$$

say (cf. (11.24)). By (11.28) and (11.26),

$$
\begin{gathered}
0 \leqslant V \leqslant 2 \pi \lambda \theta^{-N} \leqslant 2 \pi \eta \\
|W| \leqslant 2 \pi \sum_{0}^{\infty}\left|\delta_{k}\right| \leqslant 2 \pi B \eta
\end{gathered}
$$

where $B=B(\theta)$. Hence, by (11.30),

$$
\begin{equation*}
-C \eta \leqslant d_{m} x-2 \pi \lambda\left(\epsilon_{m+1} \theta^{-1}+\ldots+\epsilon_{m+N} \theta^{-N}\right) \leqslant C \eta \tag{11.31}
\end{equation*}
$$

where $C=B+1$.

Denote by $g_{m}$ the fractional part of $\lambda\left(\epsilon_{m+1} \theta^{-1}+\ldots+\epsilon_{m+N} \theta^{-N}\right)$, and by $O_{m}$ the point ( $2 \pi g_{m}, 2 \pi g_{m+1}, \ldots, 2 \pi g_{m+n-1}$ ) of $K$. By (11-31), the point ( $d_{m} x, \ldots, d_{m+n-1} x$ ) is situated, mod $2 \pi$, in a cube with centre $O_{m}$ whose sides are parallel to the co-ordinate axes and have length $2 C \eta$. But the number of distinct $O_{m}$ is at most $2^{N+n-1}$, since each $O_{m}$ is determined by the numbers $\epsilon_{m+1}, \epsilon_{m+2}, \ldots, \epsilon_{m+N+n-1}$ and each $\epsilon_{i}$ is either 0 or 1. Hence if, for example,

$$
\begin{equation*}
2^{N+n-1}(2 C \eta)^{n} \leqslant \frac{1}{2}(2 \pi)^{n}, \tag{11.32}
\end{equation*}
$$

then there is a subdomain of $K$ free of the points $\left(d_{m} x, \ldots, d_{m+n-1} x\right)$ and $E$ is an $H_{*}^{(n)}$ set.

Write (11.32) in the form

$$
\begin{equation*}
2^{N} \eta^{n} \leqslant D, \tag{11-33}
\end{equation*}
$$

where $D$ depends on $\theta$ and $n$ only. Theorem (11-18) will be established if we show that there exist $N$ and $\eta$ satisfying both (11-29) and (11-33). Suppose that we have equality in (11-33). Then it is enough to take $N$ so large that $\left(\frac{1}{2} \theta\right)^{N} \geqslant A / D$, and then to determine $\eta$ from $2^{N} \eta^{n}=D$.

Return to the proof of $(11 \cdot 21)$ and suppose first that all the $\xi$ are real. It is enough to prove the theorem under the hypothesis that $\lambda_{1} \ldots \lambda_{n}$ is strietly greater than $|\Delta|$, for once this is done we may replace $\lambda_{1}$ by $\lambda_{1}^{\prime}>\lambda_{1}$ and then make $\lambda_{1}^{\prime} \rightarrow \lambda_{1}$, so obtaining the general reault.

Suppose that the inequalities $|\xi,| \leqslant \lambda, j=1,2, \ldots, n$, have no non-zero integral solution; we shall then come to a contradiction with the hypotheses. Write $\xi_{\mathcal{N}}(x)$ for $\xi_{j}$, where $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Let $D$ be the set of $x$ such that

$$
\left|\xi_{1}(x)\right| \leqslant \frac{1}{2} \lambda_{1}, \quad\left|\xi_{2}(x)\right| \leqslant \frac{1}{\frac{1}{2} \lambda_{2}}, \quad \cdots, \quad\left|\xi_{n}(x)\right| \leqslant \frac{1}{2} \lambda_{n} .
$$

Denote by $D_{\text {, the }}$ thet obtained from $D$ by a parallel tranglation which moves the origin to the integral point $g=\left(g_{1}, g_{2}, \ldots, g_{n}\right)$. Clearly $D_{j}$ is given by the inequalities $\left|\xi_{j}(x-g)\right| \leqslant \frac{1}{i} \lambda_{j}$ for all $j$. If $g^{\prime} \neq g^{\prime \prime}, D_{r}$. and $D_{r}$. have no points in common; for if such a point $x^{0}$ existed, the inequalitiee $\left|\xi_{\mathcal{\prime}}\left(x^{0}-g^{\prime}\right)\right| \leqslant \frac{1}{2} \lambda_{9}$ and $\left|\xi_{f}\left(x^{0}-g^{\prime \prime}\right)\right| \leqslant \frac{1}{2} \lambda_{;}$, would lead to

$$
\left|\xi_{f}\left(g^{\prime}-g^{\prime \prime}\right)\right| \leqslant \lambda_{s}
$$

for all $j$, and the non-zero integral $g=g^{\prime}-g^{\prime \prime}$ would satiofy all the inequalities $\left|\xi_{j}\right| \leqslant \lambda_{j}$, contrary to the assumption that no such solution exists.

We now obeerve that the measure $|D|$ of $D$ is

$$
\int \ldots \int_{D} d x_{1} \ldots d x_{n}=\int_{\left|\xi_{2}\right| \leqslant \mid \lambda_{1}} \ldots \int_{\left|\xi_{n}\right| \leqslant t \lambda_{n} \mid}\left|\frac{\partial\left(x_{1}, \ldots, x_{n}\right)}{\partial\left(\xi_{1}, \ldots, \xi_{n}\right)}\right| d \xi_{1} \ldots d \xi_{n}=\frac{\lambda_{1} \ldots \lambda_{n}}{|\Delta|}>1,
$$

since, by hypothesis, $\lambda_{1} \ldots \lambda_{n}$ exceeds $|\Delta|$. Consider all $D_{\text {, with }} g$ belonging to the cube $\left|x_{f}\right| \leqslant N$, $j=1,2, \ldots, n$, where $N$ is an integer. Since the various $D$, have no points in common, the measure of the union of those $D_{q}$ on the one hand is $(2 N+1)^{\wedge}|D|$, and on the other hand does not exceed $(2 N+2 d)^{n}$, where $d$ denotes the largest distance of the points of $D$ from the origin. Hence

$$
(2 N+1)^{n}|D| \leqslant(2 N+2 d)^{n} .
$$

Dividing this by $N^{n}$ and making $N \rightarrow \infty$, we obtain $|D| \leqslant 1$, a contradiction with the previous inequality $|D|>1$. This proves (11-21) when all the $\xi$ are real.

Suppose now that, for example, $\xi_{1}$ and $\xi_{2}$ are complex conjugates, and replace $\xi_{1}$ and $\xi_{2}$ by the real forms
and $\lambda_{1}, \lambda_{2}$ by

$$
\begin{gathered}
\xi_{1}^{\prime}=\frac{\xi_{1}+\xi_{2}}{2}, \quad \xi_{i}^{\prime}=\frac{\xi_{1}-\xi_{2}}{2 i}, \\
\lambda_{1}^{\prime}=\lambda_{2}^{\prime}=2-i \lambda_{1} .
\end{gathered}
$$

We proceed similarly with all conjugate pairs of $\xi^{\prime}$, and if $\xi_{\text {, }}$ is real we write $\xi_{j}^{\prime}=\xi_{j}, \lambda_{j}^{\prime}=\lambda_{g}$. The determinant $\Delta^{\prime}$ of the new forms satisfies

$$
\left|\Delta^{\prime}\right|=2 \rightarrow|\Delta|,
$$

where $r$ is the number of complex-conjugate pairs of $\xi^{\prime} s$. Since $\left|\Delta^{\prime}\right| \leqslant \lambda_{1}^{\prime} \ldots \lambda_{n}^{\prime}$, there is an integral non-zero solution $\boldsymbol{x}^{0}$ of

$$
\left|\xi_{1}^{\prime}\right| \leqslant \lambda_{1}^{\prime}, \quad\left|\xi_{2}^{\prime}\right| \leqslant \lambda_{2}^{\prime}, \quad \cdots, \quad\left|\xi_{n}^{\prime}\right| \leqslant \lambda_{n}^{\prime} ;
$$

and since, for example, $\quad\left|\xi_{1}\left(x^{0}\right)\right|^{2}=\xi_{1}^{\prime 2}\left(x^{0}\right)+\xi_{2}^{\prime 2}\left(x^{0}\right) \leqslant \frac{1}{1} \lambda_{i}^{2}+\frac{1}{1} \lambda_{i}^{\prime}=\lambda_{1}^{2}$,
we eesily see that $\left|\xi_{f}\left(x^{0}\right)\right| \leqslant \lambda$, for all $j$.

## MISCELLANEOUS THEOREMS AND EXAMPLES

For Examples 1-4 below see Marcinkiewicz and Zyground [4].
We suppose that $\left\{\phi_{n}\right\}$ is orthonormal in ( $a, b$ ) and that

$$
\begin{equation*}
\left\|\phi_{n}\right\|_{0_{0}}=\left(\int_{a}^{b}\left|\phi_{n}\right|^{0_{0}} d x\right)^{1 / \rho_{0}} \leqslant M_{n}<\infty \tag{i}
\end{equation*}
$$

for $n=1,2, \ldots$ and some $2<q_{0} \leqslant \infty$. We write $p_{0}=q_{0}^{\prime}=q_{0} /\left(q_{0}-1\right)$.

1. Suppoee that $p_{0}<p \leqslant 2$, and define $q$ by

$$
\frac{p_{0}}{p}+\frac{2-p_{0}}{q}=1
$$

Then the Fourier coefficiente $c_{n}$ of $f$ with respect to $\phi_{n}$ satisfy

$$
\left(\Sigma M_{n}^{\rho-z}\left|c_{n}\right|^{q}\right)^{1 / \varnothing} \leqslant\|f\|_{n}
$$

a relation which for $q_{0}=\infty, M_{1}=M_{8}=\ldots=M$ reduces to (2.10).
[The proof is similar to that of (2.10): we have $\left|c_{n}\right| M_{n}^{-1} \leqslant\|f\|_{9}$, and Bessel's inequality $\|c\|_{2} \leqslant\|f\|_{2}$.]
2. Suppoee that $1 \leqslant p \leqslant 2$ and define $q$ by

$$
\frac{2-p_{0}}{p}+\frac{p_{0}}{q}=1
$$

Then if both $\Sigma M_{n}^{2-9}\left|c_{n}\right|^{\prime}$ and $\Sigma\left|c_{n}\right|^{2}$ are finite, there is an $f \in L^{\prime}(a, b)$ whose Fourier coefficiente with reepect to $\phi_{n}$ are $c_{n}$, euch that

$$
\|f\|_{0} \leqslant\left(\Sigma M_{n}^{2-\infty}\left|c_{n}\right|^{p}\right)^{1 / n},
$$

a relation which reduces to (2.11) when $q_{t}=\infty, M_{1}=M_{1}=\ldots=M$.
If the $M_{n}$ are bounded below (which is certainly the case if ( $a, b$ ) is finite, since then

$$
M_{n} \geqslant(b-a)^{\left(0-a d A_{0}\right)}
$$

the convergence of $\Sigma M_{n}^{8-}\left|c_{n}\right|^{\prime}$ implies that of $\Sigma\left|c_{n}\right|^{\prime}$.
[Consider finite sums $\sum_{1} c_{n} \phi_{n}=f$; interpolate between $\|f\|_{2}=\|c\|_{1}$ and

$$
\|f\|_{c_{0}} \leqslant \sum_{1}^{N} M_{n}\left|c_{n}\right|
$$

and in making $N \rightarrow \infty$ apply the Riesz-Fischer theorem (Chapter IV, § 1;.]
3. Suppoee that $p_{0}<p<2$, that $f \in L^{y}(a, b)$, and that

$$
M_{1} \leqslant M_{9} \leqslant \ldots .
$$

Then the coefficiente $c_{n}$ of $f$ with respect to $\phi_{n}$ satisfy
a generalization of (5-2).
[Write Beeeel's inequality in the form

$$
\Sigma\left|c_{n} n^{\alpha} M_{n}^{\beta}\right|^{2} n^{-2 \alpha_{N} M_{n}^{-2 ~}} \leqslant \|\left. f\right|_{8} ^{8},
$$

where $\alpha, \beta$ are positive numbers to be fixed presently. Consider the additive measure $\nu$ equal to $n^{-2 \alpha} M_{n}^{-2 \beta}$ for the set consisting of the single point $n=1,2, \ldots$, and equal to 0 for the sets not containing any point $n$. Considor the linear operation

$$
T f-\left\{c_{n} n^{\alpha} M_{n}^{\beta}\right\}=\left\{n^{\alpha} M_{n}^{\beta} \int_{a}^{b} f \bar{\phi}_{n} d x\right\}
$$

and the norms $\|T j\|_{r, \nu}$. From (i) we deduce that $\left|c_{n}\right| \leqslant M_{n}\|f\|_{p_{0}}$, and we shall try to choose $\alpha, / \beta$ so that $T f$ is of weak type ( $p_{0}, p_{0}$ ). The measure $\nu$ of the set in which $|T f|>y>0$ is equal to $\Sigma_{n}{ }^{-2 \alpha} M_{n}^{-2 \beta}$ extendod over those $n$ for which $\left\{c_{n} n^{\alpha} M_{n}^{\beta}\right\}>y$. For such $n$ we have, a fortiori,
(ii)

$$
n^{\alpha} M_{n}^{\beta+1}\|f\|_{p_{0}}>y .
$$

Let $n_{0}$ be the least $n$ satisfying (ii). Since $M_{1} \leqslant M_{2} \leqslant \ldots$, (ii) holds for each $n \geqslant n_{0}$. We shall see presently that $\alpha \geqslant 1$. Anticipating this, and denoting by $A$ a positive absolute constant, we have

$$
\sum_{n \geqslant n_{0}} n^{-2 \alpha} M_{n}^{-2 \beta} \leqslant M_{n_{0}}^{-2 \beta} \sum_{n \geqslant n_{0}} n^{-2 \alpha} \leqslant A n_{0}^{-2 \alpha+1} M_{n_{0}}^{-2 \beta} .
$$

Comparing this with (ii), we choose $\alpha, \beta$ so that $2 \alpha-1$ and $2 \beta$ are proportional to $\alpha, \beta+1$, and that the coefficient of proportionality is $p_{0}$. This gives $\alpha=1 /\left(2-p_{0}\right), \beta=p_{0} /\left(2-p_{0}\right)$, and an application of (4.6) easily completes the proof.]
4. Suppose that $2 \leqslant q<q_{0}$, that $M_{1} \leqslant M_{2} \leqslant \ldots$, and that $S=\Sigma\left|c_{n}\right|^{0} M_{n}^{\left(0-x_{0} \alpha_{0}-x_{0}\right)} n^{(0-2)\left(2-p_{0}\right)}$ is finite. Then there is an $f \in L^{a}(a, b)$ with coefficients $c_{n}$, satisfying

$$
\|f\|_{0} \leqslant B_{\text {q. }}{ }_{0} S^{1 / e} .
$$

Moreover,
In Examples 5-8 which follow, $\left\{\phi_{n}\right\}$ is a uniformly bounded system $\left(\left|\phi_{n}\right| \leqslant M\right.$ ) orthonormal on ( $a, b$ ).
5. If $\left|c_{n}\right| \leqslant 1 / n$ for $n=1,2, \ldots$, the $c_{n}$ are the coefficients, with respect to $\left\{\phi_{n}\right\}$, of an $f$ such that

$$
\int_{a}^{b}\left\{e^{y M^{-1}|y|}-1\right\} d x \leqslant M^{-2} \delta,
$$

where $\gamma$ and $\delta$ are positive absolute constants.
[The proof is similar to that of (4.41)(i). Supposing for simplicity that $c_{1}=0$, we deduce from (2.11) that

$$
\frac{\gamma^{q}}{q!} \int_{a}^{b}|f|^{\bullet} d x \leqslant \frac{\gamma^{\varepsilon}}{q!} M^{q-2}\left(\sum_{n=2}^{\infty} n^{\left.-q K_{Q-1}\right)}\right)^{q-1} \leqslant \frac{\gamma^{q}}{q!} M^{q-2}(q-1)^{q-1}
$$

for $q=2,3, \ldots$, and obeerve that

$$
\exp |u| \leqslant 2 \cosh u=2 \sum_{0}^{\infty} \frac{u^{2 k}}{(2 k)!}
$$

We may take for $\gamma$ any fixed number lees than $1 / e$.
A somewhat different argument is besed on (5-3) and (5.8):

$$
\int_{a}^{b}|f|^{\bullet} d x \leqslant M^{a-2} A^{q} q^{a} \Sigma\left|n c_{n}\right|^{\varrho} \cdot n^{-2} \leqslant M^{e-8} A^{q} q^{q}
$$

from which point we proceed as before.j
6. If $\sum_{1}^{\infty} n\left|c_{n}\right|^{2} \leqslant 1$, there is an $f$ with coefficients $c_{n}$ such that

$$
\int_{a}^{b}\left\{e^{y M^{-3}|\rho|^{\prime}}-1\right\} d x \leqslant M^{-2} \delta
$$

More generally, if $\Sigma \boldsymbol{n}^{\mathbf{k}}\left|c_{\boldsymbol{n}}\right|^{\mathbf{k}+\boldsymbol{1}} \leqslant 1$ for some $k>0$, then

$$
\int_{a}^{b}\left\{e^{\gamma M^{-1-1, k}|y|^{1+2, k}}-1\right\} d x \leqslant M^{-2} \delta_{k}
$$

where $\gamma_{k}$ and $\delta_{k}$ are positive and depend on $k$ only.
(The first result has applications to power series. For if $F(z)=\sum_{0}^{\infty} c_{n} z^{n}$ is regular for $|z|<1$, we have

$$
\sum_{1}^{\infty} n\left|c_{n}\right|^{2}=\frac{1}{2 \pi} \iint_{|\in|<1}\left|F^{\prime}\left(\rho e^{0}\right)\right|^{2} \rho d \rho d \theta .
$$

A proof baeed on complex variable theory gives in this case somewhat better values for $\gamma$ and $\delta$; $80 e$ Beurling [2]).
[(i) As in Example 5, \|f \|, $M^{(8-a) c}$ doee not exceed
and the least factor on the right does not exceed $A(p-1)^{-1} \leqslant A q^{d}$.]
7. Suppoes that $b-a<\infty$. If $1<p<2, \phi(u)=u^{\top} \phi_{1}(u)$, where $\phi_{1}$ is positive and slowly varying, then the ooefficients $c_{n}$ of $f$ satiefy

$$
\Sigma \phi\left(n\left|c_{n}\right|\right) n^{-3} \leqslant K \int_{a}^{b} \phi(|f|) d x+K
$$

If $2<q<\infty, \psi(u)=u \psi_{1}(u)$, where $\psi_{1}$ is positive and slowly varying, and if $\Sigma \psi\left(n\left|c_{n}\right|\right) n^{-2}<\infty$, then the $c_{n}$ ane the coefficiente of an $f$ such that

$$
\int_{a}^{b} \psi(|f|) d x \leqslant K \Sigma \psi\left(n\left|c_{n}\right|\right) n^{-2}+K .
$$

8. Suppose that $|f|\left(\log ^{+}|f|\right)^{\alpha} \in L(a, b), b-a<\infty, \alpha>0$. Then

$$
\begin{gather*}
\sum_{2}^{\infty} \frac{\left|c_{n}\right|}{n}(\log n)^{\alpha-1} \leqslant K \int_{a}^{b}|f|(\log +|f|)^{\alpha} d x+K,  \tag{i}\\
\sum \frac{\left|c_{n}\right|}{n}\left(\log \frac{1}{\left|c_{n}\right|}\right)^{\alpha-1} \leqslant K \int_{a}^{b}|f|\left(\log ^{+}|f|\right)^{\alpha} d x+K,  \tag{ii}\\
\sum \exp \left(-k\left|c_{n}\right|^{-1 / a}\right)<\infty, \tag{iii}
\end{gather*}
$$

for each $k>0$, with $K$ independent of $f$.
[By (4.34) applied to $T f=\left\{n c_{n}\right\}$, we have (if $\alpha \geqslant 1$; for $0<\alpha<1$ we replece $\log \left(n\left|c_{n}\right|\right)$ on the left by $\log \left(2+n\left|c_{n}\right|\right)$

$$
\begin{equation*}
\Sigma \frac{\left|c_{n}\right|}{n}\left\{\log \left(n\left|c_{n}\right|\right)\right\}^{\alpha-1} \leqslant K \int_{a}^{b}|f|\left(\log ^{+}|f|\right)^{\alpha} d x+K \tag{iv}
\end{equation*}
$$

For the $n$ such that $n^{-i} \leqslant\left|c_{n}\right| \leqslant n^{i}, \log \left(n\left|c_{n}\right|\right)$ is exactly of order $\log n$, and sinco the contribution of the remsining terms in (i) is $\leqslant K$, (i) follows from (iv). (For $\alpha=1$, (i) also followe from Example 5 and Young's inequality.) Since $\left|c_{n}\right| \geqslant 1 / n$ implies $\log 1 /\left|c_{n}\right| \leqslant \log n$, (i) implies (ii) for $\alpha \geqslant 1$. If $0<\alpha<1$, we must modify (ii) by either omitting the terms on the left with, say, $\left|c_{\mathrm{n}}\right| \geqslant \frac{1}{}$ or replacing $\log \left(1 /\left|c_{n}\right|\right)$ by $\log \left(2+1 /\left|c_{n}\right|\right)$ for all $n$; in either case the contribution of thoee terms on the left of (i) for which $\left|c_{n}\right| \geqslant 1 / n$ is less than

$$
K \Sigma\left|c_{n}\right|^{2}=K \int_{a}^{b}|f|^{2} d x \leqslant K \int_{a}^{b}|f| \log +|f| d x+K .
$$

To prove (iii), observe that (i) holds with $c_{n}^{*}$ for $c_{n}$, and so $c_{n}^{*}=\alpha\left\{(\log n)^{-\alpha}\right\}$.]
9. If $1<r<s<\infty, \alpha=1 / r-1 / s$, and if $f \in \mathrm{~L}^{r}$, then the least value of the constant $A_{r, 0}$ in the inequality $\left|f_{\alpha}\left\|_{,} \leqslant A_{r, ~} \mid f\right\|_{r}(\mathbf{c f} .(9 \cdot 23))\right.$ satisfies

$$
A_{r, 0} \leqslant A_{r} \sigma^{\prime \prime} .
$$

10. It is easy to deduce from (9.22) that if $f \in L^{r}, r>1$, then $f_{11}$ is integrable in every power. But more than this is true: there are positive constants $\lambda, \Lambda$ such that if $\|f\|_{r}=1$, then

$$
\int_{0}^{2 \pi} \exp \left\{\lambda\left|f_{1 / r}\right| r\right\} d x \leqslant \Lambda .
$$

[Apply an argument similar to that ueed in the proof of (4-41)(i) to the result of the preceding Example.]
11. The first part of Theorem (9.22) is false for $r=1$; the following result is a substitute. If $0<\alpha<1, \beta=1 /(1-\alpha), f \in L\left(\log ^{+} L\right)^{1-\alpha}$, then $f_{\alpha} \in L^{\prime}$, and

$$
\mathscr{W}_{\beta}\left[f_{\alpha}\right] \leqslant A_{\alpha} \int_{0}^{2 \pi}|f|\left(\log ^{+}|f|\right)^{1-\alpha} d x+A_{\alpha}
$$

12. (i) If $0<\alpha<1,0<\beta<1, \alpha+\beta>1$, and if $f \in \Lambda_{\alpha}$, then $f_{\beta}$ has a dorivative $f_{\beta}^{\prime} \in \Lambda_{\alpha+\beta-1}$.
(ii) If $0<\alpha<\gamma<1$, and if $f$ has a derivative $f^{\prime} \in \Lambda_{a}$, then $f^{\gamma} \in \Lambda_{1+\gamma-\alpha}$.
[Corollaries of (8.13) and (8.14).]
13. Let $f(x) \sim \sum c_{n} e^{i n x}, g(x) \sim \Sigma d_{n} e^{i n x}, h(x) \sim \Sigma c_{n} d_{n} e^{i n x}$.
(i) If $f \in \Lambda_{\alpha}, 0<\alpha<1, g \in \Lambda_{\beta}, 0<\beta<1$, then $h \in \Lambda_{\alpha+\beta}, h \in \Lambda_{*}, h^{\prime} \in \Lambda_{\alpha+\beta-1}$, sccording as $\alpha+\beta<1$, $\alpha+\beta=1, \alpha+\beta>1$.
(ii) If $f \in \Lambda_{\alpha}, 0<\alpha<1, g \in \Lambda_{*}$, then $h^{\prime} \in \Lambda_{\alpha}$.
(iii) If $f \in \Lambda_{*}, g \in \Lambda_{*}$, then $h^{\prime} \in \Lambda_{*}$.
[(i) Let $f(r, x), g(r, x), h(r, x)$ be the Poisson integrals of $f, g, h$. Then

$$
h^{\prime \prime}\left(r^{2}, x\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f^{\prime}(r, t) g^{\prime}(r, x-t) d t
$$

where differentiation is with respect to the angle.
If $f \in \Lambda_{a}, g \in \Lambda_{\beta}$, then $f^{\prime}(r, t)=O\left(\delta^{\alpha-1}\right), g^{\prime}(r, t)=O(\delta \beta-1)(\delta=1-r$; see Chapter VII, ( $5 \cdot 1$ ) (i)); hence $h^{\prime \prime}\left(r^{2}, x\right)=O\left(\delta^{\alpha+\beta-2}\right)$, and so also $h^{\prime \prime}(r, x)=O\left(\delta^{\alpha+\beta-2}\right)$. If $\alpha+\beta=1$, it is enough to apply Chapter VII, (5•1) (ii). If $\alpha+\beta<1$, Laplace's equation for $h(r, x)$ gives

$$
r^{-1} \frac{\partial}{\partial r}\left(r \frac{\partial}{\partial r} h(r, x)\right)=O\left(\delta^{\alpha+\beta-2}\right)
$$

and integrating with respect to $r$ we obtain successively $\partial h(r, x) / \partial r=O\left(\delta^{\alpha+\beta-1}\right), h^{\prime}(r, x)=O\left(\delta^{\alpha+\beta-1}\right)$, $h(x) \in \Lambda_{\alpha+\beta}$. Similarly for $\alpha+\beta>1$. The conclusion holds if $f \in \Lambda_{a}^{e}, g \in \Lambda_{\beta}^{\prime}, 1 \leqslant s \leqslant \infty$.]
14. Let $k \geqslant 1,1 \leqslant r \leqslant 2,1 / r+1 / r^{\prime}=1, \lambda>0, \Sigma\left|c_{\nu}\right|^{\prime}<\infty$. If $\phi_{1}, \phi_{2}, \ldots$ are Rademacher's functions and $f(t)=\Sigma c_{\nu} \phi_{\nu}(t)$, then
(i) $\left(\int_{0}^{1}|f(t)|^{k} d t\right)^{1 / \pi} \leqslant A k^{1 r^{\prime}\left(\Sigma\left|c_{\nu}\right|^{\tau}\right)^{1 / \tau}, ~}$
(ii) $\int_{0}^{i} \exp (\lambda|f| r) d t<\infty$,
where $A$ is an abeolute constant.
[(i) holds for $r=2$ (Chapter V, §8) and for $r=1$; apply (1-11). (ii) Apply (4.41) (i).]
15. Results anslogous to those of the preceding example hold for lacunary series $\Sigma A_{n_{k}}(x)$, $n_{k+1} / n_{k}>q>1$, except that $A=A_{g}$ in (i).
16. If $g \sim \Sigma \rho_{\nu} \cos \left(\nu x+x_{\nu}\right), g \in L\left(\log ^{+} L\right)^{1 / r}, r \geq 2$, and if $n_{k+1} / n_{k}>q>1$, then

$$
\left(\Sigma \rho_{m_{k}^{*}}\right)^{1 / r} \leqslant A_{r, ~} \int_{0}^{2 \pi} g \cdot\left(\log ^{+} g\right)^{1 / r} d x+A_{r ., ~}
$$

(cf. (7•6)).
17. If $r>2, \Sigma \rho_{p}^{\prime}<\infty, \varepsilon>0$, then for almost all changee of sign the nth partial sum of

$$
\Sigma \pm \rho_{\nu} \cos \left(\nu x+x_{\nu}\right) \quad \text { is } \quad o\left\{(\log n)^{1 / r}\right\}
$$

uniformly in $x$, and the series $\Sigma \pm(\log \nu)$ - $1 / \psi \rho_{\nu} \cos \left(\nu x+x_{\nu}\right)$ converges uniformly [cf. Chapter V. (8.34)].
18. If $f \sim \Sigma c_{n} e^{i n s}, g \sim \Sigma c_{m}^{\prime} e^{i n x}, f \in L^{y}, g \in L^{\prime}, 1<p<\infty$, then

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} f g d x=\sum_{-\infty}^{+\infty} c_{n} c_{-n}^{\prime},
$$

where the series on the right converges (Chapter VII, (6-12)). The convergence is abeolute if $p=2$, but for no other value of $p$. (M. Riesz [1].)
 such that $\Sigma\left|d_{n}\right|=\infty$（Chapter VI，（3－1））．Write $d_{n}=|n|^{-\alpha} \cdot d_{n}|n|^{\alpha}=c_{n} c_{n}^{\prime}$ ，say，$(n \neq 0)$ ．Then $\Sigma c_{n} e^{i n x} \in L^{p}$（Chapter $V,(2 \cdot 1)$ ），and $\Sigma c_{n}^{\prime} e^{i n x}=S[g]$ ，where $g$ is continuous（cf．（8－14））and so also in $L D^{\prime}$ ，and $\Sigma\left|c_{n} c_{-n}^{\prime}\right|=\Sigma\left|d_{n}\right|=\infty$ ．］

A sec $E$ is said to be a set of multiplicity in the restricted sense，or set $M_{0}$ ，if there is a Fourier－ Stieltjes series converging to 0 outside $E$ ，but not everywhere．A set which is not $M_{0}$ will be called $a$ set of uniqueness in the wide sense，or set $U_{0}$ ；a series $\Sigma A_{n}(x)$ converging to 0 outside such a set is either identically 0 ，or else is not a Fourier－Stieltjes series．Every B－measurable set which is a $\mathrm{U}_{0}$ is necessarily of measure 0 ．

19．（i）If $E$ is $M_{0}$ ，then there is a perfect subset of $E$ which is also $M_{0}$ ．
（ii）If $E$ is an $M_{0}$ ，then there is a non－decreasing $F, F \neq$ const．，such that $S[d F]$ converges to 0 outside $E$ ．
（iii）If Borel sets $E_{1}, E_{2}, \ldots, E_{n}, \ldots$ are $\mathrm{U}_{0}$ ，their sum $E=\Sigma E_{1}$ is also $\mathrm{U}_{0}$ ．
（iv）If $E$ is a $U_{0}$ ，and if an $S[d F]$ converges，or is only summable $A$ ，outside $E$ to a finite integrable function $f$ ，then $S[d F]=S[f]$ ；in particular，if $S[d F]$ is sumrnable $A$ to 0 outside $E$ ，then $F=$ const．
［（i）We may suppose that $|E|=0$ ，since otherwise the assertion is obvious．Suppose that an $S[d F]=\Sigma A_{n}(x)(F$ 表const．）converges to 0 outside $E$ ．Hence $F$ is singular（and continuous，since the coefficients of $\Sigma A_{n}(x)$ tend to 0 ）．Let $\&$ be the set of points where $F^{\prime}$ exists and is $\pm \infty$ ．Since $S[d F]$ is summable $A$ to $\pm \infty$ in $\mathcal{C}$（Chapter III，§7）， $\boldsymbol{\delta}$ is a subset of $E$ ．It is well known（bee，for example，Saks，Theory of the integral，p．125）that the total variation of $F$ over $\boldsymbol{8}$ is not 0 ．Let $P$ be a perfect subset of $\&$ such that $\int_{P}|d F| \neq 0, \chi$ the characteristic function of $P$ ，and $G=\int_{0}^{x} \chi d F$ ． $G$ is not constant，the coefficients of $d G$ tend to 0 （cf．（10．9）），S［dG］converges to 0 outside $P$ ．
（ii）Let $G_{1}$ and $G_{2}$ be the positive and negative variations of the $G$ in（i）；consider $S\left[d G_{1}\right]$ and $S\left[d G_{2}\right]$ ．
（iii）If $E$ is $M_{0}$ ，then there is a perfect subset $P$ of $E$ ，and an $S[d G], G \neq$ const．，converging to 0 outside $P$ ．Since $P=P E=\Sigma P E_{i}$ ，there is an $i_{0}$ such that $\int_{P E_{0}}|d G| \neq 0$ ．Let $P^{\prime}$ be a perfect subset of $P E_{i_{0}}$ such that $\int_{P^{\prime}}|d G| \neq 0$ ．If $\chi^{\prime}$ is the characteristic function of $P^{\prime}$ ，then $H(x)=\int_{0}^{x} \chi^{\prime} d G$ is not constant，$S[d H]$ converges to 0 outside $P^{\prime}$ ，and so also outside $E_{1,} \supset P E_{1_{0}} \supset P^{\prime}$ ，which con－ tradicts the hypothesis that $E_{i_{0}}$ is a $\mathrm{U}_{0}$ ．
（iv）If $F$ is not absolutely continuous，the set $\&$ of points where $F^{\prime}= \pm \infty$ is not empty，and $\int_{\ell}|d F| \neq 0$ ．If $P$ is a perfect subset of $\delta$ such that $\int_{P}|d F| \neq 0, \chi$ the characteristic function of $P$ ． $G=\int_{0}^{x} \chi d F$ 丰 const．，then $S[d G]$ converges to 0 outside $P$ ，and so also outside $E$ ，which contradicts the hypothesis that $E$ is $U_{0}$ ．］

20．If $c_{n} \rightarrow 0$ ，then the function $\Phi(x)=\frac{1}{8} c_{0} x^{2}-\Sigma^{\prime} c_{n} n^{-2} e^{i n x}$ ，obtained by integrating $\Sigma c_{n} e^{i n e}$ termwise twice，has the following property：for each $u$ and any $\theta \neq 0$ the expreesion

$$
\text { (*) }\left(\frac{4 \theta}{N}\right)^{-1} \sum_{k=1}^{N}\left\{\Phi\left(u+\frac{2 k \pi}{N}+\frac{2 \theta}{N}\right)+\Phi\left(u+\frac{2 k \pi}{N}-\frac{2 \theta}{N}\right)-2 \Phi\left(u+\frac{2 k \pi}{N}\right)\right\}
$$

tends to $c_{0} \theta$ as $N \rightarrow \infty$ ．Conversely，if $\Sigma c_{n} e^{i n x}$ is such that the periodic part of the series de－ fining $\Phi(x)$ is the Fourier series of a continuous function，and if（＊）tends to 0 for some $\theta$ 丰 $0 \mathrm{mod} \pi$ and all $u$（not necessarily uniformly in $u$ ），then $c_{n} \rightarrow 0$ ．This is an analogue of（ 10.5 ） for general trigonometric series．

## CONVERGENCE AND SUMMABILITY

## ALMOST EVERYWHERE

## 1. Partial sums of $S[f]$ for $f \in \mathrm{~L}^{\mathbf{2}}$

In Chapter II, §11, we showed that if $f \in \mathrm{~L}$, then the partial sums $S_{n}(x)=S_{n}(x ; f)$ of the Fourier series

$$
\frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right)=\sum_{0}^{\infty} A_{k}(x)
$$

of $f$ are $o(\log n)$ almost everywhere. For $f \in \mathrm{~L}^{2}$, this estimate can be strengthened:
(1-2) Theorem. If $f \in \mathrm{~L}^{2}$, then $S_{n}(x)=\left\{(\log n)^{\frac{1}{2}}\right\}$ almost everywhere. Furthermore, the function
is in $\mathrm{L}^{2}$ and

$$
S^{*}(x)=\sup _{n \geq 2}\left\{\left|S_{n}(x)\right| /(\log n)^{\hbar}\right\}
$$

Here and in the rest of this section $A$ denotes a positive absolute constant not necessarily always the same. The condition $n \geqslant 2$ in (1-3) can be omitted if we replace $\log n$ by $\log (n+2)$.

The method used to prove the theorem is of considerable intrinsic interest, and can be applied in other instances.

We begin with (1-4). Let $S_{N}^{*}(x)$ be defined like $S^{*}(x)$ except that $n$ is bounded by the number $N$. Since $S_{N}^{*}(x)$ increases and tends to $S^{*}(x)$ as $N \rightarrow \infty$, it is enough to prove (1-4) with $S^{*}$ replaced by $S_{N}^{*}$.

Let $n(x)$ be any step function taking integral values and such that $2 \leqslant n(x) \leqslant N$. Let $\lambda(x)=1 / \log n(x)$. It is enough to prove that

$$
\left\{\int_{-\pi}^{\pi} \lambda(x) S_{n(x)}^{2}(x) d x\right\}^{\frac{1}{2}} \leqslant A M_{2}[f]
$$

since

$$
S_{N}^{*}(x)=\lambda^{\sharp}(x)\left|S_{n(x)}(x)\right|
$$

for a suitable $n(x)$.
We show first that for the Dirichlet kernel $D_{n}(x)$ we have

$$
\int_{-\pi}^{\pi}\left|D_{n(x)}(x)\right| d x \leqslant A \log N,
$$

a generalization of the fact that the $N$ th Lebesgue constant is $O(\log N)$ (Chapter II, (12.1)). Since $\left|D_{n(x)}(x)\right|$ is majorized by both $A N$ and $A /|x|$, the integral in (1.6) does not exceed

$$
\int_{|x| \leqslant 1 / N} A N d x+\int_{1 / N \leqslant|x|<\pi} A|x|^{-1} d x \leqslant A+A \log N \leqslant A \log N .
$$

Returning to ( $1 \cdot 5$ ), we use the fact that the left-hand side is

$$
\int_{-\pi}^{\pi} \lambda^{\frac{1}{2}}(x) S_{n(x)}(x) \phi(x) d x
$$

for some $\phi$ with $9 R_{2}[\phi]=1$. Let $\lambda(x) \phi(x)=\psi(x)$. Then the left-hand side of (1.5) is

$$
\begin{aligned}
\int_{-\pi}^{\pi} S_{n(x)}(x) \psi(x) d x & =\int_{-\pi}^{\pi} \psi(x) d x\left\{\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) D_{n(x)}(x-t) d t\right\} \\
& =\int_{-\pi}^{\pi} f(t) d t\left\{\frac{1}{\pi} \int_{-\pi}^{\pi} \psi(x) D_{n(x)}(x-t) d x\right\} \\
& \leqslant \mathbb{R}_{3}[f] \cdot \mathscr{M}_{2}\left\{\frac{1}{\pi} \int_{-\pi}^{\pi} \psi(x) D_{n(x)}(x-t) d x\right\},
\end{aligned}
$$

and it remains to show that the last factor does not exceed $A$.
Its square can be written
where

$$
\begin{align*}
\int_{-\pi}^{\pi} & \left\{\frac{1}{\pi} \int_{-\pi}^{\pi} \psi(x) D_{n(x)}(x-t) d x\right\}\left\{\frac{1}{\pi} \int_{-\pi}^{\pi} \psi(y) D_{n(y)}(y-t) d y\right\} d t \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \psi(x) \psi(y)\left\{\frac{1}{\pi} \int_{-\pi}^{\pi} D_{n(x)}(x-t) D_{n(y)}(y-t) d t\right\} d x d y \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \psi(x) \psi(y) D_{n(x, y)}(x-y) d x d y,
\end{align*}
$$

The last integral does not exceed

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \psi^{2}(x)\left|D_{n(x, y)}(x-y)\right| d x d y+\frac{1}{2 \pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \psi^{2}(y)\left|D_{n(x, y)}(x-y)\right| d x d y=J_{1}+J_{2}
$$

Integrating in $J_{1}$ with respect to $y$ and using (1-6), we get

$$
J_{1} \leqslant \frac{1}{2 \pi} \int_{-\pi}^{\pi} \psi^{2}(x) A \log n(x) d x=A \int_{-\pi}^{\pi} \phi^{2}(x) d x=A
$$

Similarly, $J_{2} \leqslant A$. Thus the right-hand side of (1-7) does not exceed $A$ and (1.5) is established.

The inequality (1-4) shows that almost everywhere we have $S^{*}(x)<\infty$, that is, $S_{n}(x)=O\left\{(\log n)^{\frac{1}{2}}\right\}$. To refine the ' $O$ ' to ' $O$ ' we have to show that the function

$$
S_{*}(x)=\limsup _{n \rightarrow \infty}\left\{\left|S_{n}(x)\right| /(\log n)^{\frac{1}{2}}\right\}
$$

is zero almost everywhere. Since $S_{*} \leqslant S^{*}$, the inequality (1•4) gives $\mathbb{M R}_{2}\left[S_{*}\right] \leqslant A \mathbb{R}_{2}[f]$. But $\mathfrak{R}_{2}[f]$ may be made arbitrarily small, without changing $S_{*}$, by subtracting from $f$ a suitable polynomial. Thus $\mathbb{M}_{2}\left[S_{*}\right]=0$, whence $S_{*}=0$ almost everywhere.
(1.8) Theorem. If $\Sigma A_{n}(x)$ is the Fourier series of an $f \in \mathrm{~L}^{2}$, then the partial sums $s_{n}(x)$ of

$$
\begin{equation*}
\sum_{2}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) /(\log n)^{\frac{1}{2}} \tag{1.9}
\end{equation*}
$$

converge almost everywhere. Moreover, for $s^{*}(x)=\sup \left|s_{n}(x)\right|$ we have

$$
\mathfrak{M}_{2}\left[s^{*}\right] \leqslant A \mathfrak{M}_{2}[f] .
$$

Let $l_{0}=l_{1}=0, l_{n}=(\log n)^{-\frac{1}{2}}$ for $n \geqslant 2$. If the $\sigma_{n}(x)$ are the $(C, 1)$ means of $S[f]$ and

$$
\sigma^{*}(x)=\sup _{n}\left|\sigma_{n}(x)\right|
$$

repeated summation by parts gives

$$
\begin{gather*}
8_{n}=\sum_{0}^{n}\left(S_{k}-S_{k-1}\right) l_{k}=\sum_{0}^{n-1} S_{k} \Delta l_{k}+S_{n} l_{n}=\sum_{0}^{n-2}(k+1) \sigma_{k} \Delta^{2} l_{k}+n \sigma_{n-1} \Delta l_{n-1}+S_{n} l_{n}, \\
\left|8_{n}(x)-S_{n}(x) l_{n}\right| \leqslant \sigma^{*}(x)\left\{\sum_{0}^{n-2}(k+1)\left|\Delta^{2} l_{k}\right|+n \Delta l_{n-1}\right\} \leqslant A \sigma^{*}(x),
\end{gather*}
$$

since $\Delta^{2} l_{k} \geqslant 0$ for $k \geqslant 2, \Sigma(k+1) \Delta^{2} l_{k}$ converges and $n \Delta l_{n-1} \rightarrow 0$ (Chapter III, (4-1)). Thus

$$
\begin{gathered}
s^{*} \leqslant S^{*}+A \sigma^{*}, \\
\mathfrak{M}_{2}\left[s^{*}\right] \leqslant \mathfrak{R}_{2}\left[S^{*}\right]+A \mathscr{R _ { 2 }}\left[\sigma^{*}\right] \leqslant A \mathscr{R _ { 2 }}[f]+A \mathscr{R _ { 2 }}[f]=A \mathscr{R _ { 2 }}[f],
\end{gathered}
$$

since (Chapter IV, § 7)

$$
\mathscr{P}_{2}\left[\sigma^{*}\right] \leqslant A \mathbb{R}_{2}[f] .
$$

This proves $(1 \cdot 10)$. The convergence of $(1 \cdot 9)$ follows from the estimate $\left.S_{n}=\alpha(\log n)^{i}\right\}$ and from Chapter III, (4-3).
(1-13) Theorem. If $\Sigma\left(\alpha_{k}^{2}+\beta_{k}^{2}\right) \log k$ is finite, the partial sums $t_{n}$ of

$$
\sum_{2}^{\infty}\left(\alpha_{k} \cos k x+\beta_{k} \sin k x\right)=S[f]
$$

converge almost everywhere and $t^{*}(x)=\sup _{n}\left|t_{n}(x)\right|$ satisfies the inequality $\mathbb{R}_{2}\left[t^{*}\right] \leqslant A M R_{2}[f]$.
This is an obvious variant of (1.8). It generalizes Theorem (1.8) of Chapter IV. It can also be stated in the following equivalent form.
(1-14) Theorem. If $f \in \mathrm{~L}$ and the function

$$
g(x)=\left\{\int_{0}^{\pi}[f(x+t)-f(x-t)]^{2} d t\right\}^{t}
$$

belongs to $\mathrm{L}^{2}$, then $\mathrm{S}[f]$ converges almost everywhere.
Let $\alpha_{n}, \beta_{n}$ be the coefficients of $f$. By Parseval's formula,

$$
\begin{aligned}
\mathfrak{P}_{2}^{2}[g]=\int_{0}^{\pi} \frac{d t}{t} \int_{-\pi}^{\pi}[f(x+t)-f(x-t)]^{2} d x & =4 \pi \int_{0}^{\pi} \frac{d t}{t} \sum_{1}^{\infty}\left(\alpha_{n}^{2}+\beta_{n}^{2}\right) \sin ^{2} n t \\
& =4 \pi \sum_{1}^{\infty}\left(\alpha_{n}^{2}+\beta_{n}^{2}\right) \int_{0}^{\pi} \frac{\sin ^{2} n t}{t} d t,
\end{aligned}
$$

and the convergence of $S[f]$ will follow from (1-13) if we show that the last integral is exactly of order $\log n$; actually, it is

$$
\frac{1}{2} \int_{0}^{\pi} \frac{1-\cos 2 n t}{t} d t=\frac{1}{2} \int_{0}^{\pi} D_{2 n}^{*}(t) d t+O(1) \simeq \frac{1}{\pi} \log n
$$

by Chapter II, (12-3).
Incidentally, we have shown that if $g \in L^{2}$, then also $f \in L^{2}$.

The following corollary of ( $1 \cdot 14$ ) will be needed later:
(1-16) Theorem. If $\alpha>\frac{1}{2}$ and if

$$
|f(x+h)-f(x)| \leqslant A(\log 1 /|h|)^{-a} \quad(0 \leqslant x \leqslant 2 \pi)
$$

for, say, $|h| \leqslant \frac{1}{2}$, then $S[f]$ converges almost everywhere.
For in this case $g$ is bounded and accordingly in $L^{2}$.
The problem of what happens in the case when $\alpha=\frac{1}{2}$ is open. It is well to remember that, even for $\alpha=1, S[f]$ may diverge at some points, though its partial sums are uniformly bounded (Chapter VIII, (2•1)). For $\alpha>1, S[f]$ is, of course, uniformly convergent (Chapter II, (6.8)).

Remark. While the estimate $S_{n}(x)=o(\log n)$ holds at every point of the Lebesgue set (Chapter II, (11.9)), and in particular at every point of continuity of $f$, the estimate $S_{n}(x)=o\left\{(\log n)^{\ddagger}\right\}$ of Theorem (1-2) has only been shown to hold almost everywhere, and it is not known what property of the function (non-trivially) guarantees this estimate at a given point. That mere continuity is not enough, follows from Chapter VIII, (1-2).

It is conceivable that the estimate $S_{n}=o\left\{(\log n)^{\frac{1}{2}}\right\}$ in (1-2) is best possible. This is a rather strong conjecture, since it implies in particular the existence of an $f \in \mathrm{~L}^{2}$ with $S[f]$ divergent almost everywhere. The problem is open. It is easy, however, to prove the following result:
(1-17) Theorem. Let $f \in \mathrm{~L}^{\mathbf{2}}$.
(i) If $0<n_{1}<n_{2}<\ldots$ is a sequence of indices satisfying a condition $n_{k+1} / n_{k}>q>1$ for all $k$, then the partial sums $S_{n_{k}}$ of $S[f]$ converge almost everywhere.
(ii) The function $S^{*}(x)=\sup _{k}\left|S_{n_{k}}(x)\right|$ satisfies an inequality

$$
\mathfrak{P}_{9}\left[S^{*}\right] \leqslant A_{q} \mathfrak{M}_{2}[f],
$$

with $A_{q}$ depending on $q$ only.
The proof of (ii) is based on the following corollary of (1-12) and Chapter III, (1-29):
(1-19) Lemma. If the Fourier series of an integrable function $f(x)$ passesses infinitely many gaps $m_{k}<j \leqslant m_{k}^{\prime}$ with $m_{k}^{\prime} / m_{k}^{\prime}>q>1$, then the partial sums $S_{m_{k}}\left(\right.$ and $S_{m_{k}^{\prime}}^{\prime}$ ) converge almost everywhere to $f(x)$. The functions $s^{*}(x)=\sup \left|S_{m_{k}}(x)\right|$ and $\sigma^{*}(x)=\sup \left|\sigma_{n}(x)\right|$ satisfy an inequality

$$
s^{*}(x) \leqslant A_{q} \sigma^{*}(x)
$$

Returning to (i), let $n_{0}=0$, and let

$$
\Delta_{0}=A_{0}(x), \quad \Delta_{k+1}=\sum_{n_{k}+1}^{n_{k+1}} A_{j}(x) \quad(k=0,1,2, \ldots)
$$

where $A_{j}(x)$ are the terms of $S[f]$. We split $S[f]$ into the series

$$
T_{1}=\Delta_{0}+\Delta_{2}+\Delta_{4}+\ldots, \quad T_{2}=\Delta_{1}+\Delta_{3}+\ldots
$$

By the Riesz-Fischer theorem, $T_{1}$ and $T_{2}$ are Fourier series of functions $f^{\prime}$ and $f^{\prime \prime}$, say. For $T_{1}, n_{k}$ is then either of type $m_{k}$ or of type $m_{k}^{\prime}$ above, and similarly for $T_{2}$. By (1•19), the partial sums $S_{n_{k}}^{\prime}$ and $S_{n_{k}}^{\prime \prime}$ of $T_{1}$ and $T_{2}$ converge almost everywhere. The same holds for $S_{n_{i}}=S_{n_{k}}^{\prime}+S_{n_{k}}^{\prime \prime}$, and (i) is eatablished.

Passing to (ii), let $f^{\prime}, f^{\prime \prime}, S_{n_{k}}^{\prime}, S_{n_{k}}^{\prime \prime}$ have the same meaning as before. Observing that if the function $f$ in (1-19) is in $\mathrm{L}^{2}$ the inequalities (1-12) and (1-20) also imply

$$
\begin{gather*}
\mathfrak{M}_{2}\left[s^{*}\right] \leqslant A_{q} \mathbb{M}_{2}\left[\sigma^{*}\right] \leqslant A_{q} \mathbb{M}_{8}[f], \\
S^{*} \leqslant \sup \left|S_{n_{k}}^{\prime}\right|+\sup \left|S_{n_{k}}^{\prime \prime}\right|, \\
\mathbb{R}_{8}\left[S^{*}\right] \leqslant A_{q} \mathbb{M}_{2}\left[f^{\prime}\right]+A_{q} \mathbb{R}_{2}\left[f^{\prime \prime}\right] \leqslant A_{q} \mathbb{M}_{2}[f],
\end{gather*}
$$

we have
since, by Parseval's formula, $\mathfrak{M}_{2}[f]$ majorizes both $\mathfrak{M}_{2}\left[f^{\prime}\right]$ and $\mathfrak{M}_{2}\left[f^{\prime \prime}\right]$. This completes the proof of (ii).

It may be added that, since the hypotheses of (1-17) imply that $\mathbb{M}_{2}\left[f-S_{n}\right] \rightarrow 0$, the existence of some sequence $\left\{S_{n_{k}}\right\}$ converging almost everywhere follows already from Chapter I, (11-6). The point of (1-17) is that in our case we have an $\left\{n_{k}\right\}$ independent of $f$.

The theorem which follows throws some light upon the still unsolved problem of the existence of an $f \in L^{2}$ with $S(f)$ divergent almost every where.
If $S[f]$ converges almost everywhere, then the function

$$
s^{*}(x)=\sup _{n}\left\{S_{n}(x) \mid,\right.
$$

where $S_{n}$ is the $n$th partial sum of $S[f]$, is finite almost everywhere. However, more than that is true:
(1-22) Theorem. If every $S[f], f \in \mathrm{~L}^{2}$, converges almost everywhere, then the operation $T f=s^{*}$ is of weak type (2,2) (Chapter XII, §4), that is, if $E(y)=E(y, f)$ is the set of points where $s^{*}(x)>y>0$. then

$$
\begin{equation*}
\left\{E(y) \mid \leqslant A y^{-2}\|f\|_{2}^{2},\right. \tag{1.23}
\end{equation*}
$$

wherc $A$ is an absolute constant.
Suppose that $T$ is not of weak type (2,2). Then for each $N=1,2, \ldots$ there is a function $p_{N}(x)$ and numbers $\omega(N)$ and $y_{N}$ such that

$$
\left|p_{N} \|_{2}=1, \quad \omega(N) \rightarrow+\infty, \quad\right| E\left(y_{N}, p_{N}\right) \mid>\omega(N) y_{\bar{N}^{2}}^{2} .
$$

It is not difficult to see that for the $p_{N}$ we may take polynomials.
From $\omega(N) \rightarrow \infty$ we deduce that $y_{N} \rightarrow \infty$. Hence we can find a non-decreasing seyuence $\left\{N_{k}\right\}$ such that

$$
\Sigma y_{\bar{N}_{k}}^{2}<\infty, \quad \Sigma \omega\left(N_{k}\right) y_{N_{k}}^{-2}=\infty .
$$

The last equation implies that $\Sigma\left|E\left(y_{N_{k}}, p_{N_{k}}\right)\right|$ diverges.
Given any (periodic) set $\boldsymbol{\delta}$ we denote by $\boldsymbol{\&}^{\boldsymbol{x}}$ the translate of $\boldsymbol{\delta}$ by $x$. We need the following lemma.
(1-24) Lemma. Given any sequence $\left\{\mathcal{f}_{k}\right\}$ of sets such that $\Sigma\left|\mathcal{f}_{k}\right|=\infty$, there exist numbers $x_{k}$ such that almost every point belongs to infinitely many $\boldsymbol{\delta}_{k}^{z k}$.

We take this lemma temporarily for granted, and apply it to $\left\{\boldsymbol{f}_{k}\right\}=\left\{E\left(y_{N_{k}}, p_{N_{k}}\right)\right\}$. Choose integers $m_{k}$ which increase so fast that the polynomials $e^{i m k x} P_{N_{k}}(x)$ do not overlap. Then

$$
\Sigma e^{i m k z} p_{N_{k}}\left(x-x_{k}\right) y_{N_{k}}^{-1}
$$

converges almost evorywhere to an $f \in \mathrm{~L}^{2}$ :

$$
\left\|\Sigma e^{1 m k z} p_{N_{k}}\left(x-x_{k}\right) y_{N_{k}}^{-1}\right\|_{k}^{2}=\Sigma\left\|p_{N_{k}}\left(x-x_{k}\right)\right\|_{k} y_{\bar{N}_{k}^{\prime}}^{2}=\Sigma y_{\bar{N}_{k}}^{2}<\infty .
$$

Written out in full, (1-25) is $S[f]$. If $x-x_{k} \in E\left(y_{N_{k}}, p_{N_{k}}\right)$, then a connected blook of terms of $S[f]$ exceeds, numerically, $y_{N_{k}} y_{N_{k}}^{-1}=1$. Hence $S(f)$ diverges at each point belonging to infinitely many $E^{x k}\left(y_{N_{k}}, p_{N_{k}}\right)$, that is diverges almost evorywhere.

Corollaries. (i) If for some $0<\varepsilon<2$ the integral

$$
\begin{equation*}
\int_{0}^{2 \pi}\left\{s^{*}(x)\right\}^{2-\varepsilon} d x \tag{1.26}
\end{equation*}
$$

is not uniformly bounded for all $f$ with $\|\left. f\right|_{2}=1$, then therc is a Fourier series of the class $L^{2}$ diverging almost everywhere.

To see this, observe that the integral (1-26) is (2- $\epsilon \int_{0}^{\infty}|E(y)| y^{1-\epsilon} d y$ (cf. Chapter XII, (4-8)) Since $y^{1-e}$ is integrable over $0<y \leqslant 1$, the unboundedness of (1-26) implies that of

$$
\int_{1}^{\infty}|E(y)| y^{2} \frac{d y}{y^{1+\varepsilon}}
$$

and since $y^{-1-e}$ is integrable over ( $\left.1, \infty\right),|E(y)| y^{3}$ is unbounded in $y$ and $f,\|f\|_{3}=1$.
(ii) The case $\epsilon=1$ is of interest. The unboundednees of (1-26) in $f,\|f\|_{2}=1$, is then equivalent to that of

$$
\int_{0}^{2 \pi} S_{x(z)}(x ; f) d x
$$

where $n(x)$ is any non-negative integral-valued function of $x$, taking, say, a finite number of values only. The last integral is equal to

$$
\int_{0}^{2 \pi} f(t)\left\{\frac{1}{\pi} \int_{0}^{2 \pi} D_{m(x)}(x-t) d x\right\} d t=\int_{0}^{2 \pi} f(t) I(t) d t
$$

say, and its unboundedness is, by Theorem (9-14) of Chapter I, equivalent to that of

$$
\|I\|_{8}^{z}=\int_{0}^{2 \pi}\left\{\frac{1}{\pi} \int_{0}^{2 \pi} D_{\pi(x)}(x-t) d x\right\}^{2} d t=\frac{1}{\pi} \int_{0}^{2 \pi} \int_{0}^{2 \pi} D_{\pi(x, y)}(x-y) d x d y,
$$

where $n(x, y)=\min \{n(x), n(y)\}$. Hence, if the last integral in (1-27) is not uniformly bounded for all $n(x)$, chere is an $S[f], f \in L^{2}$, diverging almost everywhere.

We now pass to the proof of Lemms (1-24). If $C \delta_{k}^{e k}$ is the complement of $\delta_{k}^{z k}$, then the set of points which belong to a finite number of $\mathcal{\delta}_{k}^{x \&}$ only is
and so is contained in

$$
\sum_{p=1}^{\infty} C \mathcal{\delta}_{p, p}^{z p} \cdot C \mathcal{E}_{p+1}^{x p+2} \cdot C \mathcal{\delta}_{p+1}^{z+1} \cdots,
$$

$$
\prod_{1}^{p_{1}} C \mathcal{\delta}_{k}^{z k}+\prod_{p_{1}+1}^{p_{1}} C \delta_{k}^{n_{k}}+\prod_{p_{1}+1}^{p_{1}} C \delta_{p k}^{z k}+\ldots
$$

where $p_{1}<p_{8}<p_{3}<\ldots$ will be chosen in a moment. Let $\chi_{k}(t)$ be the characteristic function of $C \boldsymbol{f}_{k}$. Then the characteristic function of the first product in (1-29) is $\chi_{1}\left(t+x_{1}\right) \chi_{2}\left(t+x_{3}\right) \ldots \chi_{p_{1}}\left(t+x_{k}\right)$. Since

$$
\frac{1}{(2 \pi)^{p_{1}}} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi}\left\{\int_{0}^{2 \pi} \chi_{1}\left(t+x_{1}\right) \ldots \chi_{p_{1}}\left(t+x_{p_{2}}\right) d t\right\} d x_{1} \ldots d x_{p_{1}}=\prod_{1}^{p_{1}} \frac{1}{2 \pi} \int_{0}^{2 \pi} \chi_{k}(t) \alpha \dot{\ell}=\prod_{1}^{p_{1}}\left(1-\frac{\left|\boldsymbol{\varepsilon}_{1}\right|}{2 \pi}\right)
$$

and since, by hypothesis, $\Sigma\left|\mathcal{f}_{k}\right|=\infty$, the last product can be made less than by taking $p_{1}$ large enough. It follows that there are $x_{1}, x_{3}, \ldots, x_{p_{1}}$ such that the measure of the first term in (1-29) is leas than $\frac{1}{2}$. Similarly, we can select $p_{2}$ and $x_{p_{1}+1}, \ldots, x_{p_{1}}$, 0 that the second term in (1-29) has messure less than ( $\left.\frac{1}{\frac{1}{2}}\right)^{2}$, and so on. Since now the measures of the terms of the series (1-29) have a finite sum, we easily see that (1-28) is of measure 0, and (1.24) follows.

## 2. Order of magnitude of $S_{n}$ for $f \in \mathrm{~L}^{p}$

Theorems (1-2) and (1-17) have analogues for functions in $L^{p}$. In this section we consider only generalizations of (1-2); for generalizations of (1-17) see Chapter XV, (4-4). The main results can be stated as follows:
(2-1) Theorem. Let $1<p \leqslant 2, f \in L^{p}$. Then

$$
S_{n}(x)=o\left\{(\log n)^{1 / p}\right\}
$$

almost everywhere. Moreover, the function

$$
\begin{equation*}
S^{*}(x)=\sup _{n \geq 2}\left\{\left|S_{n}(x)\right| /(\log n)^{1 / p}\right\} \tag{2.3}
\end{equation*}
$$

satisfies an inequality

$$
\mathbb{R}_{p}\left[S^{*}\right] \leqslant A_{p} \mathbb{R}_{p}[f] .
$$

The inequality (2.4) fails for $p=1$, but is valid if $S[f]$ is of power series type, and then we may also replace the $A_{p}, 1 \leqslant p \leqslant 2$, of (2-4) by an absolute constant $A$.
(2.5) Theorem. If $f \in L^{q}, 2 \leqslant q \leqslant \infty$, the function
satisfies the inequality

$$
\begin{gather*}
8^{*}(x)=\sup _{n \geqslant 2}\left|S_{n}(x)\right| /(\log n)^{1 / p} \quad\left(p=q^{\prime}\right), \\
\mathfrak{M}_{q}\left[s^{*}\right] \leqslant A M_{q}[f] .
\end{gather*}
$$

Whether or not ( $2 \cdot 1$ ) holds for $p>2$ is an open problem. It is not inconceivable that it does not, and that the estimate $S_{n}=\alpha\left\{(\log n)^{\frac{1}{2}}\right\}$, valid almost everywhere for $f$ in $L^{2}$, cannot be improved for $f$ in $\mathrm{L}^{q}, q>2$, or even for $f$ continuous.

The proof of $(2 \cdot 5)$ is immediate. The theorem is valid for $q=2$ and also for $q=\infty$, since

$$
\left|S_{n}(x)\right| \leqslant A \log n
$$

if $|f| \leqslant 1$ and $n \geqslant 2$ (Chapter II, §12). Fix any step-function $n(x), 2 \leqslant n(x) \leqslant N$, taking integral values only and consider the linear operation

$$
\begin{equation*}
g=T f=S_{n(x)}(x) / \log n(x) \tag{2.7}
\end{equation*}
$$

The inequality

$$
\left\{\int_{0}^{9 \pi}|g(x)| \mathbb{l o g} n(x) d x\right\}^{1 / q} \leqslant A_{a} \mathbb{P}_{\alpha}[f]
$$

is valid for $q=2$ and $q=\infty$. On the left we have a norm $\|g\|_{q}$ taken with respect to the measure $d \mu=\log n(x) d x$. By Theorem (1-11) of Chapter XII, (2.8) holds for $2<q<\infty$, with $A_{a} \leqslant \max \left(A_{2}, A_{\infty}\right)$. By choosing $n(x)$ suitably, we deduce from (2.8) the inequality (2.6) with $8^{*}$ replaced by $8_{N}^{*}$, the latter function being defined like $8^{*}$ except that $n$ is to be bounded by $N$. The result now follows on making $N$ tend to infinity.

Passing to (2.1), we first observe that we could prove (2.4) in exactly the same way as we proved (2.6), by an interpolation of the linear operation (2.7) between $p=1$ and $p=2$, if the inequality (2.4) were true for $p=1$. But, as we shall show below, this is not the case. If we temporarily take for granted, however, that (2.4) holds for $p=1$ and $S[f]$ of power series type, an application of the interpolation theorem (3.9) of Chapter XII gives (2.4) for such series, even with $A_{p}$ replaced by $A$.

Now let $f$ be any real-valued function in $L^{p}, 1<p \leqslant 2$. We set $F^{\prime}=f+i f$, where $f$ is the conjugate of $f$. Then (2.4) holds for $F$, since $S[F]$ is of power series type. Since the function $S^{*}$ for $f$ is majorized by the function $S^{*}$ for $F$, and since $\mathbb{M}_{p}[F] \leqslant A_{p} \mathbb{M}_{p}[f]$ (Clispter VII, (2.4)), the inequality (2.4) for $f$ follows.

It remains therefore to prove (2.4) for $p=1$ and

$$
\begin{aligned}
& f \sim c_{0}+c_{1} e^{i x}+c_{2} e^{i 2 x}+\ldots \\
& F(z)=c_{0}+c_{1} z+c_{2} z^{2}+\ldots
\end{aligned}
$$

The function
is regular for $|z|<1$ and of class $H$, and its boundary values $F\left(e^{i x}\right)$ coincide almost everywhere with $f(x)$. Without loss of generality we may suppose that $F$ has no zeros for $|z|<1$ (by Chapter VII, (7.23), $F$ is a sum of functions $F_{1}$ and $F_{\mathbf{z}}$ without zeros, such that $\mathfrak{P}\left[F_{1}\left(e^{i x}\right)\right]$ and $\mathfrak{P}\left[F_{z}\left(e^{i x}\right)\right]$ do not exceed $2 \mathfrak{P}\left[F\left(e^{i x}\right)\right]$. Then $F(z)=G^{2}(z)$, where

$$
\begin{equation*}
G(z)=d_{0}+d_{1} z+d_{2} z^{2}+\ldots \tag{2.9}
\end{equation*}
$$

is of class $\mathrm{H}^{2}$. We shall have to consider the Cesaro sums and means of the series (2.9),
where

$$
\begin{gather*}
S_{n}^{\alpha}(z)=S_{n}^{\alpha}(z ; G)=\sum_{\nu=0}^{n} A_{n-\nu}^{\alpha} d_{\nu} z^{\nu}, \\
\tau_{n}^{\alpha}(z)=S_{n}^{\alpha}(z)!A_{n}^{\alpha}, \\
A_{n}^{\alpha}=\frac{(\alpha+1)(\alpha+2) \ldots(\alpha+n)}{n!} \simeq \frac{n^{\alpha}}{\Gamma(\alpha+1)}
\end{gather*}
$$

(see Chapter III, § 1). Observe that if $\Sigma w_{n}$ is the Cauchy product of $\Sigma u_{n}$ and $\Sigma v_{n}$, and if $W_{n}^{\gamma}, U_{n}^{\gamma}, V_{n}^{\gamma}$ denote the ( $\mathrm{C}, \gamma$ ) sums of the series, then the equations

$$
\sum_{0}^{\infty} W_{n}^{\alpha+\beta+1} z^{n}=\frac{1}{(1-z)^{\alpha+\beta+2}} \sum_{0}^{\infty} w_{n} z^{n}=\frac{1}{(1-z)^{\alpha+1}} \sum_{0}^{\infty} u_{n} z^{n} \frac{1}{(1-z)^{\beta+1}} \sum_{0}^{\infty} v_{n} z^{n}
$$

imply that

$$
W_{n}^{\alpha+\beta+1}=\sum_{\nu=0}^{n} U_{\nu}^{\alpha} V_{n-\nu}^{\beta} .
$$

Hence the relation $F=G^{2}$ leads to the equation

$$
S_{n}\left(e^{i x} ; F\right)=\sum_{\nu=0}^{n} S_{\nu}^{-\frac{1}{2}}\left(e^{i x} ; G\right) S_{n-\nu}^{-\frac{1}{2}}\left(e^{i x} ; G\right)
$$

(2-12) Lemma. For any $G(z) \in \mathrm{H}^{2}$ we have

$$
\int_{0}^{2 \pi}\left\{\sum_{n=0}^{\infty} \frac{\left|\tau_{n}^{-\frac{1}{2}}\left(e^{i x}\right)-\tau_{n}^{\frac{1}{2}}\left(e^{i x}\right)\right|^{2}}{(n+1)} \log (n+2)\right\} d x \leqslant A \int_{0}^{2 \pi}\left|G\left(e^{i x}\right)\right|^{2} d x
$$

We first verify, using (2•10), that

Then

$$
\tau_{n}^{\alpha-1}(z)-\tau_{n}^{\alpha}(z)=\frac{1}{\alpha A_{n}^{\alpha}} \sum_{\nu=0}^{n} \nu A_{n-\nu}^{\alpha-1} d_{\nu} z^{\nu}
$$

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\tau_{n}^{-\frac{1}{2}}\left(e^{i x}\right)-\tau_{n}^{\frac{1}{2}}\left(e^{i x}\right)\right|^{2} d x=\frac{4}{\left(A_{n}^{\frac{1}{2}}\right)^{2}} \sum_{\nu=0}^{n} \nu^{2}\left(A_{n-\nu}^{-\frac{1}{2}}\right)^{2}\left|d_{\nu}\right|^{2} .
$$

Let $l_{n}=1 / \log (n+2)$. Since $A_{n}^{\alpha}$ is exactly of order $n^{\alpha}$, the left-hand side of (2.13) does not exceed

$$
A \sum_{n=0}^{\infty} \frac{l_{n}}{(n+1)^{2}} \sum_{\nu=0}^{n}\left|d_{\nu}\right|^{2} \nu^{2}(n-\nu+1)^{-1}=A \sum_{\nu=1}^{\infty} \nu^{2}\left|d_{\nu}\right|^{2} \sum_{n=\nu}^{\infty} \frac{l_{n}}{(n+1)^{2}(n-\nu+1)} .
$$

We split the inner sum on the right into two, extended over the ranges $\nu \leqslant n \leqslant 2 \nu$ and $n>2 \nu$. Correspondingly, the whole expression is split into two parts, $P$ and $Q$, where

$$
\begin{aligned}
& P \leqslant A \sum_{\nu=1}^{\infty}\left|d_{\nu}\right|^{2} \nu^{2} l_{\nu}(\nu+1)^{-2} \sum_{n=\nu}^{2 \nu} \frac{1}{n-\nu}+1 \leqslant A \sum_{\nu=1}^{\infty}\left|d_{\nu}\right|^{2}, \\
& Q \leqslant A \sum_{\nu=1}^{\infty}\left|d_{\nu}\right|^{2} \nu^{2} \sum_{n=2 \nu+1}^{\infty} \frac{l_{n}}{n^{3}} \leqslant A \sum_{\nu=1}^{\infty}\left|d_{\nu}\right|^{2}
\end{aligned}
$$

since $l_{n}<1$ for $n>1$. Thus the left-hand side of (2.13), which is majorized by $P+Q$, does not exceed $A \Sigma\left|d_{\nu}\right|^{2}$, and the lemma is established.

An application of Schwarz's inequality to (2-11) gives

$$
\begin{align*}
\left|S_{n}\left(e^{i x} ; F\right)\right| & \leqslant \sum_{\nu=0}^{n}\left|S_{\nu}^{-\frac{1}{2}}\left(e^{i x} ; G\right)\right|^{2}=\sum_{\nu=0}^{n}\left|\tau_{\nu}^{-\frac{1}{2}}\left(e^{i x} ; G\right) A_{\nu}^{-\frac{1}{2}}\right|^{2} \\
& \leqslant A \sum_{\nu=0}^{n} \frac{\left|\tau_{\nu}^{-\frac{1}{2}}-\tau_{\nu}^{\frac{1}{2}}\right|^{2}}{\nu+1}+A \sum_{\nu=0}^{n} \frac{\left|\tau_{\nu}^{\frac{1}{2}}\right|^{2}}{\nu+1} \\
& =U_{n}(x)+V_{n}(x) .
\end{align*}
$$

Now let

$$
\psi(x)=\sup _{n}\left|\tau_{n}^{\frac{1}{n}}\left(e^{i x} ; G\right)\right|
$$

and let $\phi^{2}(x)$ be the integrand on the left of (2•13). From Chapter IV, (7•8), we have

$$
\begin{align*}
& \mathfrak{R}_{2}[\psi] \leqslant A \mathbb{M}_{2}\left[G\left(e^{i x}\right)\right], \\
& \mathfrak{M}_{2}[\phi] \leqslant A \mathfrak{M}_{\Omega}\left[G\left(e^{i x}\right)\right] .
\end{align*}
$$

On the other hand, clearly,
and

$$
\begin{align*}
& U_{n}(x) \leqslant A \phi^{2}(x) \log (n+2) \\
& V_{n}(x) \leqslant A \psi^{2}(x) \sum_{0}^{n} \frac{1}{v+1} \leqslant A \psi^{2}(x) \log (n+2)
\end{align*}
$$

From (2.15), (2.18), and (2.19) we therefore get

$$
\begin{aligned}
& S^{*}(x)=\sup _{n \geqslant 2} \frac{\left|S_{n}\left(e^{i x} ; F\right)\right|}{\log n} \leqslant A \sup _{n \geqslant 0} \frac{\left|S_{n}\left(e^{i x} ; F\right)\right|}{\log (n+2)} \\
& \leqslant A\left[\phi^{2}(x)+\psi^{2}(x)\right]
\end{aligned}
$$

and so, by (2.16) and (2.17),

$$
\mathfrak{M}\left[S^{*}\right] \leqslant A \mathbb{M}_{2}^{2}\left[G\left(e^{i x}\right)\right]=A \mathscr{M}\left[F\left(e^{i x}\right)\right] .
$$

This completes the proof of the inequality (2.4) for $1<\boldsymbol{p} \leqslant 2$. It implies that at almost every point we have (2.2), with ' $O$ ' instead of ' $o$ '. The passage from ' $O$ ' to ' $o$ ' is the same as in the case $p=2$.

That we have (2.2) almost everywhere, for $f \in \mathrm{~L}$ and $p=1$, is a classical result (Chapter II, (11-9)). That in this case, however, the function

$$
S^{*}(x)=\sup _{n}\left|S_{n}(x)\right| / \log n
$$

need not be integrable, can be shown by the example of the function

$$
f(x) \sim \frac{1}{2} \lambda_{0}+\sum_{1}^{\infty} \lambda_{n} \cos n x
$$

where $\lambda_{n}=1 / \log \log n$ for $n$ large and is positive, decreasing and convex (see Chapter V, $(1.5)$ ). Summing by parts twice we get

$$
S_{n}(x)=\sum_{0}^{n-2}(m+1) \Delta^{2} \lambda_{m} K_{m}(x)+n \Delta \lambda_{n-1} K_{n-1}(x)+\lambda_{n} D_{n}(x) .
$$

The first two terms on the right are non-negative and the third, divided by $\log n$. is

$$
(\log n \log \log n)^{-1} \frac{\sin n x}{x}+o(1)
$$

where the $o(1)$ is uniform in $x$. Since for $n=[\pi / 2 x]$ this expression is exactly of order

$$
\frac{1}{x \log (1 / x) \log \log (1 / x)}
$$

as $x \rightarrow+0$, the function (2-20) is not integrable.
(2-21) Theorem. If $f$ is in $L^{p}, 1<p \leqslant 2$, and has coefficients $a_{n}, b_{n}$, then the partial sums $8_{n}(x)$ of

$$
\begin{equation*}
\sum_{k=2}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right) /(\log k)^{1 / p} \tag{2.22}
\end{equation*}
$$

converge almost everywhere, and the function $s^{*}(x)=\sup _{n}\left|s_{n}(x)\right|$ satiafies an inequality

$$
\begin{equation*}
M_{p}\left[s^{*}\right] \leqslant A_{p} \mathbb{M}_{p}[f] . \tag{2.23}
\end{equation*}
$$

This follows from (2.1) exactly as (1.8) followed from (1-2).
If $f \in \mathrm{~L}$, the series (2.22), with $p=1$, converges almost everywhere (Chapter III, (4.4)), but (2.23) no longer holds (see also Example 4 on p. 197).

## 3. A test for the convergence of $S[f]$ almost everywhere

'The Dini-Lipschitz theorem asserts that $S[f]$ converges, even uniformly, if

$$
f(x+h)-f(x)=o\left\{\frac{1}{\log 1 /|h|}\right\} \quad(h \rightarrow 0)
$$

uniformly in $x$. We have already pointed out (Chapter VIII, p. 303) that (3.1) may hold at an individual point without $S[f]$ converging there. We now show that if (3.1) holds at every point of a set $E$, not necessarily uniformly in $x$, then $S[f]$ converges almost everywhere in $E$. More generally:
(3-2) Theorkm. Suppose that an $f \in \mathrm{~L}$ satisfies for every $x \in E$ the condition

$$
\begin{equation*}
\frac{1}{h} \int_{0}^{h}|f(x+t)-f(x)| d t=O\left\{\frac{1}{\log 1 /|h|}\right\} \quad(h \rightarrow 0) \tag{3•3}
\end{equation*}
$$

Then $S[f]$ converges almost everywhere in $E$.
It is easily verified that at an individual point $x$ the relation
and a fortiori (3.1)-implies (3.3).
It may be observed-a result which we shall need below-that if (3.4) holds uniformly in $x$, the convergence almost everywhere of $S[f]$ follows from Theorem (1-16). Theorem (3.2) will therefore be established if we show that under its hypotheses

$$
f(x)=\phi(x)+\psi(x),
$$

where $\phi$ satisfies a condition analogous to (3.4) uniformly in $x$, and $\psi$ satisfies the Dini condition (see Chapter II, (6.1), or (3.8) below) in a subset of $E$ whoee measure (for a suitable decomposition (3.5)) is arbitrarily close to $|E|$.

From the hypotheses of (3.2), there follows the existence of a perfect set $P \mathrm{C} E$, with $|E-P|$ arbitrarily small, and of two positive numbers $M$ and $\delta$ such that $\delta<1$ and

$$
\begin{equation*}
\left|\frac{1}{h} \int_{0}^{h}\right| f(x+t)-f(x)|d t| \leqslant \frac{M}{\log 1 /|h|} \quad \text { for } \quad x \in P,|h|<\delta . \tag{3.6}
\end{equation*}
$$

For if $E_{n}$ denotes the subset of $E$ in which the inequality (3.6) holds for $M=n$, $\delta=1 / n$, then $E_{n} \subset E_{n+1}, E=\Sigma E_{n}$, so that $\left|E_{n}\right| \rightarrow|E|$. Since the $E_{n}$ are messurable, it is enough to take $n_{0}$ large and select for $P$ a 'large' subset of $E_{n_{0}}$. We shall then have (3.6) with $M=n_{0}, \delta=1 / n_{0}$. We may suppose that $n_{0} \geqslant 3$.

Our next step is to deduce from (3.6) the existence of a number $M_{1}$ such that for any two points $x, y$ in $P$ we have

$$
\begin{equation*}
|f(x)-f(y)| \leqslant \frac{M_{1}}{\log 1 / h}, \quad \text { where } \quad h=|y-x|<\delta \tag{3•7}
\end{equation*}
$$

We may suppose that $x<y$. Fix $x$ and $y$ and let

$$
\begin{aligned}
\xi(u) & =|f(u)-f(x)| \log _{u-x} \frac{1}{u} \\
I & =\left(x+\frac{1}{3} h, x+\frac{2}{3} h\right) .
\end{aligned}
$$

The set $H$ of points $u \in I$ at which $\xi(u)$ exceeds a number $N$ is of measure

$$
\begin{aligned}
|H| & \leqslant N^{-1} \int_{I} \xi(u) d u \leqslant N^{1}\left|\log \frac{1}{3} h\right| \int_{I}|f(u)-f(x)| d u \\
& \leqslant N^{-1}\left|\log \frac{1}{3} h\right| \int_{0}^{A}|f(x+t)-f(x)| d t \leqslant \frac{h}{N} M \frac{\log \frac{1}{3} h}{\log h} \\
& <\frac{h}{N} 2 M=\frac{6 M}{N^{\prime}}|I|,
\end{aligned}
$$

since, by hypothesis, $h<\frac{1}{3}$.
Similarly, we prove that the subset $H_{1}$ of $I$ in which $|f(u)-f(y)| \log 1 /(y-u)$ exceeds $N$ is of measure less than $6 M|I| / N$. Thus for $N=12 M$ there is in $I$ a point $u_{0}$ which belongs neither to $H$ nor to $H_{1}$, such that

$$
\left|f(x)-f\left(u_{0}\right)\right| \leqslant N / \log \frac{1}{u_{0}-x}, \quad\left|f(y)-f\left(u_{0}\right)\right| \leqslant N / \log \frac{1}{y-u_{0}}
$$

and by addition we have (3.7) with $M_{1}=2 N=24 M$.
Now let $\phi(x)$ be the function equal to $f(x)$ in $P$ and linear in the closure of each interval contiguous to $P$. Let $\psi(x)$ be defined by (3.5). We shall show that $\phi$ and $\psi$ have the required properties.

First, if $x$ and $y, x<y$, are in $P,(3 \cdot 7)$ holds with $f$ replaced by $\phi$. If $x$ and $y$ are in the same interval contiguous to $P$, the linearity of $\phi$ makes (3.7) still valid for $\phi$. In the remaining case, inserting between $x$ and $y$ terminal points of the contiguous intervals which contain $x$ and $y$ respectively, and using the previous cases, we again get (3.7) for $\phi$, with $M_{1}$ replaced by $3 M_{1}$. Thus $\phi$ satisfies a condition analogous to (3•4), uniformly in $\boldsymbol{x}$.

We show finally that $\psi$ satisfies the Dini condition

$$
\int_{-\pi}^{\pi} \frac{|\psi(t)|}{|x-t|} d t<+\infty
$$

for almost all $x \in P$. Clearly $\psi=0$ in $P$. Let $d_{1}, d_{2}, \ldots$ denote the intervals contiguous to $P$, and also their lengths. Let $\chi(t)$ denote the distance of the point $t$ from $P$. This function was considered in Chapter IV, §2, where we proved that

$$
\int_{-\pi}^{\pi} \frac{\{\log 1 / \chi(t)\}^{-1}}{|x-t|^{-1}} d t<+\infty
$$

almost everywhere in $P$. It is enough to show that (3.8) holds at every point of density of $P$ at which we have (3.9). Let $x$ be such a point.

Now for any $d_{j}=\left(a_{j}, b_{j}\right)$ of length less than $\delta$,

$$
\begin{aligned}
\int_{d_{j}}|\psi(t)| d t & =\int_{d_{j}}\left|\psi(t)-\psi\left(a_{j}\right)\right| d t \leqslant \int_{d_{j}}\left|f(t)-f\left(a_{j}\right)\right| d t+\int_{d_{j}}\left|\phi(t)-\phi\left(a_{j}\right)\right| d t \\
& \leqslant M d_{j}\left(\log 1 / d_{j}\right)^{-1}+3 M_{1} d_{j}\left(\log 1 / d_{j}\right)^{-1}<A M d_{j}\left(\log 1 / d_{j}\right)^{-1}
\end{aligned}
$$

by (3.6) and the analogue of (3.7) for $\phi$. Let $d_{j}$ be so close to $x$ that the length of $d_{j}$ is less than the distance $\rho_{j}$ of $x$ from $d_{j}$. Then

$$
\begin{aligned}
\int_{d j} \frac{|\psi(t)|}{|x-t|} d t & \leqslant \frac{1}{\rho_{j}} \int_{d j}|\psi(t)| d t<\frac{A M}{\rho_{j}} d\left(\log 1 / d_{j}\right)^{-1} \\
& \leqslant A M \int_{d j} \frac{\log 1 / \chi(t)\}^{-1}}{|x-t|} d t
\end{aligned}
$$

Comparing the extreme terms and summing over all the intervals $d_{j}$ sufficiently close to $x$, we see that the part of the integral in (3.8) extended over a sufficiently small neighbourhood of $x$ does not exceed a fixed multiple of the corresponding part of the integral (3.9). Thus (3.8) holds at the point $x$, and the proof of $(3.2)$ is completed.

Condition (3.3) expresses a sort of 'average continuity' of $f$ at $x$. The following theorem, in which we use the integral modulus of continuity of $f$,

$$
\omega_{1}(\delta)=\omega_{1}(\delta ; f)=\sup _{0<t \leqslant \delta} \int_{-\pi}^{\pi}|f(x+t)-f(x)| d x
$$

(see Chapter II, §3), is much more on the surface.
(3-10) Theorem. If

$$
\int_{0}^{\pi} t^{-1} \omega_{1}(t) d t<\infty,
$$

then $S[f]$ converges almost everywhere.
Since

$$
\int_{-\pi}^{\pi} d x \int_{0}^{\pi}|f(x \pm t)-f(x)| \underset{t}{-} d t=\int_{0}^{\pi} \frac{d t}{t} \int_{-\pi}^{\pi}|f(x \pm t)-f(x)| d x \leqslant \int_{0}^{\pi} \frac{\omega_{1}(t)}{t} d t<\infty
$$

by hypothesis, the inner integral on the left is finite for almost all $x$; thus $f$ satisfies Dini's condition almost everywhere, and (3•10) follows.

In particular, $S[f]$ converges almost everywhere, provided

$$
\int_{-\pi}^{\pi}|f(x+t)-f(x)| d t=O\left(\log _{t}^{1}\right)^{-1-\epsilon}(\epsilon>0)
$$

as $t \rightarrow+0$. Whether or not the result holds for $\epsilon=0$ is an open problem, though we do know that in this case $\mathfrak{P}_{1}\left[f-S_{n}\right] \rightarrow 0$ (Chapter IV, p. 180, Example 7).

## 4. Majorants for the partial sums of $S_{[f]}$ and $\tilde{S}_{[f]}$

Consider the series

$$
\frac{1}{2} a_{0}+\sum_{k=1}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right) \equiv \sum_{k=0}^{\infty} A_{k}(x)
$$

and its conjugate

$$
\sum_{k=1}^{\infty}\left(a_{k} \sin k x-b_{k} \cos k x\right) \equiv \sum_{k=1}^{\infty} B_{k}(x)
$$

Using a notation slightly different from that of preceding sections, we denote the partial sums and (C,1) means of (4-1) by $s_{n}, \sigma_{n}$, and those of (4•2) by $\tilde{s}_{n}, \tilde{\sigma}_{n}$.

An interesting phenomenon in the theory of trigonometric series is that one-sided estimates for the $s_{n}$ can lead to two-sided ones, and also to estimates for the $\tilde{s}_{n}$. This topic is discussed in the present section and the two following. The proofs are based on the formulae

$$
\begin{align*}
& \frac{1}{2}\left\{s_{n}(x+\alpha)+s_{n}(x-\alpha)\right\} \\
& \quad=\sum_{k=0}^{n-2}(k+1) \sigma_{k}(x) \Delta^{2} \cos k \alpha+n \sigma_{n-1}(x) \Delta \cos (n-1) \alpha+s_{n}(x) \cos n \alpha \\
& -\frac{1}{2}\left\{s_{n}(x+\alpha)-s_{n}(x-\alpha)\right\} \\
& \quad=\sum_{k=1}^{n-2}(k+1) \tilde{\sigma}_{k}(x) \Delta^{2} \sin k \alpha+n \tilde{\sigma}_{n-1}(x) \Delta \sin (n-1) \alpha+\tilde{s}_{n}(x) \sin n \alpha
\end{align*}
$$

which follow from the obvious relations

$$
\begin{aligned}
\frac{1}{2}\left\{s_{n}(x+\alpha)+s_{n}(x-\alpha)\right\} & =\sum_{k=0}^{n} A_{k}(x) \cos k \alpha, \\
-\frac{1}{2}\left\{s_{n}(x+\alpha)-s_{n}(x-\alpha)\right\} & =\sum_{k=1}^{n} B_{k}(x) \sin k \alpha,
\end{aligned}
$$

on summing by parts twice. (We have used (4-3) and (4-4) already in Chapter III, § 12.)
(4.5) Theorem. Suppose that $\Sigma A_{k}(x)$ is an $S[f]$, and that there is a $\phi(x)$ such that

$$
s_{n}(x) \geqslant \phi(x) \text { for } n=0,1,2, \ldots
$$

(i) If fand $\phi$ are both in $\mathrm{L}^{r}, 1<r<\infty$, there exist functions $\Phi, \psi, \Psi$, also in $\mathrm{L}^{r}$, such that

$$
\begin{gather*}
s_{n}(x) \leqslant \Phi(x), \\
\psi(x) \leqslant \tilde{s}_{n}(x) \leqslant \Psi^{\prime}(x),
\end{gather*}
$$

for $n=0,1, \ldots$.
(ii) If $f \log ^{+}|f|$ and $\phi \log ^{+}|\phi|$ are integrable, we still have (4•7) and (4•8), but with Ф, $\psi, \Psi \Psi_{i n} \mathrm{~L}$.
(iii) If f and $\phi$ are in L , we have (4.7) and (4.8) with $\Phi, \psi, \Psi \Psi^{\text {in }} \mathrm{L}^{\alpha}$ for every $0<\alpha<1$.

We denote by $A$ a positive absolute constant. Write

$$
\begin{gathered}
\sup _{n}\left|\sigma_{n}(x)\right|=\sigma^{*}(x), \sup _{n}\left|\tilde{\sigma}_{n}(x)\right|=\tilde{\sigma}^{*}(x), \\
f^{*}(x)=\sup _{0<|A|<\pi}\left\{\frac{1}{h} \int_{0}^{h}|f(x+t)| d t\right\} .
\end{gathered}
$$

We know (Chapter IV, (7.8)) that $\sigma^{*}(x) \leqslant A f^{*}(x)$.
Since $\dagger$

$$
|\Delta \cos k \alpha| \leqslant|\alpha|, \quad\left|\Delta^{2} \cos k \alpha\right| \leqslant \alpha^{2}
$$

we obtain from (4.3) and (4.6)

$$
-s_{n}(x) \cos n \alpha \leqslant-\frac{1}{2}\{\phi(x+\alpha)+\phi(x-\alpha)\}+\sigma^{*}(x)\left[\alpha^{2} \sum_{0}^{n-9}(k+1)+n|\alpha|\right],
$$

or, using (4.9) and taking $|\alpha| \leqslant A / n$,

$$
-s_{n}(x) \cos n \alpha \leqslant \frac{1}{2}\{|\phi(x+\alpha)|+|\phi(x-\alpha)|\}+A f^{*}(x) .
$$

Integrate this over the interval $\pi / 2 n \leqslant \alpha \leqslant \pi / n$. The resulting inequality will not be affected if the integral on the right is replaced by $\int_{0}^{\pi / n}$; and defining $\phi^{*}$ similarly to $f^{*}$ we get

$$
\begin{align*}
& s_{n}(x) \leqslant \frac{n}{2} \int_{0}^{\pi / n}\{|\phi(x+\alpha)|+|\phi(x-\alpha)|\} d \alpha+A f^{*}(x), \\
& s_{n}(x) \leqslant A\left\{\phi^{*}(x)+f^{*}(x)\right\} .
\end{align*}
$$

We know (Chapter I, (13.14)) that according as $|f|^{\prime}, f \log ^{+}|f|$ or $f$ is integrable, the function $f^{*}$ is in $L^{r}$, $L$ or $L^{\alpha}$ respectively. The same holds for $\phi^{*}$, and denoting the righthand side of (4-10) by $\Phi(x)$, we get (4.7) in all cases (i), (ii) and (iii).

Since we now have two-sided estimates for $8_{\boldsymbol{n}}(x)$, it would seem natural to apply an argument similar to the preceding one to (4.4) in order to obtain (4.8). But except in case (i), the integrability of $\Phi$ is not as good as that of $\phi$, and the argument would lead to functions $\psi$ and $\Psi$ not as good as $\Phi$. For this reason a slight modification of the proof is called for.

Let $R_{1}$ and $R_{8}$ denote the right-hand sides in (4-3) and (4.4), without the last terms $s_{n} \cos n \alpha$ and $\tilde{s}_{n} \sin n \alpha$. If $|\alpha| \leqslant A / n$, the functions $\left|R_{1}\right|$ and $\left|R_{2}\right|$ are majorized by $A \sigma^{*}(x)$ and $A \tilde{\sigma}^{*}(x)$ respectively. Thus, subtracting (4-3) from (4•4), we get successively

$$
\begin{gathered}
\bar{\delta}_{n}(x) \sin n \alpha-s_{n}(x) \cos n \alpha=R_{1}-R_{2}-s_{n}(x+\alpha), \\
\bar{\delta}_{n}(x) \sin n \alpha \leqslant\left|s_{n}(x)\right|+A\left\{\sigma^{*}(x)+\tilde{\sigma}^{*}(x)\right\}-\phi(x+\alpha), \\
\bar{\delta}_{n}(x) \sin n \alpha \leqslant|\phi(x)|+|\Phi(x)|+A\left\{f^{*}(x)+\tilde{\sigma}^{*}(x)\right\}+|\phi(x+\alpha)| .
\end{gathered}
$$

Integrating the last inequality over the interval $0<\alpha \leqslant \pi / 2 n$ if $\delta_{n}(x) \geqslant 0$, and over $-\pi / 2 n \leqslant \alpha<0$ if $\bar{\delta}_{\boldsymbol{n}}(x)<0$, we obtain

$$
\left|\tilde{s}_{n}(x)\right| \leqslant A\left\{|\phi(x)|+|\Phi(x)|+f^{*}(x)+\phi^{*}(x)+\tilde{\sigma}^{*}(x)\right\} .
$$

Let $\Psi(x)$ be the right-hand side hera. We have then (4.8) with $\psi=-\Psi$, and it remains to verify that $\Psi$ satisfies the required conditions. In view of what has already been said of $\Phi$ and $f^{*}$, it is enough to observe that, for $f$ satisfying the hypotheses of (i), (ii) or (iii) respectively, the function $\tilde{\sigma}^{*}$ belongs to $L, L$ or $L^{\boldsymbol{a}}$ (Chapter VII, (7-42)).

We shall say that a sequence of functions $f_{n}(x)$ is uniformly semi-convergent to $f(x)$ from below if, for any $\epsilon>0$,

$$
f_{n}(x)-f(x)>-\epsilon
$$

for all $x$, provided $n \geqslant n_{0}(\epsilon)$.

[^32](4-12) Theorem. (i) If $f$ is bounded, $|f| \leqslant M$, and if there is a conotant a such tinat
$$
8_{n}(x) \geqslant-a \quad(n=0,1, \ldots)
$$
then there is another constant $b=b(a, M)$ such that
$$
s_{n}(x) \leqslant b \quad(n=0,1, \ldots) .
$$
(ii) If $f$ is continuous, and $S[f]$ is uniformly semi-convergent to $f$ from below, then $S[f]$ converges uniformly.
(i) Let $R_{1}$ be defined as before and let $\alpha=\pi / n$ in (4-3). We get
\[

$$
\begin{gathered}
-s_{n}(x)+R_{1} \geqslant-a, \\
s_{n}(x) \leqslant\left|R_{1}\right|+a \leqslant A \sigma^{*}(x)+a \\
\leqslant A M+a=b,
\end{gathered}
$$
\]

and (4.13) is establishod.
(ii) We note that $b=A M+a$ in (i), and that if we assume $\boldsymbol{s}_{\boldsymbol{n}}(x) \geqslant-a$ for $n=k, k+1, \ldots$ only, we have (4-13) for $n \geqslant k$.

Suppose that

$$
s_{n}-f \geqslant-\epsilon
$$

for $n \geqslant n_{0}$, and let $T$ be a polynomial of order $m$ such that $|f-T|<\epsilon$. We write (4•14) in the form

$$
\left(\delta_{n}-T\right)-(f-T) \geqslant-\varepsilon,
$$

and note that $s_{n}-T$ is the $n$th partial sum of $S[f-T]$ provided $n \geqslant m$. Applying (i) to $f-T$ with $M=\epsilon, a=2 \varepsilon$ we therefore have, for $n \geqslant \max \left(n_{\theta}, m\right)$,

$$
\begin{array}{r}
-2 \epsilon \leqslant s_{n}-T \leqslant A M+a=(A+2) \epsilon, \\
\left|s_{n}-f\right| \leqslant\left|s_{n}-T\right|+\epsilon \leqslant(A+3) \epsilon,
\end{array}
$$

and (ii) follows.

## 5. Behaviour of the partial sums of $S[f]$ and $\left.S_{[ }^{[ } f\right]$

From the convergence of $S[f]$ we can sometimes deduce that of $\tilde{S}[f]$. For example, if $S[f]$ converges uniformly then $\tilde{S}[f]$ converges almost everywhere (Chapter VII, (6-14)). The theorem that follows is of a similar nature though considerably stronger. It applies to general trigonometric series, but the special case of Fourier series is the most interesting one.
(5-1) Theorem. If the series

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{k=1}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right)=\sum_{k=0}^{\infty} A_{k}(x) \tag{5•2}
\end{equation*}
$$

converges in a set $E$, and if the conjugate series

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(a_{k} \sin k x-b_{k} \cos k x\right)=\sum_{k=1}^{\infty} B_{k}(x) \tag{5.3}
\end{equation*}
$$

is summable $(\mathrm{C}, 1)$ almost everywhere in $E$, then it converges almost everywhere in $E$. In particular, for any $f \in \mathrm{~L}$ the sets of the points of convergence of $S[f]$ and $\bar{S}[f]$ are the same, except for a set of measure zero.

We may suppose that $|E|>0$, and that $\Sigma B_{k}(x)$ is summable (C, 1) everywhere in $E$.
Let $s_{n}, \tilde{s}_{n}, \sigma_{n}, \tilde{\sigma}_{n}$ denote the partial sums and the (C,1) means of (5.2) and (5.3) respectively, and let

$$
\sigma(x)=\lim \sigma_{n}(x), \quad \tilde{\sigma}(x)=\lim \tilde{\sigma}_{n}(x)
$$

wherever the limits exist. By Theorem (12.15) of Chapter III,

$$
\frac{1}{\varepsilon}\left[s_{n}\left(x+\alpha_{n}\right)-s_{n}\left(x-\alpha_{n}\right)\right]+\left[\tilde{\delta}_{n}(x)-\tilde{\sigma}(x)\right] \sin n \alpha_{n} \rightarrow 0
$$

for $x \in E$ and any sequence of numbers $\alpha_{n}=O(1 / n)$. (This is also an easy consequence of (4.4).) The whole subsequent argument will be based on this relation.

Let $\mathscr{C} C E$ be a set of positive measure in which $s_{\boldsymbol{n}}(x)$ converges uniformly. (By the theorem of Egorov, $|E-\mathscr{E}|$ can be made arbitrarily small.) In particular, $\sigma(x)$ is continuous on $\mathscr{E}$. Let $\xi$ be a point in $\mathscr{E}$ which is at the same time a point of density of $\mathscr{E}$, and let $\mu(h)$ be the measure of $\mathscr{E}(\xi, \xi+h)$, the part of $\mathscr{E}$ situated in $(\xi, \xi+h)$. Then

$$
\mu(h)=h+o(h), \quad \mu(2 h)=2 h+o(h)
$$

The resulting relation

$$
\mu(2 h)-\mu(h)=h+o(h)
$$

shows that the average density of $\mathcal{E}$ in the interval $(\xi+h, \xi+2 h)$ tends to 1 as $h \rightarrow 0$. Since the same holds for the interval ( $\xi-2 h, \xi-h$ ), we obtain, by taking $h=1 / n$, the following conclusion: for all large enough $n$ there is a number $\mu_{n}, 1 \leqslant \mu_{n} \leqslant 2$, such that $\xi \pm \mu_{n} / n \in \mathscr{E}$.

We now apply (5.4) with $x=\xi, \alpha_{n}=\mu_{n} / n$. By the uniform convergence of $\left\{s_{n}(x)\right\}$ on $\mathscr{E}$, the first term in square brackets tends to 0 as $n \rightarrow \infty$. Observing that

$$
\begin{aligned}
& \sin n \alpha_{n}=\sin \mu_{n} \\
& \tilde{s}_{n}(\xi)-\tilde{\sigma}(\xi) \rightarrow 0 .
\end{aligned}
$$

stays away from zero, we get
Since almost all points of $\mathscr{E}$ are points of density of $\mathscr{E}$, and since $|E-\mathcal{E}|$ may be arbitrarily small, ( $5 \cdot 1$ ) is established.

Remarks. (i) If $\Sigma B_{k}(x)$ is summable (C, 1) in $E$, and if a sequence $\left\{s_{n_{k}}(x)\right\}$ of the partial sums of $\Sigma A_{k}(x)$ converges in $E$, then $\left\{\tilde{\delta}_{n_{k}}(x)\right\}$ converges almost everywhere in $E$.
(ii) Let $\rho_{1}<\rho_{2}<\ldots<\rho_{n}<\ldots \rightarrow \infty$. If $\Sigma B_{k}(x)$ is summable ( $\mathrm{C}, 1$ ) in $E$, and if $s_{n}(x)=O\left(\rho_{n}\right)$ at each point of $E$, then $\tilde{\delta}_{n}(x)=O\left(\rho_{n}\right)$ at almost any point of $E$. The result holds if ' $O$ ' is replaced by ' $O$ ' throughout.

The proofs are similar to that of ( $5 \cdot 1$ ). Remark (i) was already used in Chapter V, §7.
A similar argument gives information about the limits of indetermination of the partial sums of (5-2) and (5.3). With the notation

$$
s^{*}(x)=\lim \sup s_{n}(x), \quad s_{*}(x)=\liminf s_{n}(x),
$$

we have the following result:
(5-7) Theorem. (i) If $\Sigma A_{k}(x)$ is summable ( $\left.\mathrm{C}, 1\right)$ for $x \in E$ to sum $\sigma(x)$, and if $s^{*}(x)<+\infty$ in $E$, then

$$
s_{*}(x)>-\infty, \quad \sigma(x)=\frac{1}{2}\left[s^{*}(x)+s_{*}(x)\right]
$$

almost everywhere in $E$.
(ii) If $\Sigma A_{k}(x)$ is summable $(\mathrm{C}, 1)$ in $E$, and if $s^{*}(x)=+\infty$ in $E$, then $s_{*}(x)=-\infty$ almost everywhere in $E$.

This theorem shows that at almost all points at which $\Sigma A_{k}(x)$ is summable ( $\mathrm{C}, \mathrm{l}$ ), the $8_{n}$ oscillate symmetrically about $\sigma(x)=\lim \sigma_{n}(x)$. In particular, if $\Sigma A_{k}(x)$ is an $S[f]$, or $\hat{S}_{[ }[f]$, the oscillation is symmetric with respect to $f(x)$ or $f(x)$ as the case may be. That a Fourier series may oscillate finitely almost everywhere is shown by Theorem (3.14) of Chapter VIII.

Since in (i) the inequalities $s^{*}(x)<+\infty$ and $s_{*}(x)>-\infty$ are obviously interchangeable, (ii) is an immediate corollary of (i). We may suppose that $|E|>0$.
To prove (i), we note first that, by Chapter III, (12.9),

$$
\frac{1}{2}\left\{\theta_{n}\left(x+\alpha_{n}\right)+s_{n}\left(x-\alpha_{n}\right)\right\}-\left\{s_{n}(x)-\sigma(x)\right\} \cos n \alpha_{n} \rightarrow \sigma(x)
$$

for $x \in E, \alpha_{n}=O(1 / n)$ (a simple consequence also of (4.3)). Next, by hypothesis, $8^{*}(x)$ is finite in $E$. The sequence of measurable functions

$$
t_{n}(x)=\max \left\{s_{n}(x), s^{*}(x)\right\}
$$

converges to $s^{*}(x)$ in $E$. We can therefore find a set $\mathbb{E} \subset E$, with $|E-\mathbb{\delta}|$ arbitrarily small, such that the convergence is uniform on 8 . It follows that there exist positive numbers $\epsilon_{n} \rightarrow 0$ such that

$$
s_{n}(x) \leqslant \delta^{*}(x)+\epsilon_{n} \quad \text { for } \quad x \in \mathscr{E} \text {. }
$$

Since $s^{*}(x)$ is measurable, we may also suppose (by further reduction of $\mathbb{E}$, if necessary) that $8^{*}$ is continuous on 8 .
We shall now need a result which is a refinement of one contained in the proof of ( $5 \cdot 1$ ). It will be used repeatedly and we state it as a separate lemma:
(5-10) Lemma. Let $\xi$ be a point of density of a measurable set $\mathcal{E}$ and $\gamma$ a fixed positive number. Then there is a sequence of numbers $\mu_{n} \rightarrow \gamma$ such that $\xi \pm \mu_{n} / n \in \mathcal{B}$ for all large enough $n$.
An argument based on equations analogous to (5.5) shows that if $\alpha<\beta$ are two positive numbers, then the average density of $\mathscr{E}$ in the interval $(\xi+\alpha h, \xi+\beta h)$ tends to 1 as $h \rightarrow 0$. Hence taking $\alpha=\gamma, \beta=\gamma+\eta$, where $\eta$ is a fixed positive number, we deduce that there is a sequence of numbers $\lambda_{n}$ contained between $\gamma$ and $\gamma+\eta$ such that $\xi_{ \pm} \lambda_{n} / n \in \mathscr{E}$ for $n$ large enough. By making $\eta$ tend to 0 , and piecing together the corresponding sequences $\left\{\lambda_{n}\right\}$, we can obtain a $\left\{\mu_{n}\right\}$ satisfying (5•10).
Returning to ( $5 \cdot 7$ ), let $x=\xi$ be a point of density of $\mathcal{E}$ belonging to $\mathcal{E}$, and let $\alpha_{n}=\mu_{n} / n$, where $\left\{\mu_{n}\right\}$ satisfies (5.10) with $\gamma=\pi$. We may suppose that $\sigma(\xi)=0$, for otherwise we subtract $\sigma(\xi)$ from the constant term of $\Sigma A_{k}(x)$. Using (5.9) and the continuity of $s^{*}$ over $\mathbb{\&}$ we get

$$
\begin{gather*}
s_{n}(\xi) \cos n \alpha_{n} \leqslant \frac{1}{2}\left\{s^{*}\left(\xi+\alpha_{n}\right)+s^{*}\left(\xi-\alpha_{n}\right)\right\}+o(1) \leqslant s^{*}(\xi)+o(1), \\
-s_{*}(\xi) \leqslant s^{*}(\xi),
\end{gather*}
$$

and so
since $\cos n \alpha_{n} \rightarrow-1$. This proves the first inequality (5.8) for $x=\xi$ and so also almost everywhere in $E$.
In the general case when $\sigma(\xi) \neq 0$, the inequality ( $5 \cdot 11$ ) is

$$
\frac{1}{2}\left\{s^{*}(\xi)+s_{*}(\xi)\right\} \geqslant \sigma(\xi) .
$$

If we started with the function $s_{*}$, which we now know to be finite almost everywhere in $E$, we should obtain (5.11), or (5.12), with reversed inequality signs. This completes the proof of the second relation ( $5 \cdot 8$ ).
(5-13) Theorem. If $\Sigma A_{k}(x)$ is summable $(\mathrm{C}, 1)$ in $a$ set $E$ to a finite sum $\sigma(x)$, and if a sequence $\left\{s_{n k}(x)\right\}$ of partial sums of the series converges in $E$ to a limit $s(x)$, then $s(x)=\sigma(x)$ almost everywhere in $E$.

We may suppose that $|E|>0$ and (by reducing $|E|$ arbitrarily little) that $\left\{\sigma_{n}\right\}$ and $\left\{s_{n_{s}}\right\}$ converge uniformly on $E$; in particular $s(x)$ is continuous on $E$. Let $\xi \in E$ be a point of density of $E$, and let $\left\{\alpha_{n}\right\}$ be such that $\xi \pm \alpha_{n} \in E, n \alpha_{n} \rightarrow \pi$. From (5.9) with $x=\xi, n=n_{k}$ we deduce

$$
s(\xi)-\{\delta(\xi)-\sigma(\xi)\}(-1)=\sigma(\xi),
$$

that is, $s(\xi)=\sigma(\xi)$.
The theorem which follows is stated without proof. It generalizes Chapter VIII, (3-14).
(5.14) Throrem. Let $\phi(x)$ be periodic, measurable, non-negative, not necessarily finite almost everywhere. There is an $S[f]$ such that, for almost all $x$,

$$
s_{*}(x)=f(x)-\phi(x), \quad s^{*}(x)=f(x)+\phi(x) .
$$

## 6. Theorems on the partial sums of power series

Consider the power series

$$
\sum_{k=0}^{\infty} c_{k} e^{i k x}
$$

in $z=e^{i x}$. The partial sums and the (C,1) means of the series will be denoted by $t_{n}(x)$ and $\tau_{n}(x)$ respectively. For each $x$ we denote by $L(x)$ the set of all limit points (including the point at infinity) of the sequence $\left\{t_{n}(x)\right\}$. $L(x)$ is a cloeed set which reduces to a single point if (8.1) either converges or else diverges to $\infty$.

Wherever the limit

$$
\tau(x)=\lim \tau_{n}(x)
$$

exists, we write $m(x)=\lim \inf \left|\tau(x)-t_{n}(x)\right|, M(x)=\lim \sup \left|\tau(x)-t_{n}(x)\right|$.
We introduce some geometric terminology. By $A\left(\zeta_{0} ; \alpha, \beta\right)$, where $0 \leqslant \alpha \leqslant \beta \leqslant \infty$, we mean the annulus $\alpha \leqslant\left|\zeta-\zeta_{0}\right| \leqslant \beta$ of the complex plane. The disk $A\left(\zeta_{0} ; 0, \beta\right)$ and the circumference $A\left(\zeta_{0} ; \beta, \beta\right)$ will be denoted by $D\left(\zeta_{0}, \beta\right)$ and $C\left(\zeta_{0}, \beta\right)$ respectively. The interiors of $A$ and $D$ will be denoted by $A^{0}$ and $D^{0}$.

We say that a set $Z$ in the complex plane is of circular structure if it is a union of a finite or infinite (denumerable or not) family of circumferences with common centre $\zeta_{0}$, the centre of $\boldsymbol{Z}$. If $Z$ is closed, the radii of the smallest and largest circumferences (with centre $\zeta_{0}$ ) that it contains will be called the extreme radii of $Z$.
(6.2) Theorem. If $\Sigma c_{k} e^{i k x}$ is summable ( $\mathrm{C}, 1$ ) for $x \in E$, then for almost all $x \in E$ the set $L(x)$ is of circular structure with centre $\tau(x)$ and extreme radii $m(x)$ and $M(x)$.

Thus if, for fixed $x$, we consider the terms of the sequence $\left\{t_{n}(x)\right\}$ as successive positions of a moving point, then for almost all $x \in E$ the terms $t_{n}(x)$ move, roughly speaking, on the circumferences constituting $L(x)$. The terms may jump from one circumference to another, but accumulate to every point of each circumference.

If $c_{n} \rightarrow 0$, then $t_{n}(x)-t_{n-1}(x) \rightarrow 0$, and $L(x)$ must, for almost all $x \in K$, be the annulus $A(\tau(x) ; m(x), M(x))$. It need not be so in the general case; we give examples below.

If the real part of ( $6 \cdot 1$ ) is an $S[f]$, then $\int_{0}^{2 n}\left|\tau-t_{n}\right|^{\mu} d x \rightarrow 0$ for $0<\mu<1$ (Chapter VII, $(6 \cdot 8)$ ), and so there is a sequence $\left\{t_{n_{k}}(x)\right\}$ converging to $\tau(x)$ almost everywhere. In this case $m(x)=0$ and, for almost all $x \in E, L(x)$ is a circular disk with centre $\tau(x)$.

The proof of (6.2) is based on the following lemma, in which $L_{1}(x)$ denotes the set of limit points of the sequence $\left\{t_{n}(x)-\tau(x)\right\}$, that is, the translate of $L(x)$ by $-\tau(x)$ :
(6.3) Lemma. Let $E$ be the set of $x$ such that (6.1) is summable (C,1), and that $L_{1}(x)$ does not contain any point of a fixed disk $D^{\circ}(\zeta, r)$ with $|\zeta| \geqslant r$. Then for almost all $x \in E$ the set $L(x)$ does not contain any point of the annulus $A^{0}(\tau(x) ;|\zeta|-r,|\zeta|+r)$.

First, by Chapter III, (12.16),
for $x \in E, \alpha_{n}=O(1 / n) . \quad t_{n}\left(x+\alpha_{n}\right)-\left[t_{n}(x)-\tau(x)\right] e^{i n \alpha_{n} \rightarrow \tau(x)}$
Let $r_{k}=r(1-1 / k)$ for $k=2,3, \ldots$, and let $E_{k, N}$ be the set of $x$ at which (6.1) is summable. (C, 1) and such that all $t_{n}(x)-\tau(x)$ are outside $D^{0}\left(\zeta, r_{k}\right)$ for $n \geqslant N$. Then

$$
E=\prod_{k} \sum_{N} E_{k, N}
$$

and it is enough to show that for almost all $x$ in each $E_{k, N}$ the set $L(x)$ is disjoint with

$$
A^{0}\left(\tau(x) ;|\zeta|-r_{k},|\zeta|+r_{k}\right)
$$

The functions $t_{n}(x)$ being continuous and $\tau(x)$ measurable (on the set where it exists). each $E_{k, N}$ is measurable.

We may suppose that $\left|E_{k, N}\right|>0$. Let $\xi \in E_{k, N}$ be a point of density of $E_{k, N}$. The lemma will be established if we show that $L(\xi)$ is disjoint with $A^{0}\left(\tau(\xi) ;|\zeta|-r_{k},|\zeta|+r_{k}\right)$. Supposing, as we may, that $\tau(\xi)=0$, we get from (6.4)

$$
t_{n}(\xi)=t_{n}\left(\xi+\alpha_{n}\right) e^{-i n \alpha_{n}}+o(1)
$$

Given any real number $\gamma$, let $\left\{\alpha_{n}\right\}$ be such that $n \alpha_{n} \rightarrow \gamma$ and $\xi+\alpha_{n} \in E_{k, N}$ for all large $n$. It follows from (6.5) that $L(\xi)=L_{1}(\xi)$ does not contain any point of $D^{0}\left(\zeta e^{-i \gamma}, r_{k}\right)$ and so, since $\gamma$ is arbitrary, any point of $A^{0}\left(0 ;|\zeta|-r_{k},|\zeta|+r_{k}\right)$.

We proceed to deduce (6.2) from (6.3). We denote by $X$ the set of $x \in E$ such that $L_{1}(x)$ is not of circular structure with centre 0 . The sets $L_{1}$ being closed, for every $x \in X$ there is a disk $D^{0}(\zeta, r)=D^{0}(\xi+i \eta, r)$ with $\xi, \eta$ and $r$ rational, $|\zeta| \geqslant r$, such that
(i) $L_{1}(x)$ contains no point of $D^{0}(\zeta, r)$;
(ii) $L_{1}(x)$ does contain points of $A^{0}(0 ;|\zeta|-r,|\zeta|+r)$.

Let $X_{\zeta, r}$ denote the set of $x \in X$ satisfying (i) and (ii). By (6-3), $\left|X_{\zeta, r}\right|=0$ for each pair $\zeta, r$. Since $X=\Sigma X_{\xi, r}$, where the summation is extended over all rational $\xi, \eta, r$. it follows that $|X|=0$, and (6.2) is established.

Now consider together with $s^{*}, s_{*}(s e e(5 \cdot 6))$ the functions

$$
\tilde{\delta}^{*}(x)=\lim \sup \tilde{f}_{n}(x), \quad \tilde{\delta}_{*}(x)=\liminf \tilde{z}_{n}(x) .
$$

(6.6) Theorem. (i) Suppose that both $\Sigma A_{k}(x)$ and $\Sigma B_{k}(x)$ are summable (C, 1) for $x \in E$ to sums $\sigma(x)$ and $\tilde{\sigma}(x)$ respectively, and that $s_{*}(x)>-\infty$ in $E$. Then at almost all points $x \in E$ the four functions $s^{*}, s_{*}, \tilde{z}^{*}, z_{*}$, are finite and satisfy the relations

$$
\begin{gather*}
\frac{1}{\left.\frac{1}{2} s^{*}(x)+s_{*}(x)\right\}=\sigma(x),} \\
\frac{1}{2}\left\{\tilde{\delta}^{*}(x)+\tilde{\delta}_{*}(x)\right\}=\tilde{\sigma}(x), \\
s^{*}(x)-s_{*}(x)=\tilde{s}^{*}(x)-\tilde{s}_{*}(x) .
\end{gather*}
$$

(ii) If the condition on $s_{*}$ is replaced by $s_{*}(x)=-\infty$ in $E$, then almost everywhere in $E$ we have

$$
s^{*}(x)=\tilde{s}^{*}(x)=+\infty, \quad \bar{s}_{*}(x)=-\infty .
$$

(i) The relation (6.7) is contained in (5.7). Let $\Sigma A_{k}(x)$ and $\Sigma B_{k}(x)$ be the real and imaginary parts of $\sum_{0}^{\infty} c_{k} e^{i k x}$, which is then summable ( $\mathrm{C}, 1$ ) in $E$. Thus, at almost all $x \in E, L(x)$ is of circular structure with centre $\tau(x)=\sigma(x)+i \tilde{\sigma}(x)$, and so is bounded since $s_{*}(x)>-\infty$ in $B$; and the relations (6.8) and (6.9) follow immediately.
(ii) By (5.7), $s^{*}(x)=+\infty$ almost everywhere in $E$. By (i) both $\tilde{s}^{*}$ and $\tilde{s}_{*}$ are infinite almost everywhere in $E$, for otherwise $s_{*}$ would be finite almost everywhere in $E$. Since $\Sigma B_{k}(x)$ is summable ( $\mathrm{C}, 1$ ) in $E, \bar{s}^{*}$ and $\bar{s}_{*}$ must be infinites of opposite sign, so that $\tilde{s}_{*}=-\infty, \tilde{s}^{*}=+\infty$ almost everywhere in $E$.

Examples for (6-2). Let

$$
G(z)=1+z+z^{2}+\ldots
$$

(i) The partial sums $t_{n}(x)$ of $G\left(e^{i x}\right)$ are bounded, and the (C,1) means $\tau_{n}(x)$ converge to $\tau(x)=\left(1-e^{i x}\right)^{-1}$, for each $x \neq 0(\bmod 2 \pi)$. Here

$$
t_{n}(x)-\tau(x)=-e^{i(n+1) x}\left(1-e^{i x}\right)^{-1}
$$

so that all $t_{n}(x)$ are situated on the circumference with centre $\tau(x)$ and radius $\left|1-e^{i x}\right|^{-1}$. If $x$ is incommensurable with $\pi, L(x)$ coincides with this circumference.
(ii) For the series

$$
\alpha G\left(e^{i x}\right)+\beta G\left(e^{2 i x}\right)=(\alpha+\beta)+\alpha e^{i x}+(\alpha+\beta) e^{2 i x}+\ldots,
$$

the $t_{\boldsymbol{n}}(x)$ are situated on two circumferences with common centre

$$
\alpha\left(1-e^{i x}\right)^{-1}+\beta\left(1-e^{2 i x}\right)^{-1}
$$

and radii

$$
\left|1-e^{i x}\right|^{-1}\left|\alpha+\beta\left(1+e^{ \pm i x}\right)^{-1}\right|
$$

If $\beta / \alpha$ is not real, these two circumferences are different. If $x$ is incommensurable with $\pi, L(x)$ is the union of these circumferences.
(iii) Finally, consider

$$
G(z)+\alpha G\left(e^{i \lambda} z\right) \quad\left(z=e^{i x}\right)
$$

where $0<\alpha<1$, and $\lambda$ is incommensurable with $\pi$. If $x$ and $\lambda$ are linearly independent, the fractional parts of $(n+1) x / 2 \pi$ and ( $n+1$ ) $\lambda / 2 \pi$ can be arbitrarily close to any preassigned numbers of $(0,1)$. Using this, we easily show that, except for a denumerable set of $x^{\prime} s, L(x)$ is an annulus not reducing to a disk or circumference.

By combining examples (ii) and (iii), we get series for which $L(x)$ consists of several concentric annuli.
(iv) For the power series $\Sigma c_{k} e^{i k x}$ whose real part is the $S[f]$ of (5.14), the set $L(x)$ is for almost all $x$ the disk with centre $f(x)+i f(x)$ and radius $\phi(x)$.

## 7. Strong summability of Fourier series. The case $f \epsilon L^{r}, r>1$

Let $q>0$. A sequence $s_{0}, s_{1}, \ldots$, or a series with partial sums $s_{0}, s_{1}, \ldots$, will be called summable $\mathrm{H}_{q}$ to limit (sum) $s$ if

$$
\underline{\left|s_{0}-s\right|^{Q}+\left|s_{1}-s\right|^{Q}+\cdots+\left|s_{n}-s\right|^{Q}} \underset{n+1}{ } \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty .
$$

This kind of summability was first considered by Hardy and Littlewood, and is, for $q \geqslant 1$, a generalization of the method of the first arithmetic mean. For clearly summability $\mathrm{H}_{1}$ implies ( $\mathrm{C}, 1$ ), and Hölder's inequality shows that if ( $7 \cdot 1$ ) is true for some $q$ it holds for any smaller $q$. Suminability $\mathrm{H}_{1}$ indicates that the mean value of $s_{k}-8$ tends to zero, not because of the cancellation of positive and negative terms, but because the indices $k$ for which $\left|s_{k}-s\right|$ is not small are sparse (see (7.2) below).

We shall also speak of (7-1) as the strong summability (C, 1)-or merely strong summability-of $\left\{s_{k}\right\}$.

Let
(S) $n_{1}<n_{2}<\ldots<n_{k}<\ldots$
be an increasing sequence of positive integers, and let $\nu(N)$ denote the number of the $n_{k} \leqslant N$. The number $d_{N}=\nu(N) /(N+1)$ is the density of $S$ in the interval $(0, N)$, and the limit $d=\lim d_{N}$, if it exists, will be called the density of $S$. The sequence of positive integers complementary to $S$ has then the density $1-d$. Only the cases $d=0$ and $d=1$ will be of interest to us. It is easily verified that $d=1$ if and only if $k / n_{k} \rightarrow 1$, and $d=0$ if and only if $k / n_{k} \rightarrow 0$.

We shall say that a sequence $\left\{s_{k}\right\}$, or a series with partial sums $s_{k}$, is almost convergent to limit (sum) $s$ if there is a sequence $\left\{n_{k}\right\}$ of density 1 such that $s_{n_{k}} \rightarrow s$. Since the intersection of two sequences $\left\{n_{k}\right\}$ of density 1 has infinitely many terms (indeed, is of density l), the number $s$ is determined uniquely.
(7-2) Theorem. (i) If $\left\{s_{n}\right\}$ is summable $\mathbf{H}_{q}$ to limit $s$, then $\left\{s_{n}\right\}$ is almost convergent to $s$.
(ii) Conversely, if $\left\{s_{n}\right\}$ is almost convergent to $s$, and is bounded, then, for any $q>0$, $\left\{s_{n}\right\}$ is summable $\mathrm{H}_{q}$ to $s$.

We may suppose that $s=0$. We first prove the following lemma: $A$ necessary and sufficient condition for an $\left\{s_{n}\right\}$ to be almost convergent to 0 is that for any $\epsilon>0$ the $n$ 's such that $\left|s_{n}\right| \leqslant \epsilon$ have density 1 .

Only the sufficiency needs a proof. Let $S_{m}$ be the set of indices $n$ such that

$$
\left|s_{n}\right| \leqslant 1 / m \quad(m=1,2, \ldots)
$$

Then $S_{1} \supset S_{2} \supset \ldots \supset S_{m} \supset \ldots$, and each $S_{m}$ has density 1. Define a sequence

$$
N_{1}<N_{2}<\ldots<N_{m}<\ldots
$$

such that $S_{m}$ has density $>1-1 / m$ in $(0, N)$ provided $N>N_{m}$. Let $S$ be the sequence defined as follows. It consists of the elements of $S_{1}$ which do not exceed $N_{2}$, the elements of $S_{2}$ which are between $N_{2}$ and $N_{3}$, the elements of $S_{3}$ which are between $N_{3}$ and $N_{4}$, and so on. Then if $N_{m}<N \leqslant N_{m+1}$, the density of $S$ in $(0, N)$ is not less than the density of $S_{m}$ in $(0, N)$, and so exceeds $1-1 / m$. Hence $S$ is of density 1, and clearly $s_{n} \rightarrow 0$ as $n \rightarrow \infty$ in $S$. This proves the lemma.

Return to (7-2)(i). Fixing an $\epsilon>0$, let $\nu(N)$ be the number of $k \leqslant N$ with $\left|s_{k}\right|>\epsilon$. The left-hand side of (7.1), with $s=0$, is then not less than $\epsilon^{q} \nu(n) /(n+1)$. Hence $\nu(n)=o(n)$, and an application of the lemma yields the result.

The proof of (7.2) (ii) is left to the reader.
The rest of this section is devoted to the strong summability of Fourier series.

If $f \in \mathrm{~L}, r \geqslant 1$, we shall write

$$
\Phi_{x, r}(h)=\int_{0}^{n}\left|\phi_{x}(t)\right|^{r} d t=\int_{0}^{\pi}\left|\frac{1}{2}\{f(x+t)+f(x-t)\}-f(x)\right|^{r} d t .
$$

It was shown in Chapter II, § 11, that $\Phi_{x, r}(h)=o(h)$ almost everywhere.
(7-3) Theorem. (i) If $f \in L^{\prime}, r>1$, then $S[f]$ is summable $\mathbf{H}_{\mathbf{Q}}$ to sum $f(x)$ at every point $x$ at which $\Phi_{x, r}(h)=o(h)$.
(ii) If $f \in L$ and $f$ is continuous at every $x, a \leqslant x \leqslant b$, then $S[f]$ is uniformly summable $\mathbf{H}_{q}$ to $f(x)$ over ( $\left.a, b\right)$.

That $S[f]$ is almost everywhere summable $\mathbf{H}_{q}$ for functions $f$ merely integrable, is a deeper result requiring different methods; it will be proved in the next eection.

Let $s_{\nu}(x)=S_{\nu}(x ; f)$. It is sufficient to prove the relation

$$
\frac{1}{n+1} \sum_{\nu=0}^{n}\left|s_{\nu}(x)-f(x)\right|^{Q} \rightarrow 0
$$

for $q=r /(r-1)=r^{\prime}$. For $\left\{h^{-1} \Phi_{x, r}(h)\right\}^{1 / r}$ is a non-decreasing function of $r$, and so if $\Phi_{x, r}(h)=o(h)$ for some $r$, the relation holds for any smaller $r$. Taking $r$ sufficiently close to 1 we obtain $q$ as large as we please. It is also sufficient to prove (7.4) for the modified partial sums $s_{\nu}^{*}$ (Chapter II, §5), since $\left|s_{\nu}-f\right|^{q}$ differs from $\left|s_{\nu}^{*}-f\right|^{q}$ by an amount tending uniformly to zero.

If $0<\nu \leqslant n$, we have

$$
\begin{aligned}
s_{\nu}^{*}(x)-f(x) & =\frac{2}{\pi} \int_{0}^{n} \phi_{x}(t) \frac{\sin \nu t}{2 \tan t t} d t=\frac{2}{\pi}\left(\int_{0}^{1 / n}+\int_{1 / n}^{\pi}\right) \\
& =\alpha_{\nu}^{(n)}+\beta_{v}^{(n)}, \\
\left\{\frac{1}{n+1} \sum_{1}^{n}\left|s_{v}^{*}-f\right| Q\right\}^{1 / q} & \leqslant\left\{\frac{1}{n+1} \sum_{\nu=1}^{n}\left|\alpha_{\nu}^{(n)}\right| Q\right\}^{1 / Q}+\left\{\frac{1}{n+1} \sum_{\nu=1}^{n}\left|\beta_{\nu}^{(n)}\right| q\right\}^{1 / Q},
\end{aligned}
$$

and (i) will be eatablished if we show that each term on the right in the last inequality is $o(1)$.

Clearly

$$
\left|\alpha_{\nu}^{(n)}\right| \leqslant 2 \pi^{-1} \nu \Phi_{x, 1}(1 / n) \leqslant \nu \Phi_{x, 1}(1 / \nu)=o(1),
$$

since $\Phi_{x, r}(h)=o(h)$ implies $\Phi_{x, 1}(h)=o(h)$, and

$$
\left\{\frac{1}{n+1} \sum_{\nu=1}^{n}\left|\alpha_{\nu}^{(n)}\right| Q\right\}^{1 / Q} \rightarrow 0
$$

The $\beta$ 's are Fourier coefficients of the function equal to $\phi_{x}(t) \cot \frac{1}{2} t$ for $1 / n \leqslant t \leqslant \pi$ and to 0 in $(-\pi, 1 / n)$. Hence applying the Hausdorff-Young inequality (Chapter XII, (2.3)), and supposing, as we may, that $r \leqslant 2$, we get

$$
\left\{\frac{1}{n+1} \sum_{\nu=1}^{n}\left|\beta_{v}^{(n)}\right| Q\right\}^{1 / Q} \leqslant \frac{1}{(n+1)^{1 / Q}}\left(\frac{1}{\pi} \int_{1 / n}^{\pi}\left|\frac{\phi_{x}(t)}{\tan \frac{1}{2} t}\right|^{r} d t\right)^{1 / n},
$$

 hand side of (7.6) does not exceed a fixed multiple of

$$
\begin{aligned}
& \frac{1}{(n+1)^{1 / q}}\left\{\left[\frac{\Phi_{x, r}(t)}{t^{r}}\right]_{1 / n}^{\pi}+r \int_{1 / n}^{\pi} \frac{\Phi_{x, r}(t)}{t^{r+1}} d t\right\}^{1 / r} \\
& \quad \leqslant \frac{1}{(n+1)^{1 / q}}\left\{O(1)+\int_{1 / n}^{\pi} o(t-r) d t\right\}^{1 / r} \\
& \quad=(n+1)^{-1 / Q}\left\{o\left(n^{r-1}\right)+o\left(n^{r-1}\right)\right\}^{1 / r}=o(1) .
\end{aligned}
$$

Hence the left-hand side of (7.6) tends to 0 and this, together with (7.5), proves (7-3) (i).

A curious feature of the above argument is that the less we assume about the function-the smaller the number $r$ is-the larger the value for $q$ we obtain. The argument, however, breaks down for $r=1$.

If $f \in \mathrm{~L}^{r}, r>1$, the proof of (ii) is essentially the same as that of (i). We need only observe that if $a \leqslant x \leqslant b$, then $\Phi_{x, r}(h)=o(h), \Phi_{x, 1}(h)=o(h)$ uniformly in $x$, and that the estimates we obtain are also uniform in $x$. In particular, if the function $f(x)$ is everywhere continuous, $(7 \cdot 4)$ holds uniformly for all $x$.

Suppose now that $f \in \mathrm{~L}$ in (ii). We can then find an interval ( $a_{1}, b_{1}$ ), $a_{1}<a \leqslant b<b_{1}$, such that $f$ is bounded in ( $a_{1}, b_{1}$ ). Let $f=f^{\prime}+f^{\prime \prime}$, where $f^{\prime}=f$ in ( $a_{1}, b_{1}$ ) and $f^{\prime}=0$ elsewhere. For the partial sums $s_{\nu}^{\prime}$ and $s_{\nu}^{\prime \prime}$ of $S\left[f^{\prime}\right]$ and $S\left[f^{\prime \prime}\right]$ we have $s_{\nu}=s_{\nu}^{\prime}+8_{\nu}^{\prime \prime}$, and

$$
\left\{\frac{1}{n+1} \sum_{\nu=0}^{n}\left|s_{\nu}-f\right|^{Q}\right\}^{1 / Q} \leqslant\left\{\frac{1}{n+1} \sum_{\nu=0}^{n}\left|s_{\nu}^{\prime}-f^{\prime}\right| Q\right\}^{1 / Q}+\left\{\frac{1}{n+1} \sum_{\nu=0}^{n}\left|s_{\nu}^{\prime \prime}-f^{\prime \prime}\right| Q\right\}^{1 / Q}
$$

The first term on the right tends uniformly to zero for $a \leqslant x \leqslant b$, since $f^{\prime}$ is bounded and so is in every $L^{r}$. Since $f^{\prime \prime}=0$ in ( $a_{1}, b_{1}$ ), $\left|s_{v}^{\prime \prime}-f^{\prime \prime}\right|^{e}$ tends uniformly to zero in ( $a, b$ ). Hence also the second term on the right of the last inequality tends uniformly to 0 in ( $a, b$ ), and the proof of (ii) is completed.

Clearly, (7-4) is true if $f$ is in L and is continuous at the point $x$. (The argument applies when $(a, b)$ reduces to a point.) The result actually holds if $f$ has a simple discontinuity at $x$ and $2 f(x)=f(x+0)+f(x-0)$.

For $r=q=2$, Theorem (7-3) (i) has an analogue for general orthogonal systems.
(7.7) Theorem. Let $\phi_{0}(x), \phi_{1}(x), \ldots$ be an orthonormal system in the interval $(a, b)$. Then the series

$$
\begin{equation*}
c_{0} \phi_{0}(x)+c_{1} \phi_{1}(x)+\ldots \tag{7•8}
\end{equation*}
$$

with $\Sigma\left|c_{k}\right|^{2}<\infty$, is summable $\mathrm{H}_{2}$ at almost all points at which it is summable (C, 1).
We need the following lemma:
(7.9) Lemma. If $s_{n}(x)$ and $\sigma_{n}(x)$ are the partial sums and the $(\mathrm{C}, 1)$ means of (7.8), with $\Sigma\left|c_{k}\right|^{2}<\infty$, we have

$$
\sum_{n=1}^{\infty} \frac{\left|s_{n}-\sigma_{n}\right|^{2}}{n}<+\infty
$$

almost everywhere in $(a, b)$.
The lemma will follow if we show that the termwise integral of the series (7•10) over $(a, b)$ is finite. But

$$
\begin{aligned}
\sum_{n=1}^{\infty} \frac{1}{n} \int_{a}^{b}\left|s_{n}-\sigma_{n}\right|^{2} d x & =\sum_{n=1}^{\infty} \bar{n}(n+1)^{2} \sum_{k=1}^{n} k^{2}\left|c_{k}\right|^{2} \\
& =\sum_{k=1}^{\infty} k^{2}\left|c_{k}\right|^{2} \sum_{n=k}^{\infty} \frac{1}{n(n+1)^{2}} \leqslant \sum_{k=1}^{\infty} k^{2}\left|c_{k}\right|^{2} \cdot \frac{1}{k^{2}}=\sum_{k=1}^{\infty}\left|c_{k}\right|^{2}
\end{aligned}
$$

and (7.9) follows.
Let now $E$ be the set of points in $(a, b)$ where $s(x)=\lim \sigma_{n}(x)$ exists. Recalling that for every convergent $\Sigma u_{n}^{\prime}$ we have $u_{1}+2 u_{2}+\ldots+n u_{n}=o(n)$ (Chapter III, (1-25)), we deduce from (7-10) that

$$
\frac{1}{n+1} \sum_{k=1}^{n}\left|s_{k}-\sigma_{k}\right|^{2} \rightarrow 0
$$

for almost all $x$. Theorem (7-7) follows from this and the fact that in the inequality

$$
\left\{\frac{1}{n+1} \sum_{k=0}^{n}\left|s_{k}-s\right|^{2}\right\}^{\frac{1}{2}} \leqslant\left\{\frac{1}{n+1} \sum_{k=0}^{n}\left|s_{k}-\sigma_{k}\right|^{2}\right\}^{\frac{1}{2}}+\left\{\frac{1}{n+1} \sum_{k=0}^{n}\left|\sigma_{k}-s\right|^{2}\right\}^{\frac{1}{2}}
$$

the second term on the right is $o(1)$ for $x \in E$.

## 8. Strong summability of $S[f]$ and $\tilde{S}[f]$ in the general case

(8.1) Theorem. If $f \in \mathrm{~L}$, then for every $q>0$ both $\mathrm{S}[f]$ and $\bar{S}[f]$ are summable $\mathrm{H}_{q}$ almost everywhere.

We may suppose that $q \geqslant 1$. Since the (C,1) sums of $S[f]$ and $\mathcal{S}[f]$ are $f$ and $f$ almost everywhere, the sums in ( $8 \cdot 1$ ) must also be $f$ and $f$ almost everywhere.

It is no longer true that $S[f]$ is summable $H_{q}$ at every point where $\Phi_{x, 1}(h)=0(h)$. Hence the proof of (8.1) must be different from that of (7.3). It is also much more difficult. We shall still ure the Hausdorff-Young theorem; but since $f$ need not belong to any $\mathrm{L}^{p}, p>1$, it will be necessary to deal not with $f$ itself but with its Poisson integral $U(\rho, \theta)$, or even with the analytic function whose real part is $U$, and then to make $\rho$ tend to 1 .

We may suppose that $f \geqslant 0$. Let $f_{1}$ be a bounded function coinciding with $f$ on a perfect set $E \subset(0,2 \pi)$ and equal to 0 elsewhere. $S\left[f_{1}\right]$ and ${ }^{[ }\left[f_{1}\right]$ are, by (7.3), summable $\mathrm{H}_{q}$ almost everywhere in $E$, and if we prove this also for $f-f_{1}$ it will be true for $f$; then (8.1) will follow since $|E|$ may be arbitrarily close to $2 \pi$. Thus the problem is reduced to proving that, if an $f \in \mathrm{~L}$ is non-negative, and vanishes in a perfect set $E$, then $S[f]$ and $\tilde{S}[f]$ are both summable $\mathrm{H}_{q}$ at almost all points of $E$.

Next a further reduction. Let $F(x)$ be the indefinite integral of $f$. At almost all points $x$ in $E$ the ratio

$$
R(x, h)=\frac{F(x+h)-F(x)}{h}
$$

tends to 0 with $h$. Let $E_{m}$ be the set of $x \in L^{\prime}$ such that $|R(x, h)| \leqslant m$ for $|h| \leqslant \pi$. The sets $E_{m}$ are closed and $E$ differs from $\Sigma E_{m}$ by a set of measure 0 . It is therefore enough to prove that $S[f]$ and $S[f]$ are summable $H_{q}$ almost everywhere in each $E_{m}$. Fixing $m$ and writing $E$ for $E_{m}$ we thus have

$$
\begin{align*}
& \int_{x}^{x+\hbar} f(t) d t \leqslant m|h| \text { for } x \in E,|h| \leqslant \pi  \tag{8.2}\\
& \int_{x}^{x+\Lambda} f(t) d t=0(h) \quad \text { for almost all } x \in E \tag{8•3}
\end{align*}
$$

Let $U(\rho, \theta)$ be the Poisson integral of $f$, and let $\delta=1-\rho$. We know (Chapter III, (7•10)) that for $x \in E,|h| \leqslant \pi$, (8.2) implies

$$
\begin{gather*}
0 \leqslant U(\rho, x+h) \leqslant A m\left(1+\frac{|h|}{\delta}\right),  \tag{8.4}\\
\left|\int_{0}^{\Lambda} U(\rho, x+t) d t\right| \leqslant A m|h| \tag{8•5}
\end{gather*}
$$

Here and in the rest of the section $A$ denotes an absolute constant, notalways the same.

We take for the $q$ of $(8.1) q=p^{\prime}=p /(p-1)$, where $p$ satisfies $1<p<2$ but is otherwise at our disposal; by taking $p-1$ sufficiently small we get $q$ arbitrarily large.

If $\chi(x)$ is the distance of $x$ from the closed set $E$, then, by Chapter IV, (2.1),

$$
\begin{equation*}
\int_{-\pi}^{\pi} f(x+t)^{\chi^{\nu-1}(x+t)} \underset{|t|^{p}}{p-1}<\infty \tag{8.6}
\end{equation*}
$$

for almost all $x \in E$. Also, $S[f]$ and $\tilde{S}[f]$ are summable (C, 1) almost everywhere in $E$.
Almost all $x \in E$ have all the properties enumerated above. If we show that at every such $x$ both $\mathrm{S}[f]$ and $\tilde{S}[f]$ are summable $\mathrm{H}_{q},(8 \cdot 1)$ will be establisked. Without loss of generality we may suppose that $x=0$ is such a point.

We now consider the power series

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu}-i b_{\nu}\right) z^{\nu} \quad\left(z=\rho e^{i x}\right) . \tag{8.7}
\end{equation*}
$$

which for $z=e^{i x}$ reduces to $S[f]+i S[f]$. Denote the sum of the series for $|z|<1$ by $F(z)$ and the partial sums and the $(C, 1)$ means for $z=e^{i x}$ by $t_{n}(x)$ and $\tau_{n}(x)$ respectively. Since by hypothesis $\lim \tau_{n}(0)$ exists, it is enough to show that

$$
\sum_{\nu=1}^{n}\left|t_{\nu}-\tau_{\nu}\right|^{Q}=o(n)
$$

where $t_{\nu}=t_{\nu}(0), \tau_{\nu}=\tau_{\nu}(0)$.
This in turn will follow if we show that

$$
\begin{equation*}
\sum_{\nu=1}^{\infty}(\nu+1)^{q}\left|t_{\nu}-\tau_{\nu}\right|^{q} \rho^{\nu q}=o\left(\delta^{-q-1}\right), \tag{8.9}
\end{equation*}
$$

where $\delta=1-\rho \rightarrow 0$. For if we set $\delta=1 / n$, retain on the left only the terms given by $\nu \leqslant n$, and observe that $(1-1 / n)^{\nu} \geqslant(1-1 / n)^{n}>e^{-1}$ for such $\nu$, we get

$$
\sum_{\nu=1}^{n}(\nu+1)^{Q}\left|t_{\nu}-\tau_{\nu}\right|^{q}=o\left(n^{a+1}\right)
$$

a relation from which (8.8) easily follows by summation by parts.
Returning to (8.9) we note that

$$
(n+1)\left(t_{n}-\tau_{n}\right)=\sum_{0}^{n} \nu\left(a_{\nu}-i b_{\nu}\right)
$$

is the $n$th partial sum of $\Sigma\left(a_{\nu}-i b_{\nu}\right) \nu z^{\nu}$ for $z=1$. Hence, by Chapter III, (1-7),

$$
\sum_{\nu=0}^{\infty}(\nu+1)\left(t_{\nu}-\tau_{\nu}\right) z^{\nu}=\frac{z F^{\prime}(z)}{1-z}
$$

By the Hausdorff-Young theorem,

$$
\begin{equation*}
\left\{\sum_{\nu=0}^{\infty}(\nu+1)^{q}\left|t_{\nu}-\tau_{\nu}\right|^{q} \rho^{\nu \varphi}\right\}^{1 / q} \leqslant\left\{\frac{\rho^{p}}{2 \pi} \int_{-\pi}^{\pi}\left|\frac{F^{\prime}\left(\rho e^{i \psi}\right)}{1-\rho e^{i \psi}}\right|^{p} d \psi\right\}^{1 / p}: \tag{8•10}
\end{equation*}
$$

and (8.9) will be established if we show that

$$
\int_{-\pi}^{\pi}\left|\frac{F^{\prime}\left(\rho e^{i \psi}\right)}{1-\rho e^{i \psi}}\right|^{p} d \psi=o\left(\delta^{1-2 \nu}\right)
$$

Finally, recalling that, by Chapter VII, (2.31),

$$
\left|F^{\prime}(z)\right| \leqslant \frac{A}{\delta} U(\rho, x)
$$

where $U$ is the Poisson integral of $f$, we see that (8.11) will follow if we show that

$$
\begin{equation*}
I(\rho)=\int_{-\pi}^{\pi} \frac{U^{p}(\rho, \psi)}{\Delta^{\ddagger p}(\rho, \psi)} d \psi=0\left(\delta^{1-p}\right) . \tag{8.12}
\end{equation*}
$$

where

$$
\Delta(\rho, \psi)=1-2 \rho \cos \psi+\rho^{2} .
$$

The rest of this section is devoted to the proof of (8.12).
First of all we recall the obvious estimates

$$
\begin{equation*}
\text { (a) } \quad \Delta(\rho, \psi) \geqslant \delta^{2}, \quad \text { (b) } \quad \Delta(\rho, \psi) \geqslant A \psi^{2} . \tag{8-13}
\end{equation*}
$$

We also have

$$
\int_{-,}^{\pi} \frac{d \psi}{\Delta^{\alpha}(\rho, \psi)} \leqslant A_{\alpha} \delta^{1-2 \alpha}, \quad\left(\alpha>\frac{1}{2}\right)
$$

which follows immediately if for $|\psi| \leqslant \delta$ we apply to the integrand the first, and for the remaining intervals of $\psi$ the second, of the inequalities (8.13).

Next we note that the inequalities (8.4) and (8.5) with $x=0$ become

$$
\begin{gather*}
0 \leqslant U(\rho, \psi) \leqslant A m\left(1+\frac{|\psi|}{\delta}\right),  \tag{8•15}\\
\left|\int_{0}^{h} U(\rho, \psi) d \psi\right| \leqslant A m|h| . \tag{8•16}
\end{gather*}
$$

Finally, writing $U^{p}=U^{p-1} U$, we have (see (8.12))

$$
\begin{align*}
I(\rho) & =\int_{-\pi}^{\pi} \frac{U^{p-1}(\rho, \psi)}{\Delta^{\frac{1}{p}}(\rho, \psi)} d \psi \frac{1}{\pi} \int_{-\pi}^{\pi} f(u) P(\rho, \psi-u) d u \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} f(u) d u \int_{-\pi}^{\pi} \frac{U^{p-1}(\rho, \psi) P(\rho, \psi-u)}{\Delta^{\ddagger p}(\rho, \psi)} d \psi . \tag{8•17}
\end{align*}
$$

We shall estimate $I(\rho)$ by splitting the last integral into a few parts, appesling in each case to appropriate hypotheses about the behaviour of $f$ at $x=0$.

We first split the range $|u| \leqslant \pi$ of the integral last written into two parts, $|u| \leqslant \delta$ and the remainder. Correspondingly,

Using (8.13)(a),

$$
\begin{equation*}
I(\rho)=I_{1}(\rho)+I_{2}(\rho) \tag{8.18}
\end{equation*}
$$

$$
\begin{align*}
I_{1}(\rho) & \leqslant A \delta^{-p} \int_{|u|<\delta} f(u) d u\left\{\frac{1}{\pi} \int_{-\pi}^{\pi} U^{p-1}(\rho, \psi) P(\rho, \psi-u) d \psi\right\} \\
& \leqslant A \delta^{-p} \int_{|u|<\delta} f(u) d u\left\{\frac{1}{\pi} \int_{-\pi}^{\pi} U(\rho, \psi) P(\rho, \psi-u) d \psi\right\}^{p-1} \\
& =A \delta^{-p} \int_{|u|<\delta} f(u) U^{p-1}\left(\rho^{2}, u\right) d u, \tag{8.19}
\end{align*}
$$

by Jensen's inequality (since $0<p-1<1$ ).

Using (8.15) and (8.3) we have

$$
\left.\begin{array}{rl}
I_{1}(\rho) \leqslant A m^{p-1} \delta-p & \int_{|u| \leqslant \delta} f(u) d u
\end{array} \leqslant A m^{p-1} \delta^{-p} . o(\delta)\right)
$$

Next

$$
I_{2}(\rho)=I_{2,1}(\rho)+I_{2,2}(\rho),
$$

where

$$
\begin{aligned}
& I_{2,1}(\rho)=\int_{\delta \leqslant|u| \leqslant \pi} f(u) d u \int_{|\psi| \leqslant||u|} \frac{U^{p-1}(\rho, \psi) P(\rho, \psi-u)}{\Delta^{t p}(\rho, \psi)} d \psi, \\
& I_{2,2}(\rho)=\int_{\delta \leqslant|u| \leqslant \pi} f(u) d u \int_{||u| \leqslant|\psi| \leqslant \pi} \frac{U^{p-1}(\rho, \psi) P(\rho, \psi-u)}{\Delta^{\dagger p}(\rho, \psi)} d \psi .
\end{aligned}
$$

The inner integral in $I_{2,1}(\rho)$ does not exceed

$$
\begin{aligned}
& P\left(\rho, \frac{1}{2} u\right) \int_{|\psi|<||\psi|} \frac{U^{p-1}}{\Delta^{\frac{1}{p} p}(\rho, \psi)} d \psi \\
& \leqslant \leqslant\left(\rho, \frac{1}{2} u\right)\left(\int_{|\psi| \leqslant||u|} U(\rho, \psi) d \psi\right)^{p-1}\left(\int_{|\psi| \leqslant||\psi|} \Delta-p N((\Omega-p)) d \psi\right)^{2-p},
\end{aligned}
$$

by Hölder's inequadity, and so, by (8.16) and (8.14), does not exceed

$$
A \delta u^{-2}(A m|u|)^{p-1}\left(A_{p} \delta^{1-p}(8-p)\right)^{2-p} \leqslant A_{p} m^{p-1}|u|^{p-8} \delta^{8-2 p} .
$$

Hence

$$
\begin{align*}
I_{2,1}(\rho) \leqslant A_{p} m^{p-1} \delta^{3-2 p} \int_{\delta \leqslant|\Psi| \leqslant \bar{*}} \frac{f(u)}{u^{8-p}} d u & \leqslant A_{p} m^{p-1} \delta^{s-z p} \cdot o\left(\delta^{p-2}\right) \\
& =o\left(\delta^{1-p}\right), \tag{8.22}
\end{align*}
$$

by integration by parts and application of (8.3) with $x=0$.
Finally,

$$
\begin{aligned}
I_{2,2}(\rho) & \leqslant \int_{\delta<|u| \leqslant \pi} \frac{f(u) d u}{\Delta^{\frac{p}{p}}\left(\rho, \frac{1}{2} u\right)} \int_{-\pi}^{\pi} U^{p-1}(\rho, \psi) P(\rho, \psi-u) d \psi \\
& \leqslant A \int_{\delta<|u| \leqslant \pi} \frac{f(u)}{|u|^{p}} U^{p-1}\left(\rho^{2}, u\right) d u,
\end{aligned}
$$

by an argument similar to that in (8.19).
The inequality (8.4) shows that

$$
U\left(\rho^{2}, u\right) \leqslant A m\left\{1+\frac{\chi(u)}{1-\rho^{2}}\right\} \leqslant A m\left\{1+\frac{\chi(u)}{\delta}\right\},
$$

$\chi(u)$ being the distence of $u$ from $E$. Hence

$$
\begin{align*}
I_{22}(\rho) \leqslant A m^{p-1} & \int_{0<u<\pi}|u|^{-p} f(u) d u+A m^{p-1} \delta^{1-p} \int_{\delta<|u|<\pi}|u|^{-p} f(u) \chi^{p-1}(u) d u \\
& \leqslant o\left(\delta^{1-p}\right)+A m^{p-1} \delta^{1-p} \int_{-\pi}^{\pi}|u|^{-p} f(u) \chi^{p-1}(u) d u . \tag{8•23}
\end{align*}
$$

From (8.18), (8.20), (8.21), (8.22) and (8.23), we get

$$
I(\rho) \leqslant o\left(\delta^{1-p}\right)+A m^{p-1} \delta^{1-p} \int_{-\pi}^{\pi} f(u) \frac{\chi^{p-1}(u)}{|u|^{p}} d u,
$$

and so, by the hypothesis about the integral (8.6) for $x=0$, we certainly have

$$
I(\rho)=O\left(\delta^{1-p}\right)
$$

For the refinement

$$
\begin{equation*}
I(\rho)=o\left(\delta^{1-p}\right) \tag{8.25}
\end{equation*}
$$

we set $f=f_{1}+f_{2}$, where $f_{1}=f$ in $(-2 \eta, 2 \eta)$ and $f_{1}=0$ elsewhere. The value of $m$ for $f_{1}$ is not increased and, by (8.24), $I\left(\rho, f_{1}\right) \leqslant \epsilon \delta^{1-p}$ for any fixed $\epsilon$ and $\delta$ sufficiently small, provided $\eta$ is small enough. It is therefore enough to show that $I\left(\rho, f_{2}\right)=o\left(\delta^{1-p}\right)$. Let $U_{2}$ be the Poisson integral of $f_{2}$. Then $I\left(\rho, f_{2}\right)$ is given by an integral analogous to (8.12) with $U_{2}$ for $U$. The part of this integral extended over ( $-\eta, \eta$ ) tends to 0 with $\delta$ since $U_{\mathbf{z}}(\rho, \psi)$ tends to 0 on $-\eta \leqslant \psi \leqslant \eta$ (cf. (8.14)). The remaining part does not exceed

$$
O(1) \int_{\eta \leqslant|\psi| \leqslant \pi} U U_{2}^{p}(\rho, \psi) d \psi=O\left\{\underset{\psi}{\operatorname{Max}} U_{2}^{p-1}(\rho, \psi)\right\} \int_{-\pi}^{\pi} U_{2}(\rho, \psi) d \psi=o\left(\delta^{p-1}\right) \int_{-\pi}^{\pi} f_{2} d \psi=0\left(\delta^{p-1}\right) .
$$

## 9. Almost convergence of $S[f]$ and $\tilde{S}[f]$

The following result is an immediate consequence of $(7 \cdot 2),(7 \cdot 3)$ and $(8 \cdot 1)$.
(9.1) Theorem. For any $f \in \mathrm{~L}$ and almost all $x$ both $\mathrm{S}[f]$ and $\overline{\mathrm{S}}[f]$ are almost convergent to sums $f(x)$ and $f^{(x)}$ respectively. If $f \in \mathrm{~L}^{r}, r>1, S[f]$ is almost convergent to $f(x)$ at every point at which $\Phi_{x . r}(h)=o(h)$.

Applying (7.9) to the trigonometric system, we prove the following theorem:
(9-2) Theorem. If $f \in \mathrm{~L}^{2}$, then for almost all $x$ the sequence $1,2,3, \ldots$ can be broken up into two complementary sequences $\left\{m_{k}\right\}$ and $\left\{n_{k}\right\}$ (generally depending on $x$ ) such that

$$
\begin{equation*}
s_{m_{l}}(x) \rightarrow f(x), \quad \Sigma 1 / n_{k}<\infty \tag{9•3}
\end{equation*}
$$

Let $x$ be a point at which simultaneously

$$
\left.\Sigma\right|_{n} \frac{s_{n}-\left.\sigma_{n}\right|^{2}}{n}<\infty
$$

and $\sigma_{n} \rightarrow f$. For a fixed $\epsilon>0$, the sequence $\left\{v_{k}\right\}$ of indices $n$ such that $\left|s_{n}(x)-\sigma_{n}(x)\right| \geqslant \epsilon$ satisfies, therefore, the condition $\Sigma 1 / \nu_{k}<\infty$. By omitting the first few terms we may make $\Sigma 1 / \nu_{k}$ arbitrarily small.

Take now $\epsilon=2^{-1}$. For $N_{1}$ large enough, we can split the sequence $N_{1}+1, N_{i}+2, \ldots$ into two complementary subsequences $\nu_{1}^{(1)}, \nu_{2}^{(1)}, \ldots$ and $\mu_{1}^{(1)}, \mu_{8}^{(1)}, \ldots$ such that $\sum 1 / \nu_{k}^{(1)}<2^{-1}$ and $\left|s_{n}(x)-\sigma_{n}(x)\right|<2^{-1}$ for $n \in\left\{\mu_{k}^{(1)}\right\}$. Similarly, taking $\epsilon=2^{-2}$, we can find $N_{2}>N_{1}$ so large that the sequence $N_{2}+1, N_{2}+2, \ldots$ can be split into two, $\left\{\nu_{k}^{(2)}\right\}$ and $\left\{\mu_{k}^{(2)}\right\}$, such that $\Sigma 1 / \nu_{k}^{(2)}<2^{-2}$ and $\left|s_{n}(x)-\sigma_{n}(x)\right|<2^{-2}$ for $n \in\left\{\mu_{k}^{(2)}\right\}$, and so on.

Now let $\left\{n_{k}\right\}$ be the sequence of all $\nu_{j}^{(k)}$ arranged, without repetition, in increasing order, and let $\left\{m_{k}\right\}$ be the remaining positive integers. Then

$$
\Sigma 1 / n_{k} \leqslant \Sigma 1 / \nu_{k}^{(1)}+\Sigma 1 / \nu_{k}^{(2)}+\ldots<2^{-1}+2^{-2}+\ldots=1 .
$$

Also, for any fixed $s$, all the $m_{k}>N_{s}$ must be in the sequence $\mu_{1}^{(s)}, \mu_{2}^{(s)}, \ldots$, and hence

$$
\left|s_{m_{1}}(x)-\sigma_{m_{k}}(x)\right|<2^{-s} .
$$

Since $\sigma_{m}(x) \rightarrow f(x)$, it follows that $s_{m_{k}}(x) \rightarrow f(x)$, and (9.2) is established.
A sequence $\left\{n_{k}\right\}$ satisfying $\Sigma 1 / n_{k}<\infty$ is necessarily of density 0 , and so the complementary sequence $\left\{m_{k}\right\}$ is of density 1 .

Theorem (9.2) holds for $f \in \mathrm{~L}^{p}, p>1$, and even for general $S[f]$ of power series type, but the proof is then considerably more difficult (see Chapter XV, §1). The result, however, does not hold for $f$ merely integrable.

## 10. Theorems on the convergence of orthogonal series

The theorem which follows will be needed only in the case of the trigonometric system, but even in this case we are obliged to consider a general, uniformly bounded, orthonormal system.

We denote such a system by $\phi_{1}(x), \phi_{2}(x), \ldots$, suppose that it is orthonormal on $(a, b)$. and that

$$
\left|\phi_{\nu}\right| \leqslant M \quad(\nu=1,2, \ldots)
$$

By $q$ we denote a number strictly greater than 2. Finally, for every sequence $c_{1}, c_{2}, \ldots$ tending to 0 , where $c_{\nu} \neq 0$ for all $\nu$, we denote by $c_{1}^{*}, c_{2}^{*}, \ldots$ the sequence $\left|c_{1}\right|,\left|c_{2}\right|, \ldots$ rearranged in descending order of magnitude, where if several $\left|c_{n}\right|$ are equal we rearrange them in order of increasing index $n$.
(10-1) Theorem of Menšov-Paley. If for a sequence $c_{1}, c_{2}, \ldots$ the expression
is finite, then the series

$$
\mathfrak{B}_{Q}^{*}[c]=\left(\sum_{\nu=1}^{\infty} c_{\nu}^{* q} q_{\nu q-2}\right)^{1 / q} \quad(q>2)
$$

$$
\begin{equation*}
\sum_{1}^{\infty} c_{\nu} \phi_{\nu}(x) \tag{10•3}
\end{equation*}
$$

converges almost everywhere. Moreover the function

$$
S^{*}(x)=\sup _{n}\left|\sum_{\nu=1}^{n} c_{\nu} \phi_{\nu}(x)\right|
$$

is in $L^{Q}$ and satisfies an inequality

$$
\begin{equation*}
\mathfrak{R}_{q}\left[S^{*}\right] \leqslant A_{Q} M^{(Q-2) / \boldsymbol{q}} \mathfrak{B}_{q}^{*}[c] . \tag{10.5}
\end{equation*}
$$

For the present $A_{q}$ denotes a positive constant depending on $q$ only.
We begin with a few remarks.
(a) We proved in Chapter XII, $\S 5$, that if $\mathfrak{B}_{q}^{*}[c]$ is finite, then $(10 \cdot 3)$ is the Fourier series of an $f \in \mathrm{~L}^{q}$ and

$$
\mathfrak{M}_{q}[f] \leqslant A_{q} M^{(q-2) / q} \mathfrak{B}_{q}^{*}[c] .
$$

The proof of ( 10.6 ) gave no information about the convergence of ( 10.3 ).
(b) An inequality weaker $\dagger$ than (10.5), namely,

$$
\begin{equation*}
\mathfrak{P}_{q}\left[S^{*}\right] \leqslant A_{q} M^{(q-2) / \boldsymbol{q}} \mathfrak{B}_{q}[c], \tag{10.7}
\end{equation*}
$$

is much easier to prove. The generalization from (10.7) to ( 10.5 ) is the main difficulty in the proof of the theorem. This generalization is quite important since we have the inequality

$$
\left(\Sigma\left|c_{\nu}\right|^{p}\right)^{1 / p} \geqslant A_{q} \mathfrak{B}_{q}^{*}[c] \quad\left(p=q^{\prime}=\frac{q}{q-1}\right)
$$

(see p. 123), so that Theorem (10.1) holds if we replace $\mathfrak{B}_{q}^{*}[c]$ by ( $\left.\Sigma\left|c_{\nu}\right|^{\nu}\right)^{1 / \nu}$ throughout, a result which cannot be deduced from (10.7).
(c) The convergence of ( 10.3 ) is a consequence of ( 10.5 ). For suppose that we replace the first $k$ coefficients of ( $10 \cdot 3$ ) by 0 's and denote the resulting function $S^{*}(x)$ by $S_{k}^{*}(x)$. An application of $(10 \cdot 5)$ then shows that

$$
\int_{a}^{b} S_{k}^{* q}(x) d x \rightarrow 0
$$

as $k \rightarrow \infty$. Hence for each $\epsilon>0$ the measurc of the set of points where $S_{k}^{*}(x)>\epsilon$ tends to 0 as $k \rightarrow \infty$. This shows that $\Sigma c_{\nu} \phi_{\nu}$ converges almost everywhere. It is therefore enough to prove ( 10.5 ).
(d) A corollary of ( $10 \cdot 1$ ) is that if $\mathfrak{B}_{Q}^{*}[c]$ is finite, then any rearrangement of $\Sigma c_{\nu} \phi_{r}$ converges almost everywhere.

We now pass to the proof of (10.5).
(10.8) Lemma. Let

$$
\begin{gather*}
\Phi(x)=\sum_{1}^{2 \mu} d_{\nu} \phi_{\nu}(x) . \\
\Phi^{*}(x)=\sup _{n<\Sigma_{\mu}}\left|\sum_{1}^{n} d_{\nu} \phi_{\nu}(x)\right|  \tag{10.9}\\
\mathbb{M}_{Q}\left[\Phi^{*}\right] \leqslant A_{Q} M^{(q-2) / \ell} 2^{\mu(Q-2) / q}\left(\sum_{1}^{2 \mu}\left|d_{\nu}\right|^{q}\right)^{1 / q} .
\end{gather*}
$$

The function
satisfies an inequality

With $\Phi$ for $\Phi^{*}$ on the left the inequality is an immediate consequence of ( $10 \cdot 6$ ).
Corresponding to each $\lambda$ of $0 \leqslant \lambda \leqslant \mu$ we consider a splitting of $\Phi$ into $2^{\lambda}$ successive blocks 'of rank $\lambda^{\prime}$, each containing $2^{\mu-\lambda}$ terms, and denote the $k$ th block and the 'greatest' block by

$$
\begin{align*}
& \Phi_{k, \lambda}=\sum_{(k-1) 2^{\mu \mu-\lambda+1}}^{k 2 \mu-\lambda} d_{\nu} \phi_{\nu}, \\
& \Phi_{\lambda}^{*}(x)=\sup _{k}\left|\Phi_{k, \lambda}(x)\right|, \tag{10.11}
\end{align*}
$$

where $k=1,2, \ldots, 2^{\lambda}$.
Considering the dyadic development of an integer $n, 1 \leqslant n \leqslant 2^{\mu}$, we see that the $n$th partial sum of $\Phi$ is the sum of a number of blocks of different ranks. Hence

$$
\Phi^{*} \leqslant \sum_{\lambda=0}^{\mu} \Phi_{\lambda}^{*},
$$

and therefore

$$
\mathfrak{M} \ell_{q}\left[\Phi^{*}\right] \leqslant \sum_{\lambda=0}^{\mu} \mathfrak{M} \mathbb{R}_{q}\left[\Phi_{\lambda}^{*}\right] .
$$

But, by ( 10.10 ) and ( 10.11 ),

$$
\int_{a}^{b} \Phi_{\lambda}^{* n} d x \leqslant \int_{a}^{b} \sum_{k=1}^{2^{\lambda}}\left|\Phi_{k, \lambda}\right|^{a} d x=\sum_{k=1}^{9 \lambda} \int_{a}^{b}\left|\Phi_{k, \lambda}\right|^{a} d x .
$$

Now an application of (10.6) to (10.10) shows that the first integral in (10.14) does not exceed

$$
\sum_{k=1}^{2 \mu} A_{q}^{q} M^{q-2} 2^{(\mu-\lambda)(Q-2)} \sum_{(k-1)}^{k q \mu-\lambda} \sum_{q^{\mu-\lambda+1}}^{k}\left|d_{\nu}\right|^{q}=A_{q}^{q} M^{q-2} 2^{(\mu-\lambda)(q-2)} \sum_{1}^{q \mu}\left|d_{\nu}\right|^{q} .
$$

Substituting this in (10.13) we have

$$
\begin{aligned}
\mathfrak{M}_{q}\left[\Phi^{*}\right] & \leqslant \sum_{\lambda=0}^{\mu} A_{q} M^{\left.(q-2) / Q Q^{\mu}-\lambda\right)(q-2) / q}\left(\sum_{1}^{2 \mu}\left|d_{\nu}\right| q\right)^{1 / Q} \\
& \leqslant A_{Q} M^{(q-2) / q} 2^{\mu(q-2) / q}\left(\sum_{1}^{q \mu}\left|d_{\nu}\right|^{q}\right)^{1 / q},
\end{aligned}
$$

which proves the lemma.

We now set

$$
\epsilon_{\mu}=\sum_{2 \mu}^{2 \mu-1} c_{\nu}^{* q} \nu^{q-2},
$$

where $\mu=1,2, \ldots$, and consider the terms $c_{l} \phi_{l}$ such that $\left|c_{l}\right|$ is one of the $c_{\nu}^{*}$ in $\epsilon_{\mu}$. We denote the sum of these terms by $\Phi_{\mu}(x)$, and suppose that the order of terms within each $\Phi_{\mu}$ is the same as in (10.3). Let $\Phi_{\mu}^{*}(x)$ be the greatest absolute value of the partial sums of $\Phi_{\mu}(x)$. ( $\Phi_{\mu}$ has $2^{\mu-1}$ terms; thus $\Phi_{\mu}$ and $\Phi_{\mu}^{*}$ may be considered as the functions $\Phi$ and $\Phi^{*}$ of the lemma.) Since each partial sum of (10.3) is obtained by the addition of a (finite) number of the partial sums of various $\Phi_{\mu}$, we have

$$
S^{*}(x) \leqslant \Phi_{1}^{*}(x)+\Phi_{2}^{*}(x)+\ldots
$$

An estimate of $\mathfrak{R}_{q}\left[\Phi_{\mu}^{*}\right]$ is given by Lemma (10.8), and it is natural to combine this with Minkowski's inequality applied to ( $10 \cdot 15$ ). Unfortunately, the resulting estimate for $\mathscr{M}_{q}\left[S^{*}\right]$ is not good enough to give ( 10.5 ) and we must proceed differently.

We first show that

$$
\int_{a}^{b}\left(\Phi_{\lambda}^{*} \Phi_{\mu}^{*}\right)^{\frac{1 q}{}} d x \leqslant A_{q}^{q} M^{q-2} \epsilon_{\lambda}^{\frac{\ddagger}{t}} \epsilon_{\mu}^{\frac{1}{2}} 2^{-\alpha_{q}|\lambda-\mu|}
$$

where $\alpha_{q}$ is positive and depends on $q$ only.
We may suppose that $\lambda \leqslant \mu$. Writing

$$
\left(\Phi_{\lambda}^{*} \Phi_{\mu}^{*}\right) \frac{1 q}{}=\left(\Phi_{\lambda}^{* t q .4 /(q+2)}\right)\left(\Phi_{\lambda}^{* t q .(q-2)(q+2)} \Phi_{\mu}^{* \$ q}\right),
$$

and applying Hölder's inequality with exponents $\frac{1}{2}(q+2)$ and $(q+2) / q$ we have

$$
\begin{align*}
\int_{a}^{b}\left(\Phi_{\lambda}^{*} \Phi_{\mu}^{*}\right)^{1 q} d x & \leqslant\left(\int_{a}^{b} \Phi_{\lambda}^{* q} d x\right)^{2 K(+2)}\left(\int_{a}^{b} \Phi_{\lambda}^{* \pm q-1} \Phi_{\mu}^{* \pm q+1} d x\right)^{q(q+2)} \\
& =P^{2 /(q+2)\left(Q^{Q K(q+2)},\right.}
\end{align*}
$$

say. Lemma ( 10.8 ) applies to $P$, and

$$
\begin{align*}
P \leqslant A_{q}^{q} M^{q-2} 2^{\lambda(q-2)} \sum_{2^{\lambda-1}}^{2^{\lambda}-1} c_{\nu}^{* q} & \leqslant A_{q}^{q} M^{q-2} \sum_{2^{\lambda-1}}^{2^{\lambda-1}} c_{\nu}^{* q} \nu^{q-2} \\
& =A_{q}^{q} M^{q-2} \epsilon_{\lambda}, \\
Q & \leqslant \sup _{x}\left\{\Phi_{\lambda}^{*}(x)\right\}^{\mathbf{k} q-1} \int_{a}^{b} \Phi_{\mu}^{* \nmid q+1} d x .
\end{align*}
$$

Lemma ( 10.8 ) is applicable to the integral since $\frac{1}{2} q+1>2$, and we have

Observe now that

$$
\begin{aligned}
\sum_{2^{\lambda-2}}^{\lambda-1} c_{\nu}^{*} & =\sum_{2^{\lambda-1}}^{2^{\lambda}-1} c_{\nu}^{*} \nu^{(q-2) / q} \cdot \nu^{-(q-2) / q} \leqslant \epsilon_{\lambda}^{1 / q}\left(\sum_{2^{\lambda-1}}^{2^{\lambda}-1} v^{-(q-2)(q-1)}\right)^{(q-1) / q} \\
& \leqslant \epsilon_{\lambda}^{1 / q}\left(2^{\lambda-1} \cdot 2^{-(\lambda-1)(q-2)(q-1)}\right)^{(q-1) / q} \\
& =\epsilon_{\lambda}^{1 / q} 2^{(\lambda-1) / q},
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& \sum_{2 \mu-1}^{2 \mu-1} c_{\nu}^{* \ddagger q+1}=\sum_{2^{\mu-1}}^{2 \mu-1} c_{\nu}^{* \ddagger q+1} \nu^{(q-2)(a+2) / 2 a} \cdot \nu^{-(Q-q)(a+2) / 2 q} \\
& \leqslant\left(\sum_{2^{\mu-1}}^{2 \mu-1} c_{\nu}^{* q} \nu^{q-2}\right)^{(Q+2) / 2 q}\left(\sum_{2 \mu-1}^{2 \mu-1} \nu^{-(Q+2)}\right)^{(Q-2) / 2 q} \\
& \leqslant \epsilon_{\mu}^{(q+2) 2 q} \cdot\left(2^{-(\alpha-1)(q+1)}\right)^{(q-2) 2 q} \text {. }
\end{aligned}
$$

Substituting these estimates in (10.19) and replacing there $A_{q}^{q+1}$ by $A_{q}^{q}$ (merely a matter of notation), we easily deduce from (10.17), (10.18) and (10.18) the inequality (10.16) with $\alpha_{q}=\frac{1}{2}(q-2) /(q+2)$.

Return to ( $10 \cdot 15$ ) and denote by $r$ the least integer not less than $q$. Then

$$
\begin{align*}
\mathscr{P} \mathbb{R}_{q}^{g}\left[S^{*}\right] \leqslant \int_{a}^{b}\left(\Sigma \Phi_{\lambda}^{*}\right)^{q} d x & =\int_{a}^{b}\left\{\left(\Sigma \Phi_{\lambda}^{*}\right)^{r}\right\}^{q / r} d x \\
& =\int_{a}^{b}\left\{\sum_{\lambda_{1}} \ldots \sum_{\lambda_{r}} \Phi_{\lambda_{1}}^{*} \ldots \Phi_{\lambda_{r}}^{*}\right\}^{g / r} d x \\
& \leqslant \sum_{\lambda_{1}} \ldots \sum_{\lambda_{r}} \int_{a}^{b}\left(\Phi_{\lambda_{1}}^{*} \ldots \Phi_{\lambda_{r}}^{*}\right)^{d r} d x .
\end{align*}
$$

Writing

$$
\Phi_{\lambda_{1}}^{*} \Phi_{\lambda_{2}}^{*} \ldots \Phi_{\lambda_{r}}^{*}=\left\{\left(\Phi_{\lambda_{1}}^{*} \Phi_{\lambda_{2}}^{*}\right)\left(\Phi_{\lambda_{1}}^{*} \Phi_{\lambda_{1}}^{*}\right) \ldots\left(\Phi_{\lambda_{1}}^{*} \Phi_{\lambda_{r}}^{*}\right) \ldots\left(\Phi_{\lambda_{r-1}}^{*} \Phi_{\lambda_{r}}^{*}\right)\right\}^{1 /(r-1)},
$$

where the number of bracketed factors is $R=\frac{1}{2} r(r-1)$, and applying Hölder's inequality with exponents $R$ we have, by (10.16),

$$
\begin{aligned}
\int_{a}^{b}\left(\Phi_{\lambda_{1}}^{*} \ldots \Phi_{\lambda_{r}}^{*}\right)^{q / r} d x & \leqslant \prod_{1<i<j<r}\left\{\int_{a}^{b}\left(\Phi_{\lambda_{i}}^{*} \Phi_{\lambda_{j}}^{*}\right)^{\frac{1}{2}} d x\right\}^{1 / R} \\
& \leqslant A_{q}^{q} M^{(q-2)} \prod_{1<i<j<r}\left(\epsilon_{\lambda_{i}} \epsilon_{\lambda_{j}}\right)^{1 / 3 R} 2^{-\alpha_{q}\left|\lambda_{i}-\lambda_{j}\right| / R} \\
& =A_{q}^{q} M^{(q-2)} \prod_{i=1}^{r} \epsilon_{\lambda_{i}}^{1 / r} \prod_{j=1}^{r}(r)\left\{2^{-\frac{1}{q} \alpha_{q}\left|\lambda_{i}-\lambda_{j}\right| / R}\right\},
\end{aligned}
$$

where the upper suffix $i$ indicates that the factor $j=i$ (which factor, by the way, is equal to 1 ) is omitted. Substituting this in the last sum in ( $10 \cdot 20$ ), and using Hölder's inequality again, we have

$$
\mathbb{M}_{q}^{q}\left[S^{*}\right] \leqslant A_{q}^{q} M^{q-2} \prod_{i=1}^{r}\left\{{ }_{\lambda_{1}, \ldots, \lambda_{r}} \epsilon_{\lambda_{i}} \prod_{j=1}^{r}{ }^{(i)} 2^{\left.-\alpha_{q}\left|\lambda_{i}-\lambda_{j}\right| k_{r-1}\right)}\right\}^{1 / r} .
$$

Consider the multiple sum in curly brackets. Summing first with respect to $\lambda_{1}, \ldots, \lambda_{i-1}, \lambda_{i+1}, \ldots, \lambda_{r}$ and then with respect to $\lambda_{i}$, we see that the sum under consideration, and so also the product $\prod_{i=1}^{r}\{\cdots\}^{1 / r}$, does not exceed

$$
\left(\sum_{\lambda=1}^{\infty} \epsilon_{\lambda}\right)\left\{\sum_{\nu=-\infty}^{+\infty} 2^{-\alpha_{q}|\nu| /(r-1)}\right\}^{r-1} .
$$

Since $r-1<q \leqslant r$, we have

$$
\begin{aligned}
\mathfrak{P}_{q}^{q}\left[S^{*}\right] & \leqslant A_{q}^{q} M^{q-\Sigma}\left(\sum_{\lambda=1}^{\infty} \epsilon_{\lambda}\right)\left(\Sigma 2^{-\alpha_{q} \mid \nu / q}\right)^{q} \\
& =A_{q}^{q} M^{q-2} \mathfrak{B}_{q}^{* q}[c]
\end{aligned}
$$

and ( 10.5 ) is established. This also completes the proof of Theorem ( $10 \cdot 1$ ).
Theorem ( 10.1 ) fails for $q=2$. There are a number of substitute results in this case; we only prove the following, in which $\phi_{1}, \phi_{2}, \ldots$ is an arbitrary (not necessarily uniformly bounded) system orthonormal on (a,b).
(10.21) Theorem of Menšov-Rademacher. If

$$
\begin{equation*}
\Sigma\left|c_{\nu}\right|^{2} \log ^{2} \nu<\infty \tag{10.22}
\end{equation*}
$$

the series $\Sigma c_{\nu} \phi_{\nu}$ converges almost everywhere in ( $a, b$ ). Moreover, the function $S^{*}(x)$ of ( $10 \cdot 4$ ) satisfies the inequality

$$
\begin{equation*}
\mathfrak{R}_{2}\left[S^{*}\right] \leqslant A\left\{\sum_{\nu=1}^{\infty}\left|c_{\nu}\right|^{2} \log ^{2}(\nu+1)\right\}^{\frac{1}{2}} \tag{10.23}
\end{equation*}
$$

The first part of the theorem extends Theorem (1-8) of Chapter IV to the most general orthogonal series. On the other hand, Theorem (1.13) asserts that for the trigonometric system the factor $\log ^{2} \nu$ in (10.22) can be replaced by $\log \nu$.

As in Theorem ( $10 \cdot 1$ ) it is enough to prove (10.23).
(10.24) Lemma. For the most general orthonormal system the function $\Phi^{*}$ of Lemma ( 10.8 ) satisfies

$$
\mathfrak{R}_{2}\left[\Phi^{*}\right] \leqslant A(\mu+1)\left(\sum_{1}^{2 \mu}\left|d_{\nu}\right|^{2}\right)^{2}
$$

We keep the notations ( $10 \cdot 10$ ) and ( 10.11 ). The inequalities ( 10.13 ) and ( 10.14 ) hold for $q=2$ (the factor $M^{q-2}$ dropping out and $A_{q}$ becoming an absolute constant $A$ ) so that

$$
\begin{gathered}
\int_{a}^{b} \Phi_{\lambda}^{* 2} d x \leqslant A^{2} \sum_{1}^{2 \mu}\left|d_{\nu}\right|^{2} \\
\mathbb{R}_{2}\left[\Phi^{*}\right] \leqslant \sum_{\lambda=0}^{\mu} \mathbb{M}_{2}\left[\Phi_{\lambda}^{*}\right] \leqslant A(\mu+1)\left(\sum_{1}^{2 \mu}\left|d_{\nu}\right|^{2}\right)^{\prime}
\end{gathered}
$$

(10-26) Lemma. If $\Sigma\left|c_{\nu}\right|^{2} \log \nu$ converges, then
(i) the partial sums $S_{2^{\mu}}=\sum_{1}^{2 \mu} c_{\nu} \phi_{\nu}$ of $\Sigma c_{\nu} \phi_{\nu}$ converge almost everyu'here;
(ii) the function
satisfies

$$
\begin{equation*}
\mathfrak{M}_{2}\left[S_{*}\right] \leqslant A\left\{\sum_{1}^{\infty}\left|c_{\nu}\right|^{2} \log (\nu+1)\right\}^{\frac{1}{2}} . \tag{10.27}
\end{equation*}
$$

Only (ii) is needed for the proof of ( $10 \cdot 23$ ).
By the theorem of Riesz-Fischer (Chapter IV, §1), $\Sigma c_{\nu} \phi_{\nu}$ is the Fourier sories of an $f \in \mathrm{~L}^{2}$ and

$$
\begin{gather*}
\int_{a}^{b}\left|S_{2^{\mu}}-f\right|^{2} d x=\sum_{2^{\mu}+1}^{\infty}\left|c_{\nu}\right|^{2} \\
\int_{a}^{b} \sum_{\mu=0}^{\infty}\left|S_{2^{\mu}}-f\right|^{2} d x=\sum_{\mu=0}^{\infty} \sum_{\nu=2^{\mu}+1}^{\infty}\left|c_{\nu}\right|^{2}=\sum_{\nu=2}^{\infty}\left|c_{\nu}\right|^{(1 \log (\nu-1) / \log 2)} \sum_{\mu=0} 1 \\
\leqslant A \sum_{\nu=2}^{\infty}\left|c_{\nu}\right|^{2} \log (\nu+1)
\end{gather*}
$$

Thus, under the hypotheses of ( $10 \cdot 26$ ), $\Sigma\left|S_{2^{\mu}}-f\right|^{2}$ converges almost everywhere, and, in particular, $S_{2^{\mu}} \rightarrow f$ almost everywhere. This proves (i).

Since $\left|S_{2^{\mu}}\right|^{2} \leqslant 2\left(|f|^{2}+\left|S_{2^{\mu}}-f\right|^{2}\right)$, we also have

$$
S_{*}^{2} \leqslant 2|f|^{2}+2 \Sigma\left|S_{2^{\mu}}-f\right|^{2}
$$

By ( $10 \cdot 28$ ), the integral over $(a, b)$ of the last sum does not exceed $A \Sigma\left|c_{\nu}\right|^{2} \log (\nu+1)$, and since

$$
\int_{a}^{b}|f|^{2} d x=\Sigma\left|c_{\nu}\right|^{2} \leqslant A \Sigma\left|c_{\nu}\right|^{2} \log (\nu+1)
$$

(10.27) follows.

We can now prove ( $10 \cdot 23$ ). Setting

$$
S_{\mu}^{*}(x)=\sup _{2 \mu-1<n<2^{\mu}}\left|\sum_{2^{\mu-1}+1}^{n} c_{\nu} \phi_{\nu}(x)\right|,
$$

we have

$$
\begin{gathered}
S^{*} \leqslant S_{*}+\sup _{\mu} S_{\mu}^{*}, \\
S^{* 2} \leqslant 2 S_{*}^{2}+2 \Sigma S_{\mu}^{* 2},
\end{gathered}
$$

and so, by (10.27) and (10.25),

$$
\begin{aligned}
\int_{a}^{b} S^{* 2} d x & \leqslant A^{2} \sum_{1}^{\infty}\left|c_{\nu}\right|^{2} \log (\nu+1)+A^{2} \sum_{\mu=1}^{\infty} \mu^{2} \sum_{2 \mu-1}^{2 \mu-1}\left|c_{\nu}\right|^{2} \\
& \leqslant A^{2} \sum_{1}^{\infty}\left|c_{\nu}\right|^{2} \log ^{2}(\nu+1)+A^{2} \sum_{\mu=1}^{\infty} \sum_{2 \mu-1}^{2 \mu-1}\left|c_{\nu}\right|^{2} \log ^{2}(\nu+1) \\
& =A^{2} \sum_{\nu=1}^{\infty}\left|c_{\nu}\right|^{2} \log ^{2}(\nu+1)
\end{aligned}
$$

## 11. Capacity of sets and convergence of Fourier series

Theorems about the convergence, or summability, almost everywhere of a trigonometric series $\Sigma A_{n}(x)$ can, in some cases, be refined by giving additional information about the exceptional sets of measure 0 . There are a number of classifications of sets of measure 0 ; here we consider only one, based on the notion of 'capacity'. We confine our attention to Borel sets.

We fix a function $\lambda(x)$, periodic, integrable, real-valued, even, continuous for $x \neq 0$, and tending to $+\infty$ as $x \rightarrow 0$; in particular, $\lambda(x)$ is bounded below. Consider a set $E \subset(0,2 \pi)$, and let $d \mu$ be any (non-negative) mass distribution concentrated on $E$, of total mass 1 ; hence $\int_{0}^{2 \pi} d \mu=\int_{E} d \mu=1$. The convolution

$$
l(x)=l(x, \mu)=\frac{1}{\pi} \int_{0}^{2 \pi} \lambda(x-t) d \mu(t)
$$

has a definite value, finite or $+\infty$; it is uniformly bounded below for all $\mu$. There are two possibilities: (i) $l(x)$ is unbounded above for all $\mu$, (ii) $l(x)$ is bounded above for some $\mu$. Case (i) occurs, for example, if $E$ is finite or denumerably infinite; case (ii) if $E$ is of positive Lebesgue measure. (If $\chi(x)$ is the characteristic function of $E$, and $d \mu(x)=|E|^{-1} \chi(x) d x$, ( $11 \cdot 1$ ) is bounded.) In case (i) we may consider the set as 'small', in case (ii) as 'large'. In case (i) we say that $E$ is of $\{\lambda\}$-capacity 0 , in case (ii) that $E$ has a positive $\{\lambda\}$-capacity.

Suppose, in addition to the previous hypotheses, that the mean value of $\lambda$ over a period is non-negative. The same then holds for $l(x)$, and $L(\mu)=\sup l(x, \mu)$ is also nonnegative. The non-negative number

$$
\mathscr{C}(E)=\left\{\inf _{\mu} L(\mu)\right\}^{-1}
$$

will be called the $\{\lambda\}$-capacity of $E$.

If $E \subset E_{1}$, then $\mathscr{C}(E) \leqslant \mathscr{C}\left(E_{1}\right)$. Hence we may think of $\mathscr{C}(E)$ as a sort of measure of $E$ : but it has the character of an 'inner measure' since it is defined by means of masses situated in $E$. We might apply the definition (11-2) to open and closed sets, and inquire about the conditions for $E$ to have $\inf \mathscr{C}(O)=\sup \mathscr{C}(F)$, where $O$ are open sets containing $E$, and $F^{\prime}$ closed subsets of $E$. We are, however, interested in sets of capacity 0 only, and we define sets of outer $\{\lambda\}$-capacity 0 as those which can be covered by open sets $O$ with $\mathscr{C}(O)$ arbitrarily small.

If $E_{1}$ and $E_{2}$ are sets of muter $\{\lambda\}$-capacity 0 , so is $E_{1}+E_{2}$. For suppose that $O_{1} \supset E_{1}$ and $O_{2}>E_{2}$ are open sets such that $\mathscr{C}\left(O_{1}\right)<\epsilon$ and $\mathscr{C}\left(O_{2}\right)<\epsilon$. Let $d \mu$ be any mass distribution of total mass 1 , concentrated in $O_{1}+O_{2}$ and suppose that $\int_{O_{1}} d \mu \geqslant \frac{1}{2}$. The first term on the right in

$$
\int_{\mathrm{O}_{1}+\mathrm{o}_{2}} \lambda(x-t) d \mu(t)=\int_{0_{1}} \lambda(x-t) d \mu(t)+\int_{\mathrm{O}_{3}-\mathrm{o}_{1} 0_{2}} \lambda(x-t) d \mu(t)
$$

is then at least $1 / 2 \varepsilon$ for some $x$, and the second is uniformly bounded below, and since $\epsilon$ can be arbitrarily small, the assertion follows.

Of main interest in applications are the cases

$$
\begin{aligned}
& \lambda(x) \sim \sum_{1}^{\infty} \frac{\cos n x}{n}=\log _{\frac{1}{\left|2 \sin \frac{1}{2} x\right|}} \\
& \lambda(x) \sim \sum_{1}^{\infty} \frac{\cos n x}{n^{1-\alpha}} \simeq C_{\alpha}|x|^{-\alpha} \quad(x \rightarrow 0 ; 0<\alpha<1)
\end{aligned}
$$

(see Chapter I, (2.8) and Chapter V, (2.1)). In the first case we also speak of the logarithmic capacity, in the second of $\alpha$-capacity. The logarithmic capacity is a limiting case $(\alpha=0)$ of $\alpha$-capacity. It is not difficult to see that if $E$ is of outer $\alpha$-capacity 0 , then it is of outer $\alpha^{\prime}$ capacity 0 for $0 \leqslant \alpha<\alpha^{\prime}<1$.
(11.3) Theorem. (i) If $\Sigma n\left(a_{n}^{2}+b_{n}^{2}\right)<\infty$, then the set of points of divergence of the trigonometric series $\sum A_{n}(x)$ is of outer logarithmic capacity 0 .
(ii) If $0<\alpha<1, \Sigma n^{\alpha}\left(a_{n}^{2}+b_{n}^{2}\right)<\infty$, then the set of the points of divergence of $\Sigma A_{n}(x)$ is of outer $(1-\alpha)$-capacity 0 .
(i) If $\omega(n)$ tends monotonically to $+\infty$, then at the points where $\Sigma A_{n}(x)$ diverges the partial sums of $\Sigma \omega(n) A_{n}(x)$ are unbounded (Chapter I (2.4)). Taking $\omega(n)$ such that

$$
\Sigma \omega^{2}(n) n\left(a_{n}^{2}+b_{n}^{2}\right)<\infty,
$$

we see that it is enough to show that the set of the points where the partial sums $s_{n}(x)$ of $\Sigma A_{n}(x)$ are unbounded is of outer logarithmic capacity 0 . It is even enough to show this for the set $E$ of points where the $s_{n}(x)$ are unbounded above.

The proof of the following lemma resembles that of Theorem (1-2).
(11.4) Lemma. Let $O$ be an open set, and d $\mu \ell$ a mass distribution concentrated in $O$. If

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \frac{1}{\left|2 \sin \frac{1}{2}(x-y)\right|} d \mu(y) \leqslant M
$$

for all $x$, if $\Sigma n\left(a_{n}^{2}+b_{n}^{2}\right) \leqslant 1$, and if $n(x)$ is any Borel measurable function taking only nonnegative integral values, then the partial sums $s_{n}(x)$ of $\sum_{1}^{\infty} A_{n}(x)$ satisfy

$$
\frac{1}{\pi} \int_{0}^{2 \pi} 8_{n(x)}(x) d \mu(x) \leqslant M+A,
$$

where $A$ is an absolute constant.
Let $G_{n}(x)$ and $H_{n}(x)$ be the partial sums of $\Sigma n^{-\frac{1}{2}} \cos n x$ and $\Sigma n^{-1} \cos n x$ respectively. By hypothesis, $\Sigma n^{\frac{1}{2}} A_{n}(x)$ is an $S[F], F \in L^{2}$, and we have

$$
\begin{aligned}
\frac{1}{\pi} \int_{0}^{2 \pi} s_{n(x)}(x) d \mu(x) & =\frac{1}{\pi} \int_{0}^{2 \pi}\left\{\frac{1}{\pi} \int_{0}^{2 \pi} F(t) G_{n(x)}(x-t) d t\right\} d \mu(x) \\
& =\frac{1}{\pi} \int_{0}^{2 \pi} F(t)\left\{\frac{1}{\pi} \int_{0}^{2 \pi} G_{n(x)}(x-t) d \mu(x)\right\} d t=\frac{1}{\pi} \int_{0}^{2 \pi} F(t) I(t) d t,
\end{aligned}
$$

say. By Schwarz's inequality, and the hypothesis $\sum n\left(a_{n}^{2}+b_{n}^{2}\right) \leqslant 1$,

$$
\begin{aligned}
\left\lvert\, \frac{1}{\pi}\right. & \left.\int_{0}^{2 \pi} F(t) I(t) d t\right\}^{2} \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} F^{2}(t) d t \cdot \frac{1}{\pi} \int_{0}^{2 \pi} I^{2}(t) d t \\
& \leqslant 1 \cdot \frac{1}{\pi} \int_{0}^{2 \pi}\left\{\int_{0}^{2 \pi} G_{n(x)}(x-t) d \mu(x)\right\}\left\{\int_{0}^{2 \pi} G_{n(y)}(y-t) d \mu(y)\right\} d t \\
& =\int_{0}^{2 \pi} \int_{0}^{2 \pi}\left\{\frac{1}{\pi} \int_{0}^{2 \pi} G_{n(x)}(x-t) G_{n(y)}(y-t) d t\right\} d \mu(x) d \mu(y)=\int_{0}^{2 \pi} \int_{0}^{2 \pi} H_{n(x, y)}(x-y) d \mu(x) d \mu(y)
\end{aligned}
$$

where $n(x, y)=\min \{n(x), n(y)\}$.
Since, by Chapter V, (2•28),

$$
H_{n}(x) \leqslant \log \left|\frac{1}{2} \operatorname{cosec} \frac{1}{2} x\right|+A,
$$

using this estimate for $H_{n(x, y)}(x-y)$ in the last integral, integrating first with respect to $y$, and applying ( $11 \cdot 5$ ), we obtain ( $11 \cdot 6$ ).

Fix a positive integer $N$. Since $\left\{s_{n}\right\}$ is unbounded above at each point of $E$, using the continuity of the $s_{n}$ we can associate with every $x \in E$ an integer $n=n_{x}$ and an open neighbourhood such that $s_{n}>N$ in this neighbourhood. We can cover $E$ by a denumerable family of the neighbourhoods. Their union $O_{N}$ is an open set in which we have a Borel-measurable function $n(x)$ such that $s_{n(x)}(x) \geqslant N$.

Suppose now that $E$ is not of outer logarithmic capacity 0 . Then there is an $M$ such that for any open $O \supset E$ and some $d \mu$, of total mass 1, concentrated in $O$, we have (11-5), and so also (11.6). But for $O=O_{N}$ and the $n(x)$ just mentioned

$$
\int_{O_{k}} 8_{n(x)}(x) d \mu \geqslant N \int_{O_{z}} d \mu=N
$$

which contradicts (11.6) for $N$ large enough. This proves (i).
(ii) We modify Lemma (11.4) as follows. If $\Sigma n^{\alpha}\left(a_{n}^{2}+b_{n}^{2}\right) \leqslant 1$, and if on the left of (11.5) we replace the cofactor of $d \mu(y)$ by $H(x)=\Sigma n^{-\alpha} \cos n x$, we still have (11.6), with $A_{\alpha} M+A_{\alpha}$ on the right. The proof is the same as before, if we define $G_{n}(x)$ and $H_{n}(x)$
as partial sums of $\Sigma n^{-\frac{1}{2} \alpha} \cos n x$ and $\Sigma n^{-\alpha} \cos n x$ respectively, and $S[F]$ as $\Sigma n^{\frac{1}{2} \alpha} A_{n}(x)$; instead of (11.7) we now have

$$
H_{n}(x) \leqslant A_{\alpha} H(x)+A_{\alpha}
$$

an immediate consequence of Chapter $\mathrm{V},(2 \cdot 26)$ and the fact that $H(x)$ is exactly of order $|x|^{-(1-\alpha)}$ for $x \rightarrow 0$. The rest of the proof is unchanged.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. Let $f \in \mathrm{~L}^{2}$, and let $E_{1}, E_{2}, \ldots, E_{n}, \ldots$ be any increasing or decreasing sequence of eets in $(0,2 \pi)$. Then

$$
\sum_{k=2}^{\infty}(\log k)^{-1}\left\{\left(\int_{E_{k}} f \cos k x d x\right)^{2}+\left(\int_{E_{k}} f \sin k x d x\right)^{2}\right\} \leqslant A\|f\|_{z}^{2}
$$

where $A$ is an absolute constant. (Salem [2].)
[The theorem is equivalent to (1-10); cf. Chapter I, (9.14)]
2. Let $0<n_{1}<n_{2}<\ldots<n_{1}<\ldots, n_{1+1} / n_{3}>q>1$, and let $E_{1}, E_{2}, \ldots$ be any increasing or decreasing sequence of sets in $(0,2 \pi)$ such that $E_{k}=E_{n,}$ for $n_{m-1}<k \leqslant n,(s=1,2, \ldots)$. If $f \in L^{2}$, then

$$
\sum_{k=1}^{\infty}\left\{\left(\int_{E_{k}} f \cos k x d x\right)^{2}+\left(\int_{E_{k}} f \sin k x d x\right)^{2}\right\} \leqslant A_{a}\|f\|_{2}^{2} .
$$

[ SeO (1-10).]
3. Let ( $\left.a_{n}\right\}$ be positive decreasing, such that $\left\{n a_{n}\right\}$ is monotone and $\Sigma a_{n} / n<\infty$. If $s_{n}(x)$ and $t_{n}(x)$ are respectively the partial sums of $\Sigma a_{n} \cos n x$ and $\Sigma a_{n} \sin n x$, then the functions sup $\left|\delta_{n}(x)\right|$ and sup $\left|t_{n}(x)\right|$ are both integrable.
4. If $f \sim \Sigma A_{n}(x), \delta>0$, then the partial sums of both $\Sigma(\log n)^{-1-\delta} A_{n}(x)$ and $\Sigma(\log n)^{-1-\delta} B_{n}(x)$ can be majorized by integrable functions. For $\delta=0$ this is no longer true.
5. If $a_{k} \geqslant 0$ for $k=1,2, \ldots$, and if $\Sigma a_{k} \sin k x$ is the Fourier seriee of a bounded function, then partial sums of the series are uniformly bounded; if $f$ is continuous, the series converges uniformly. (Paley [7].)
[Let $\boldsymbol{s}_{n}$ and $\sigma_{n}$ be the partial sums and (C, 1) means of the series. If, for example, $|f| \leqslant M$, then $\left|\sigma_{2 n}(x)\right| \leqslant M,\left|\sigma_{2 n}^{\prime}(x)\right| \leqslant 2 n M$ and, for $x=0$,

$$
\left.\sum_{k=1}^{2 n}\left(1-\frac{k}{2 n+1}\right) k a_{k} \leqslant 2 n M, \quad \sum_{k=1}^{n} k a_{k} \leqslant 4 n M, \quad\left|\delta_{n}(x)-\sigma_{n}(x)\right| \leqslant 4 M .\right]
$$

6. If $\Sigma A_{k}(x)$ is summable $\mathrm{H}_{q}, q \geqslant 1$, in a set $E$, and if $\Sigma B_{k}(x)$ is summable ( $\mathrm{C}, 1$ ) in $E$, then $\Sigma B_{k}(x)$ is summable $\mathrm{H}_{q}$ almost everywhere in $E$. (Marcinkiewicz and Zygmund [7].)
[The proof resembles that of $(5 \cdot 1)$; the result holds without the hypothesis that $\Sigma B_{k}(x)$ is summable ( $\mathrm{C}, 1$ ) in $E$, but the proof is then more difficult.]
7. Let $f \sim \Sigma A_{n}(x)$. If

$$
\frac{1}{h} \int_{0}^{h}[f(x+t)-f(x-t)] d t=0\left\{\frac{1}{\log 1 / h}\right\} \quad(h \rightarrow+0)
$$

uniformly in $a \leqslant x \leqslant b$, then $\varepsilon_{n}(x)-\sigma_{n}(x)$ tends uniformly to 0 in every subinterval ( $a+\epsilon, b-\epsilon$ ) of $(a, b)$ and, in particular, $8_{n}(x)$
(i) converges uniformly in ( $a+\epsilon, b-\epsilon$ ) if $f$ is continuous in ( $a, b$ );
(ii) convergee almost everywhere in ( $a, b$ ) if $f$ is integrable. (Salem [14].)
8. Let $I_{n}(x)=I_{n}(x, f)$ be the Lagrange interpolating polynomials with $2 n+1$ equidistant fundamental points (Chapter X , §1). If $f$ is integrable R , and if $\lim \inf I_{n}(x)>-\infty$ for $x \in E$, then $\lim \sup I_{n}(x)<+\infty$ almost everywhere in $E$, and

$$
f(x)=\frac{1}{\&}\left\{\operatorname{limin} \inf I_{n}(x)+\lim \sup I_{n}(x)\right\}
$$

almost everywhere in $E$. (Marcinkiewicz [10].)
[The proof is analogous to that of (5.7).]
9. Let $I_{n}(x)$ be the interpolating polynomials (Chapter $\mathrm{X}, \S 1$ ) of an $f \in R$. If $\lim I_{n}(x)$ and $\lim _{\hat{f}} \hat{f}_{n}(x)$ (see Chapter $X, \S 10$ ) exist and are finite for $x \in E,|E|>0$, then $\lim I_{n}(x)$ exists, and equals $\hat{f}(x)$, almost everywhere in $E$.

Both here and in the previous example we have analogous reaults for $I_{n, \nu}, \boldsymbol{Y}_{n, \nu}$.
10. Let $\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right)$ be a finite lacunary polynomial, $n_{k+1} / n_{k}>q>1$; let $\lambda>1$ and $E \subset(0,2 \pi),|E|>0$. Then there is a number $\nu_{0}=\nu_{0}(q, \lambda, E)$ such that

$$
\int_{E} S^{* 2} d x \leqslant \frac{1}{2} \lambda|E| \Sigma\left(a_{k}^{2}+b_{k}^{2}\right) \quad\left(S^{*}(x)=\max _{k}\left|S_{n_{k}}(x)\right|\right)
$$

provided $n_{1}>\nu_{0}$. The reeult holds for infinite $\Sigma A_{n k}(x)$, provided $\Sigma\left(a_{k}^{\mathbf{2}}+b_{k}^{2}\right)<\infty$.

## MORE ABOUT COMPLEX METHODS

## 1. Boundary behaviour of harmonic and analytic functions

The results we are going to prove in this section are not only of intrinsic interest but also of importance for the study of trigonometric series. Though the behaviour of functions $f(z)$ regular for $|z|<1$ is our primary concern, it will be convenient to assume merely that the analytic functions we consider are meromorphic there and do not reduce to constants.

Let $D$ denote the unit circle $\{z \mid<1$ and $C$ the circumference $|z|=1$. By a triangular neighbourhood $T\left(\theta_{0}\right)$ of a point $e^{i \theta_{0} \in C}$ we mean any open triangle contained in $D$ and having $e^{i \theta_{0}}$ as a vertex. If $T\left(\theta_{0}\right)$ is isosceles and bisected by the radius to $e^{i \theta_{0}}$, we call the neighbourhood symmetric.

A function $f(z)$ defined in $D$ will be said to satisfy condition B at $\theta_{0}$, if there is some $T\left(\theta_{0}\right)$ such that $f\left(T\left(\theta_{0}\right)\right)$ is bounded. (For any set $Z, f(Z)$ will mean the set of numbers $f(z), z \in Z$.) We say that $f$ satisfies condition B in a set $E \subset(0,2 \pi)$ if it satisfies condition B at every point $\theta_{0} \in E$. The triangles $T\left(\theta_{0}\right)$ need not remain congruent, nor the bounds for $f\left(T\left(\theta_{0}\right)\right)$ the same, as $\theta_{0}$ runs through $E$.
(1-1) Theorem. If a function $u(z)$ harmonic in $|z|<1$ satisfies condition $B$ in a set $E$, then $u(z)$ has a non-tangential limit at almost all points of $E$.

This result is a generalization of the fact that a function harmonic and bounded in D) has a non-tangential limit almost everywhere on $C$ (the function $u$ being then the Poisson integral of a bounded function); and this special result will be used in the proof of it. Owing to the importance of the result we give two different proofs.

First proof. This will be based on conformal mapping.
For any $0<\delta<1$, let $C_{\delta}$ denote the circumference $|z|=\delta$. By $\Omega_{\delta}$ we mean the open region bounded by the two tangents from $z=1$ to $C_{8}$ and by the more distant arc of $C_{\delta}$ between the points of contact. The set $\Omega_{\delta}$ increases monotonically with $\delta$ and tends to $D$ as $\delta \rightarrow 1$.

By $\Omega_{\delta}(\theta)$ we mean the domain $\Omega_{\delta}$ rotated through an angle $\theta$ around $z=0$. If there is no confusion, we shall write $\Omega(\theta)$ instead of $\Omega_{\delta}(\theta)$.

We first consider the somewhat simpler case when all the $T\left(\theta_{0}\right)$ are symmetric. Then for every $\theta_{0} \in E$ we can find an integer $n=n\left(\theta_{0}\right)$ such that

$$
|u(z)| \leqslant n \quad \text { for } \quad z \in \Omega_{1 / n}\left(\theta_{0}\right) .
$$

The set of all points $\theta_{0}$ in $(0,2 \pi)$ for which (1-2) holds we call $E_{n}$. Clearly,

$$
E \subset E_{2}+E_{3}+\ldots
$$

and it is enough to show that $u$ has a non-tangential limit almost everywhere in each $E_{n}$.
We therefore fix $n$ and write $E_{n}=P, \Omega_{1 / n}(\theta)=\Omega(\theta)$. As can be seen from (1-2), the set $P$ is closed. The intervals contiguous to it we denote by ( $\alpha_{k}, \beta_{k}$ ). Let

$$
U=\sum_{\theta \in P} \Omega(\theta)
$$

be the union of all $\Omega(\theta)$ with $\theta \in P$. The set $U$ is open. Since we may restrict $\theta$ in ( $1 \cdot 3$ ) to a dense subset of $P$, containing, say, the points $\alpha_{k}, \beta_{k}$, we immediately see that the boundary $B$ of $U$ is a simple closed curve consisting (see the figure) of
(i) the set $\Pi$ of points $e^{i \theta}, \theta \in P$;
(ii) the rectilinear sides $a_{k}, b_{k}$ of similar curvilinear triangles constructed on the circular arcs ( $e^{i \alpha_{k}}, e^{i \beta_{k}}$ ) contiguous to $\Pi$; and possibly
(iii) arcs of $C_{1 i n}$. For convenience we shall always ignore the third possibility.

We inscribe in $B$ a simple closed polygonal line consisting of a finite number of the pairs $a_{k}, b_{k}$ and of chords of $C$ joining points of $\Pi$. Since the length of $a_{k}+b_{k}$ does not exceed a fixed multiple of $\beta_{k}-\alpha_{k}$, it follows from the definition of the length of a curve that $B$ is rectifiable. The same argument shows that $\Pi$ has the same length whether as part of $B$ or of $C$.


Clearly $u$ is bounded $(|u| \leqslant n)$ in $U$. Therefore, if $z=\phi(\zeta)$ maps conformally the circle $D(|\zeta|<1)$ onto $U$, the function

$$
u(\phi(\zeta))=u^{*}(\zeta)
$$

is harmonic and bounded in $D$. Hence $u^{*}(\zeta)$ has a non-tangential limit almost everywhere on $C(|\zeta|=1)$. The exceptional set on $C$ is mapped onto a set of measure zero on $B$ (Chapter VII, (10.17)). If, in addition to the latter, we disregard on $B$ the set, of measure zero, of points at which $B$ has no tangent, then at the remaining points the mapping is conformal (Chapter VII, (10-13)) and so the function $u(z)$ has a non-tangential limit.

In particular $u(z)$ has at almost all points of $\Pi$ a non-tangential limit as $z$ approaches the point from inside $U$. But a tangent to $B$ at a point of $\Pi$ is also a tangent to $C$, and the non-tangential approaches through $U$ and $D$ mean the same thing.

Thus $u(z)$ has a non-tangential limit in $\Pi$, except for a set $Z$ of length zero on $B$. The set $Z$ is also of length zero on $C$, and (1-1) is established, under the assumption that all the neighbourhoods $T$ considered are symmetric.

We shall now remove the latter restriction. The triangles $T(\theta)$ are characterized by the two sides emanating from $e^{i 0}$, by the angle between these sides and by the angle that the bisector of $T(\theta)$ at $e^{i \theta}$ makes with the radius to $e^{i \theta}$. By reducing $T(\theta)$ if necessary, we may suppose that the two sides in question are rational and the two angles commensurable with $\pi$. We may also select bounds for $u(T(\theta))$ from among positive integers. Thus, by splitting $E$ into a denumerable family of subsets, we may reduce the general case to a special one in which all the triangles $T(\theta), \theta \in E$, are congruent and identically situated (with respect to the radii to $e^{i 0}$ ), and the function $u$ is uniformly bounded in them. As before, we may suppose that $E$ is closed.
Now let $\theta_{0}$ be any point of density of $E$. We shall show that $u$ is bounded in a symmetric neighbourhood $T^{*}\left(\theta_{0}\right)$. For let $\Delta$ be any angle with vertex at $e^{i \theta_{0}}$ bisected by
 approaches $\theta_{0}$, its length becomes infinitesimally small in comparison with its distance from $\theta_{0}$. It follows easily geometrically that if $\theta$ approaches $\theta_{0}$ in $E$ the triangles $T(\theta)$ cover all the points of $\Delta$ which are sufficiently close to $e^{i \theta_{0}}$. Thus $u$ is bounded in a certain symmetric neighbourhood $T^{*}\left(\theta_{0}\right)$.

Since almost all points of $E$ are points of density, $u$ has a non-tangential limit at almost all points of $E$ by the case previously considered, and (l-1) is proved in full generality.

Second proof. This is independent of conformal mapping and can be applied in more general situations when conformal mapping is not available.

It will be convenient to modify our definitions and denote by $T(\theta)$ a curvilinear triangle limited by an arc of some circle $|z|=\rho<1$ and by the two rectilinear segments joining $e^{i \theta}$ to the end-points of the arc. As before, we may restrict ourselves to symmetric $T(\theta)$, bisected by the radius to $e^{i \theta}$. Furthermore, as in the preceding proof, we may reduce the problem to the case when $E$-henceforth denoted by $P$-is closed. the $T(\theta)$ are all identical (i.e. congruent), and $u$ is uniformly bounded, say $|u| \leqslant 1$, in all $T(\theta), \theta \in P$. From now on, by $T(\theta)$ we denote therefore a definite triangle whose curvilinear part is on a fixed circle $|z|=1-\delta_{0}$. By $T_{1}(\theta)$ we denote the part of $T(\theta)$ situated in the ring $1-\frac{1}{2} \delta_{0}<|z|<1$, and we write

$$
V=\sum_{\theta \in P} T_{1}(\theta) .
$$

Hence $V$ is an open set, not necessarily connected. We denote the boundary of $V$ by $B$. Clearly $|u| \leqslant 1$ in $V$.

Let $\rho_{n}=1-1 / n$ for $n=2,3, \ldots$, and let $P^{(n)}$ be the set of $\theta$ 's such that $\rho_{n} e^{i \theta}$ is in $V$. $P^{(n)}$ consists of a finite number of open arcs and contains $P$ if $n$ is large enough; we consider only such values of $n$. Let $\phi_{n}(z)$ be the Poisson integral of the function equal to $u\left(\rho_{n} e^{i \theta}\right)$ in $P^{(n)}$ and to 0 in the complementary set $Q^{(n)}$, and let $\psi_{n}(z)$ be the Poisson integral of the function equal to 0 in $P^{(n)}$ and to $u\left(\rho_{n} e^{i \theta}\right)$ in $Q^{(n)}$. Thus

$$
u\left(\rho_{n} z\right)=\phi_{n}(z)+\psi_{n}(z) \quad(|z|<1) .
$$

Since $\left|\phi_{n}\right| \leqslant 1$ for all $n$, the $\phi_{n}$ are equi-continuous in each circle $|z| \leqslant 1-\epsilon . \dagger$ It + Our hypotheses imply that in the formula

$$
\phi_{n}\left(\rho e^{i \theta}\right)=\sum_{-\infty}^{+\infty} c_{k}^{(n)} e^{(k \theta} \rho^{|k|}
$$

the c's are numerically not greater than 1 , so that $\partial \phi_{n} / \partial \rho$ and $\partial \phi_{n} / \partial \theta$ are uniformly bounded-and $a$ fortiori the $\phi_{n}$ are equicontinuous-for $\rho \leqslant 1-\epsilon$.
follows that there is a subsequence $\left\{\phi_{n_{k}}(z)\right\}$ converging uniformly in each circle $|z| \leqslant 1-\varepsilon$ to a harmonic limit $\phi(z)(|z|<1)$. By (1.5), $\left\{\psi_{n_{k}}(z)\right\}$ also converges to a harmonic limit $\psi(z)$, and we have a decomposition

$$
u(z)=\phi(z)+\psi(z)
$$

Since $|\phi| \leqslant 1, \phi$ has a non-tangential limit at almost all points of $C$, and it remains to show that $\psi$ has a non-tangential limit at almost all points of $\Pi$, where $\Pi$ denotes the set of points $e^{i \theta}, \theta \in P$. More precisely, we show that this limit is 0 almost everywhere in $\Pi$. (Observe that all $\psi_{n}$ are 0 on $\Pi$.)

This will be established if we prove the existence of a positive function $\chi(z)$ which majorizes $|\psi|$ in $V$, and which tends non-tangentially to 0 at almost all points of $\Pi$. For let $\theta_{0}$ be a point of density of $P$ such that $\chi$ has a non-tangential limit 0 at $e^{i \theta_{0}}$. Consider any fixed triangular neighbourhood $N$ of $e^{i \theta_{0}}$. Since $\theta_{0}$ is a point of density for $P$, the union of all $T_{1}(\theta)$ with $\theta$ in $P$ and sufficiently close to $\theta_{0}$ contains all points of $N$ which are sufficiently close to $e^{i \theta_{0}}$. Hence $|\psi(z)| \leqslant \chi(z)$ near $e^{i \theta_{0}}$ in $N$, and since $\chi(z)$ tends to 0 as $z$ in $N$ approaches $e^{i \theta_{0}}$, the same holds for $\psi(z)$. It follows that $\psi$ has a non-tangential limit 0 at $e^{i \theta_{0}}$.

To construct the required $\chi$, we denote by $\chi_{1}(z)$ the Poisson integral of the characteristic function of the set $Q$ complementary to $P$, and consider the positive harmonic function

$$
\chi_{2}(z)=P(r, x)+\chi_{1}(z) \quad\left(z=r e^{i x}\right),
$$

where $P(r, x)$ is the Poisson kernel. Clearly $\chi_{2}$ has a non-tangential limit 0 at almost all points of II. We assert that at each point $z_{0}$ of the boundary $B$ of $V$ which is not on $|z|=1$ the function $\chi_{2}$ stays above a fixed positive number depending onlyon our (standard) neighbourhood T.

This is obvious if $\left|z_{0}\right|=1-\frac{1}{2} \delta_{0}$, since $\chi_{2}(z)>P(r, x) \dagger$. Suppose now that $z_{0}$ is in the ring $1-\frac{1}{2} \delta_{0}<|z|<1$. For any $z$ in the ring, we call the largest (open) arc ( $\alpha, \beta$ ) such that $z$ is in $T(\theta)$ for all $\theta$ in $(\alpha, \beta)$ the arc associated with $z$. The geometric interpretation of the Poisson integral of the characteristic function of ( $\alpha, \beta$ ) (see Chapter III, ( $8 \cdot 18$ )) shows that the value of this integral at $z$ exceeds a fixed positive number which depends only on $T$. But if $z=z_{0}$ is on $B$, the associated arc ( $\alpha, \beta$ ) is contained in $Q$, and $\chi_{\mathbf{s}}\left(z_{0}\right)$ is not less than the Poisson integral of the characteristic function of $(\alpha, \beta)$. This completes the proof of the assertion.

Next we show that $\left|\psi_{n}(z)\right| \leqslant 2$ on $B$. (Observe that $\psi_{n}$ is continuous and vanishes on $\Pi$.) It is enough to prove that $\left|\psi_{n}(z)\right| \leqslant 2$ in $V$. If $z_{0}$ is in $V, z_{0}$ is in some $T_{1}\left(\theta_{0}\right)$, $\theta_{0} \in P$, and, since

$$
\rho_{n}>1-\frac{1}{2} \delta_{0}>\frac{1-\delta_{0}}{1-\frac{1}{2} \delta_{0}}
$$

$\rho_{n} z_{0}$ is in $T\left(\theta_{0}\right)$, which, in view of (1.5) and $\left|\phi_{n}\right| \leqslant 1$, gives $\left|\psi_{n}\left(z_{0}\right)\right| \leqslant 2$.
Hence $\chi_{\mathbf{z}}$ stays away from 0 on $B-\Pi$, while the $\psi_{n}$ are uniformly bounded there. There exists therefore an $M>0$ such that $M \chi_{2} \pm \psi_{n} \geqslant 0$ on $B-\Pi$. If $z$ in $V$ tends to s point of $\Pi$, we have

$$
\liminf \left\{M \chi_{\mathbf{z}} \pm \psi_{n}\right\}=\liminf M \chi_{2} \geqslant 0
$$

[^33]and the maximum principle for harmonic functions shows that $M \chi_{2} \pm \psi_{n} \geqslant 0$, that is, $\left|\psi_{n}\right| \leqslant M \chi_{2}$, in $V$. Finally, making $n \rightarrow \infty$, we get
$$
|\psi(z)| \leqslant M \chi_{2}(z) \quad \text { in } V
$$

Hence $\chi=M \chi_{2}$ has the required properties and the second proof of $(1 \cdot 1)$ is completed.
Theorem ( $1 \cdot 1$ ) holds if $u(z)$ is a function regular in $|z|<1$. For we may either apply ( $1 \cdot 1$ ) to the real and imaginary parts of $u$, which are harmonic functions, or repeat the first proof with $u$ regular. In the latter case, the argument works even if $u(z)$ is meromorphic in $|z|<1$ (that is, with poles as its only singularities there). We briefly recapitulate the proof. Arguing as before we reach the stage when $\theta$ is confined to a closed set $P$, and there are positive numbers $\delta$ and $\eta$ independent of $\theta$ such that $u$ is uniformly bounded at all the points of $\Omega_{\delta}(\theta), \theta \in P$, which are distant from $e^{i \theta}$ by not more than $\eta$. We can no longer assert the boundedness of $u$ in the whole of $\Omega_{\delta}(\theta)$. It follows that the singularities of $u$ in the domain $U$ defined by (1-3) have a distance from II exceeding a fixed positive number, and so are situated in a circle $|z| \leqslant 1-\epsilon$. Since $u$ is meromorphic, we can have at most a finite number of such singularities, and multiplying $u$ by a suitable polynomial we obtain a function $u_{1}(z)$ regular and bounded in $U$. Considering the function $u_{1}^{*}(\zeta)=u_{1}(\phi(\zeta))$ of (1-4), we see that $u_{1}(z)$ has a non tangential limit almost everywhere in $\Pi$, and the same holds for $u(z)$.

We have implicitly proved the following theorem:
(1.9) Theorem. If a function $u(z)$ meromorphic (in particular, regular) for $|z|<1$ has a non-tangential limit zero in a set of positive measure on $|z|=1$, then $u(z) \equiv 0$.

For we may suppose that our set $P$ is of positive measure. The function $u_{1}^{*}(\zeta)$ is then regular and bounded in $|\zeta|<1$ and has non-tangential limit zero in a set of positive measure on $|\zeta|=1$. Hence $u_{1}^{*}(\zeta) \equiv 0$ (Chapter VII, (7-25)), $u(z) \equiv 0$.

Corollary. If two functions $u_{1}$ and $u_{2}$, meromorphic in $|z|<1$, have the same nontangential limits in a set of positive measure on $|z|=1$, then $u_{1} \equiv u_{2}$.

Theorem ( 1.9 ) easily leads to a more general result.
We shall say that a function $u(z)$, meromorphic in $|z|<1$, behaves restrictedly at $\theta_{0}$ if there exists a triangular neighbourhood $T\left(\theta_{0}\right)$ such that $u\left(T\left(\theta_{0}\right)\right)$ is not dense in the whole plane, i.e. is wholly situated outside a certain circle. Otherwise we shall say that $u$ behaves unrestrictedly at $\theta_{0}$.
(1-10) Theorem. Let $E \subset(0,2 \pi)$ be a set of points at which a meromorphic function $u(z),|z|<1$, behaves restrictedly. Then at almost all points $\theta_{0} \in E$ the function $u$ has a finite non-tangential limit.

Thus at almost all $\theta \in(0,2 \pi)$ there are only two possibilities: either $u$ has a finite non-tangential limit there or else $u(T(\theta))$ is dense in the complex plane for every $T(\theta)$.

The proof is immediate. With every $\theta \in E$ we can associate a $T(\theta)$ and a circle $|\zeta-\alpha|<\rho$ such that $u(T(\theta))$ has no point in common with the circle. Taking $\alpha, \rho$ rational we may, by splitting $E$ into a denumerable family of subsets, suppose that $\alpha$ and $\rho$ remain unchanged throughout $E$. The meromorphic function

$$
1 /\{u(z)-\alpha\}
$$

is therefore bounded in some $T(\theta)$, for each $\theta \in E$, and so has a non-tangential limit
almost everywhere in $E$. By ( 1.9 ), this limit is distinct from zero, and so the nontangential limit of $u(z)$ exists and is finite, at almost all points of $E$.

The following special cases of ( $1 \cdot 10$ ) deserve separate mention:
(i) No meromorphic (in particular, rogular) function in $|z|<1$ can have an infinite non-tangential limit on $|z|=1$ in a set of positive measure. (This also follows from (1-9): consider $1 / u(z)$.) The same holds for harmonic functions.
(ii) If a harmonic function has a non-tangential limit in a set $E$ of positive measure, the conjugate harmonic function has a non-tangential limit almost everywhere in $E$.
(1-11) Theorem. Let $f_{1}(z)$ and $f_{2}(z)$ be regular in the rectangles $-a<x<a, 0<y<b$ and $-a<x<a, 0>y>-b$ respectively. If $f_{1}(z)-f_{2}(\bar{z})$ has a non-tangential limit as $z$ approaches non-tangentially, say from the upper half-plane, any point of a set $E$ situated on the interval $(-a, a)$ of the real axis, then both $f_{1}(z)$ and $f_{2}(z)$ have non-tangential limits at almost all points of $E$.

Let $f_{1}=u_{1}+i v_{1}, f_{2}=u_{2}+i v_{2}, y>0$; the hypothesis is that the harmonic functions $u_{1}(x, y)-u_{2}(x,-y), v_{1}(x, y)-v_{2}(x,-y)$ have non-tangential limits at $E$. It follows that the conjugate harmonic functions $v_{1}\left(x_{y} y\right)+v_{2}(x,-y),-u_{1}(x, y)-u_{2}(x,-y)$ have non-tangential limits at almost all points of $E$, and hence the same holds for $u_{1}(x, y)$, $v_{1}(x, y), u_{2}(x,-y), v_{2}(x,-y)$.

The result which follows shows that for functions harmonic or analytic in $|z|<1$ the radial behaviour may be totally different from the non-tangential behaviour.
(1-12) Theorem. Let $g(z)$ be any function continuous in $|z|<1$, and $E$ any set of the first category on $|z|=1$. Then there is a function $f(z)$ regular in $|z|<1$ and such that along each radius terminating in $E$

$$
\lim _{r \rightarrow 1}\left\{f\left(r e^{i x}\right)-g\left(r e^{i x}\right)\right\}=0
$$

The proof is based on the approximation of continuous functions by polynomials and will not be given here. Since $E$ can be of measure $2 \pi$, the theorem shows that, from the point of view of radial behaviour almost everywhere in $|z|<1$, there is no difference between functions which are regular and functions which are merely continuous. The following special cases may be mentioned: (a) A function $f$ (regular in $|z|<1$ ) may tend to 0 along almost every radius without vanishing identically. (b) $f$ may be bounded along almost every radius (of course not uniformly) and have a limit only on a set of radii of measure 0 . (c) The real part of $f$ may be bounded and the imaginary part unbounded along almost every radius.
(1-13) Theorem. If

$$
u(z)=u(r, x)=\sum_{0}^{\infty} A_{k}(x) r^{k}
$$

harmonic in $|z|<1$, satisfies for a given $(\alpha, \beta)$

$$
\begin{gather*}
\int_{\alpha}^{\beta}|u(r, x)| d x \leqslant M<\infty \quad(0 \leqslant r<1) \\
u(z)=\phi(z)+\psi(z)
\end{gather*}
$$

then
where $\phi(z)$ is a Poisson-Stieltjes integral and $\psi(z)$ tends uniformly to 0 in every interval $(\alpha+\epsilon, \beta-\epsilon)(\epsilon>0)$ as $r \rightarrow 1$. In particular, $u(z)$ has a non-tangential limit almost everywhere on ( $\alpha, \beta$ ).

The proof resembles the second proof of ( $1 \cdot 1$ ) but is easier.
Let $r_{n}=1-1 / n, n=2,3, \ldots$, and let $\phi_{n}\left(e^{i x}\right)$ be the function equal to $u\left(r_{n} e^{i x}\right)$ in $\alpha \leqslant x \leqslant \beta$ and to 0 elsewhere; and $\psi_{n}\left(e^{i x}\right)$ the function equal to 0 in $\alpha \leqslant x \leqslant \beta$ and to $u\left(r_{n} e^{i x}\right)$ elsewhere. If $\phi_{n}(z)$ and $\psi_{n}(z)$ are the Poisson integrals of $\phi_{n}\left(e^{i x}\right)$ and $\psi_{n}\left(e^{i x}\right)$, then

$$
u\left(r_{n} z\right)=\phi_{n}(z)+\psi_{n}(z)
$$

Since, by (1-15), $\mathbb{P}\left[\phi_{n}\left(e^{i x}\right)\right] \leqslant M$, the Fourier coefficients of the $\phi_{n}\left(e^{i x}\right)$ are uniformly bounded, the functions $\phi_{n}(z)$ are equicontinuous in every circle $|z| \leqslant 1-\epsilon$, and we can find a sequence $\left\{\phi_{n_{k}}(z)\right\}$ converging in $|z|<1$ to a harmonic $\phi(z)$. By ( $1 \cdot 17$ ), $\left\{\psi_{n_{k}}(z)\right\}$ converges in $|z|<1$ to a harmonic $\psi(z)$, and we have $u(z)=\phi(z)+\psi(z)$. We will show that $\phi$ and $\psi$ have the required properties.
Since $\mathscr{P}\left[\phi_{n}\left(e^{i x}\right)\right] \leqslant M$, we have $\mathbb{M}\left[\phi_{n}\left(r e^{i x}\right)\right] \leqslant M$ for $r<1$. Making $n=n_{k} \rightarrow \infty$, we obtain $\mathbb{M}\left[\phi\left(r e^{i x}\right)\right] \leqslant M$ for $r<1$. By Chapter IV, (6.5), $\phi(z)$ is a Poisson-Stieltjes integral (of a function constant in the complement of ( $\alpha, \beta$ )).

Let $\alpha<\alpha^{\prime}<\alpha^{\prime \prime}<\beta^{\prime \prime}<\beta^{\prime}<\beta$, and let $S, S^{\prime}, S^{\prime \prime}$ be central sectors of $|z|<1$ supported respectively by the arcs $(\alpha, \beta),\left(\alpha^{\prime}, \beta^{\prime}\right),\left(\alpha^{\prime \prime}, \beta^{\prime \prime}\right)$; we include in the sectors the terminal radii but exclude the arcs on $|z|=1$. Let $P(r, x)$ be the Poisson kernel. If we show that, for $z \in S^{\prime}$ and $A$ large enough,

$$
|\psi(z)| \leqslant A\left[P\left(r, x-\alpha^{\prime}\right)+P\left(r, x-\beta^{\prime}\right)\right]
$$

it will follow that $\psi(z) \rightarrow 0$ for $z \in S^{\prime \prime}$ and $r \rightarrow 1$, and the theorem will be proved. It is enough to show that

$$
\left|\psi_{n}(z)\right| \leqslant A\left[P\left(r, x-x^{\prime}\right)+P\left(r, x-\beta^{\prime}\right)\right] \quad \text { for } \quad z \in S^{\prime}
$$

with $A$ independent of $n$, and then make $n=n_{k} \rightarrow \infty$.
First we show that if $z \in S^{\prime}$ then

$$
\psi_{n}(z)=O\{1 /(1-r)\}, \quad \text { uniformly in } n .
$$

This will follow from (1-17) if we prove the same for $\phi_{n}(z)$ and $u\left(r_{n} z\right)$. For $\phi_{n}(z)$, the result is obvious (for all $x$ ) since the Fourier coefficients of $\phi_{n}\left(e^{i x}\right)$ are uniformly bounded. As to $u$, observe that if we multiply (1-15) by $r$ and integrate over $1-2 \delta \leqslant r \leqslant 1$ we obtain

$$
\int_{a}^{\beta} \int_{1-2 \delta}^{1}|u(r, x)| r d r d x \leqslant 2 M \delta
$$

Suppose now that $z_{0} \in S^{\prime}$ and write $\left|z_{0}\right|=1-\delta$. If $\delta$ is so small that the disk $\left|z-z_{0}\right|<\delta$ is in $S$, then, $\dagger$ denoting by $d \sigma$ the element of area and using (1.20),

$$
\left|u\left(z_{0}\right)\right| \leqslant \frac{1}{\pi \delta^{2}} \iint_{\left|z-z_{0}\right|<\delta}|u| d \sigma \leqslant \frac{1}{\pi \delta^{2}} 2 M \delta \leqslant \frac{M}{1-\left|z_{0}\right|}
$$

Hence, with a suitable $M^{\prime},\left|u\left(z_{0}\right)\right| \leqslant M^{\prime} /\left(1-\left|z_{0}\right|\right)$ for all $z_{0} \in S^{\prime}$. It follows that $\left|u\left(r_{n} z_{0}\right)\right| \leqslant M^{\prime} /\left(1-\left|r_{n} z_{0}\right|\right) \leqslant M^{\prime} \mid\left(1-\left|z_{0}\right|\right)$ for $z_{0} \in S^{\prime}$, and (1-19) is established.

We can now prove ( $1 \cdot 13$ ). If $0 \leqslant r<1$, and $z=r e^{i x}$ is on either of the radii bounding $S^{\prime}$, then $\psi_{n}(z)$ satisfies $(1 \cdot 19)$, and the sum in square brackets in (1-18) is at least $\frac{1}{2}+r+r^{2}+\ldots>1 / 2(1-r)$. It follows that $(1 \cdot 18)$ holds for such $z$ if $A$ is large enough.

[^34]If $z$ approaches, from $S^{\prime}$, any point of the circular arc bounding $S^{\prime}$, then $\phi_{\boldsymbol{n}}(z) \rightarrow 0$ (observe that $\psi_{n}\left(e^{i l}\right)=0$ on $(\alpha, \beta)$ ) and $\liminf \left\{P\left(r, x-\alpha^{\prime}\right)+P\left(r, x-\beta^{\prime}\right)\right\} \geqslant 0$. By the maximum principle for harmonic functions (compare a similar argument in the second proof of ( $1 \cdot 1$ )) we have ( $1 \cdot 18$ ), and ( $1 \cdot 13$ ) is established.
The preceding argument shows that if we replace (1-15) by

$$
\mathfrak{M}\left[u\left(r^{\prime}, x\right)-u\left(r^{\prime \prime}, x\right) ; \alpha, \beta\right] \rightarrow 0 \quad\left(r^{\prime}, r^{\prime \prime} \rightarrow 1\right)
$$

then the $\phi$ in (1-16) is the Poisson integral of a function $f$ vanishing outside $(\alpha, \beta)$. The conclusion holds if instead of (1-15) we have $9 \mathfrak{R}_{p}[u ; \alpha, \beta]=O(1)$ for some $p>1$; $f$ is then in $\mathrm{I}^{p}$. If $u\left(r e^{i x}\right)$ is bounded for $\alpha \leqslant x \leqslant \beta, r<1, \phi(z)$ is bounded in $|z|<1$.

In the remainder of the section we consider the problem of the convergence of a sequence of functions regular in $|z|<1$.
(1-21) Theorem. Let $F_{1}(z), F_{2}(z), \ldots$ be regular in $|z|<1$ and satisfy

$$
\begin{equation*}
\int_{0}^{2 \pi} \log ^{+}\left|F_{n}\left(\rho e^{i x}\right)\right| d x \leqslant M<\infty \quad(0 \leqslant \rho<1 ; n=1,2, \ldots) \tag{1-22}
\end{equation*}
$$

Then, if the boundary values $F_{n}\left(e^{i x}\right)$ converge on a set of positive measure, the sequence $\left\{F_{n}(z)\right\}$ converges uniformly in every circle $|z|<1-\epsilon(\epsilon>0)$.

In view of (1-22), $F_{n}\left(e^{i x}\right)=\lim F_{n}\left(r e^{i x}\right)$ exists almost everywhere (Chapter VII, (7-25)). Hence, for each $n$, we can find a set $Z_{n} \subset(0,2 \pi)$ of measure arbitrarily small, such that $F_{n}\left(r e^{i x}\right)$ is bounded on the set of radii terminating outside $Z_{n}$. By the theorem of Egorov, $\left\{F_{n}\left(e^{i x}\right)\right\}$ converges uniformly over subsets of $E$ of measure arbitrarily close to $|E|$. Hence, choosing the $Z_{n}$ so that $\Sigma\left|Z_{n}\right|<\frac{1}{2}|E|$, we deduce the existence of a set $\mathscr{E} \subset E,|\mathscr{E}|>0$, with the following properties
(i) $\left\{F_{n}\left(e^{i x}\right)\right\}$ converges uniformly on $\mathscr{E}$;
(ii) For each $n, F_{n}\left(r e^{i x}\right)$ is bounded for $0 \leqslant r<1, x \in \mathscr{E}$.

Fix $m, n$, and write $F_{m, n}=F_{m}-F_{n}, \mu_{m, n}=\sup \left|F_{m, n}\left(e^{\dot{d}}\right)\right|$ for $t \in \mathscr{E}$. Since for $r<R<1$ we have

$$
\begin{equation*}
\log \left|F_{m, n}\left(r e^{i x}\right)\right| \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} \log \left|F_{m, n}\left(R e^{i t}\right)\right| P\left(\frac{r}{R}, t-x\right) d t \tag{1-23}
\end{equation*}
$$

(Chapter VII, (7.11)), and since (1-22) implies

$$
\int_{0}^{2 \pi} \log ^{+}\left|F_{m, n}\left(\rho e^{i t}\right)\right| d t \leqslant M^{\prime}<\infty \quad(0 \leqslant \rho<1)
$$

where $M^{\prime}$ is independent of $m, n$, splitting the integral ( $1 \cdot 23$ ) into two, one extended over $\mathscr{E}$ and the other over $(0,2 \pi)-\mathscr{E}$, we have

$$
\log \left|F_{m, n}\left(r e^{i x}\right)\right| \leqslant \frac{1}{\pi} \int_{2} \log \left|F_{m, n}\left(R e^{i t}\right)\right| P\left(\frac{r}{R}, t-x\right) d t+\frac{M^{\prime}}{\pi} \cdot \frac{1}{1-r / R}
$$

By (ii), $\log \left|F_{m, n}\left(R e^{i u}\right)\right|$ is bounded above on $\mathscr{E}$. Hence making $R \rightarrow 1$ we obtain

$$
\begin{equation*}
\log \left|F_{m, n}\left(r e^{i x}\right)\right| \leqslant \log \mu_{m, n} \cdot \frac{1}{\pi} \int_{8} P(r, t-x) d t+\frac{M^{\prime}}{\pi} \cdot \frac{1}{1-r} \tag{1.24}
\end{equation*}
$$

If $r \leqslant 1-\epsilon$, the last term is bounded. If $m$ and $n$ tend to $\infty$, the preceding term tends to $-\infty$, since the co-factor of $\log \mu_{m, n}$, the Poisson integral of the characteristic function of $\mathscr{E}$, is bounded away from 0 for $r \leqslant 1-\epsilon$. Hence $F_{m, n}\left(r e^{i x}\right) \rightarrow 0$ and (1-21) is established.

Condition (1-22) is satisfied if the $F_{n}(z)$ are uniformly bounded in $|z|<1$. In this case the theorem may be strengthened as follows.
(1-25) Treorem. If $F_{n}(z)(n=1,2, \ldots)$ are regular and uniformly bounded in $|z|<1$, and if $\left\{F_{n}\left(e^{i x}\right)\right\}$ converges at every point of $a$ set $E,|E|>0$, then almost all points $x_{0}$ of $E$ have the property that $\left\{F_{n}(z)\right\}$ converges uniformly in $\Omega_{\sigma}\left(x_{0}\right)$ for all $\sigma<1$.

We may suppose that $\left|F_{n}(z)\right| \leqslant \frac{1}{2}$ for all $n$, so that $\left|F_{m, n}\right|=\left|F_{m}-F_{n}\right| \leqslant 1$. Let $\mathscr{E}$, $|\mathscr{E}|>0$, be a subset of $E$ on which $\left\{F_{n}\left(e^{i x}\right)\right\}$ converges uniformly, and let $m, n$ be so large that the upper bound of $\left|F_{m, n}\left(e^{i d}\right)\right|$ on $\mathscr{E}$ is less than $\eta<1$. Then, making $R \rightarrow 1$ in (1-23), we have

$$
\log \left|F_{m, n}\left(r e^{i x}\right)\right| \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} \log \left|F_{m, n}\left(e^{i t}\right)\right| P(r, t-x) d t \leqslant-\log \frac{1}{\eta} \cdot \frac{1}{\pi} \int_{0} P(r, t-x) d t .
$$

The last factor, the Poisson integral of the characteristic function of $\mathcal{E}$, tends to 1 at every point of density $x_{0}$ of $\mathscr{E}$ as $z$ tends to $e^{i x_{0}}$ through $\Omega_{\sigma}\left(x_{0}\right)$ (Chapter III, (7.6)). Hence, if $z \in \Omega_{\sigma}\left(x_{0}\right)$ the integral stays above a positive quantity and $F_{m, n}(z)$ tends uniformly to 0 as $m, n \rightarrow \infty$. This completes the proof of (1-25).

Remark. Let $\mathscr{E}^{\prime}$ be a subset of $\mathscr{E}$ in which the density of $\mathscr{E}$ is uniformly 1 (that is, the density of $\mathscr{E}$ in ( $x_{0}-h, x_{0}+h$ ) tends to 1 as $h \rightarrow 0$, uniformly in $x_{0} \in \mathscr{E}^{\prime}$ ). The preceding argument shows that $\left\{F_{n}(z)\right\}$ converges uniformly in the union of all $\Omega_{\sigma}\left(x_{0}\right)$, $x_{0} \in \mathscr{E}^{\prime}$, for a fixed $\sigma<1$. The measure of $\mathscr{E}^{\circ}-\mathscr{E}^{\prime}$, and so also that of $E-\mathscr{E}^{\prime}$, can be arbitrarily small.

## 2. The function $8(\theta)$

Let $C, C_{8}, D, \Omega_{8}(\theta)$ have the same meanings as in the preceding section.
For any function

$$
F(z)=F(x+i y)=F\left(r e^{i}\right)
$$

regular in $D$, consider the integral

$$
s(\theta)=s_{\delta}(\theta, F)=\left\{\int_{\Omega_{(\theta)}}\left|F^{\prime}(z)\right|^{2} d \sigma\right\}^{1} \quad(d \sigma=d x d y) .
$$

It is a non-negative, possibly infinite, function defined for $0 \leqslant \theta \leqslant 2 \pi$, and $s^{2}(\theta)$ is the area of the image of $\Omega(\theta)$ by $F$. For the finiteness of $g(\theta)$ only the part of $\Omega(\theta)$ situated in an arbitrarily small neighbourhood of $e^{i \theta}$ is relevant. The main result of this section will be that at almost all points $\theta$ the finiteness of $s(\theta)$ is equivalent to the existence of the non-tangential limit of $\boldsymbol{F}$. More procisely,
(2-2) Theorem. (i) If $F(z)$ has a non-tangential limit in a set $E \subset(0,2 \pi)$, then $8(\theta)$ is finite at almost all points of $E$ for every $\delta<1$.
(ii) Conversely, if for every $\theta \in E$ there is $a \delta=\delta(\theta)$ such that $s_{\delta}(\theta)<\infty$, then $F(z)$ has a non-tangential limit at almost all points of $E$.

For the proof of (i) we need the following result:
(2.3) Lemma. Suppose that $F(z)=\Sigma c_{m} z^{m}$ is of class $\mathrm{H}^{2}$. Then for any fixed $\delta<1$,

$$
\int_{0}^{2 \pi} 8_{\delta}^{2}(\theta) d \theta \leqslant A_{\delta} \Sigma\left|c_{m}\right|^{2}
$$

In particular, for almost all $\theta, s_{\boldsymbol{d}}(\theta)$ is finite for every $\delta<1$.

Here and hereafter $A_{\delta}$ denotes a constant depending only on $\delta$.
Let $\chi_{\theta}(z)$ be the characteristic function of the set $\Omega(\theta)$. The left-hand side of (2.4) is

$$
\int_{0}^{2 \pi} d \theta \int_{|z|<1}\left|F^{\prime}(z)\right|^{2} \chi_{\theta}(z) d \sigma=\int_{|\varepsilon|<1}\left|F^{\prime}(z)\right|^{2}\left\{\int_{0}^{2 \pi} \chi_{\theta}(z) d \theta\right\} d \sigma .
$$

We fix $z$, and consider $\chi_{\theta}(z)$ as a function of $\theta$. We denote the integral in curly brackets by $I(z)$, and distinguish the two cases

$$
\text { (a) }|z|<\delta, \quad \text { (b) }|z| \geqslant \delta .
$$

In case $(a), \chi_{\theta}(z)=1$ for all $\theta$, and $I(z)=2 \pi$.
In case (b), $\chi_{\theta}(z)=0$, except for the $\theta$ 's on an arc $\gamma$ of $C$ cut out by the angle opposite to the one formed by the tangents from $z$ to $C_{\delta} . \mathrm{As}|z| \rightarrow 1$, the length of $\gamma$ is asymptotically proportional to $1-|z|$. It follows that the length of $\gamma$ is always contained between two fixed multiples (depending on $\delta$ ) of $1-|z|$. Hence

$$
I(z) \leqslant A_{\delta}(1-|z|),
$$

an inequality which holds also in case (a).
Thus the right-hand side of $(2 \cdot 5)$ does not exceed $A_{8}$ times

$$
\begin{align*}
\int_{|\varepsilon|<1}(1-r)\left|F^{\prime}(z)\right|^{2} d \sigma & =\int_{0}^{1} \int_{0}^{2 \pi}(1-r)\left|F^{\prime}\left(r e^{i t}\right)\right|^{2} r d r d t \\
& =2 \pi \int_{0}^{1}(1-r) \Sigma m^{2}\left|c_{m}\right|^{2} r^{2 m-1} d r \\
& =2 \pi \Sigma m^{2}\left|c_{m}\right|^{2} \int_{0}^{1}(1-r) r^{2 m-1} d r \\
& =2 \pi \sum_{1}^{\infty} \frac{m^{2}}{2 m(2 m+1)}\left|c_{m}\right|^{2} \\
& \leqslant 2 \pi \Sigma\left|c_{m}\right|^{2}
\end{align*}
$$

and (2.3) is established.
Remarks. (a) Since $2 m(2 m+1) \leqslant 2 m .3 m=6 m^{2}$, the left-hand side of (2.7) is not less than a fixed multiple of the right, and so is finite if and only if $F \in \mathrm{H}^{\mathbf{2}}$.
(b) Let

$$
S(r)=S(r, F)=\int_{|\varepsilon|<r}\left|F^{\prime}(z)\right|^{2} d \sigma
$$

be the area of the image of the circle $|z| \leqslant r$ by $F$. Changing the order of integration we get

$$
\int_{0}^{1} S(r) d r=\int_{|z|<1}(1-r)\left|F^{\prime}(z)\right|^{2} d \sigma
$$

and so the integral on the left is finite if and only if $\boldsymbol{F} \in \mathrm{H}^{2}$.
(c) In view of our observation about the length of $\gamma$, the inequality opposite to $(2 \cdot 6)$ is also true. Since the special nature of $F$ is irrelevant for the validity of (2.5) we have implicitly arrived at the following result, which will be used later.
(2-9) Lemma. For any function $G(z)$ non-negative in $D\left(G_{\neq 0}\right)$, the ratio

$$
\int_{0}^{2 \pi} d \theta \int_{\Omega_{\theta(\theta)}} G(z) d \sigma / \int_{|\varepsilon|<1}(1-r) G(z) d \sigma
$$

is contained between two positive constants depending on $\delta$ only.

Returning to (2-2) (i), it is enough to prove it for a fixed $\delta<1$. The result will follow if we show that we have $s(t)<\infty$ for almost all $t \in H$, where $H$ is the set of all $t$ such that $F$ is bounded in $\Omega(t)$. Clearly $H=H_{1}+H_{2}+\ldots$, where $H_{n}$ consists of all $t$ 's such that $|F| \leqslant n$ in $\Omega(t)$. The sets $H_{n}$ are closed and it is enough to show that $s(t)<\infty$ almost everywhere in each $H_{n}$.

We fix $n$ and write $H_{n}=P$. Let $U$ be the union of all $\Omega(t)$ with $t$ in $P$; this set was already considered in the preceding section. Let $z=\phi(\zeta), \zeta=\xi+i \eta$, map the circle $D(|\zeta|<1)$ conformally onto $U$. Then

$$
\Phi(\zeta)=F(\phi(\zeta))
$$

is regular and bounded for $|\zeta|<1$. Hence, by $(2 \cdot 3), s_{8}(\theta, \Phi)$ is finite for almost all $\theta$ and all $\delta<1$.

Let $z^{*}=e^{i 0^{\circ}}$ be the general point of $\Pi$, and let $z^{*}=\phi\left(\zeta^{*}\right), \zeta^{*}=e^{i \theta^{\circ}}$. Almost all points $z^{*}$ have the following properties:
(a) The boundary $B$ of $U$ has a tangent at $z^{*}$, and so the mapping $z=\phi(\zeta)$ is conformal at $\zeta^{*}$ (Chapter VII, (10.13));
(b) $s_{\eta}\left(\theta^{*}, \Phi\right)<\infty$ for all $\eta<1$.

It is enough to show that, for every $z^{*}=e^{u^{\bullet}}$ satisfying (a) and (b), we have $s\left(t^{*}, F\right)<\infty$. Now, if $\bar{\Omega}$ is the set of the $\zeta$ mapped by the function $z=\phi(\zeta)$ onto $\Omega\left(t^{*}\right)$, we have

$$
\int_{\bar{\Omega}}\left|\Phi^{\prime}(\zeta)\right|^{2} d \xi d \eta=\int_{\Omega(\bullet)}\left|\frac{d}{d z} \Phi(\zeta) \cdot \frac{d z}{d \zeta}\right|^{2}\left|\frac{d \zeta}{\left\lvert\, \frac{d z}{2}\right.}\right|^{2} d x d y=\int_{\Omega(\bullet \cdot)}\left|F^{\prime}(z)\right|^{2} d x d y
$$

The left-hand side here is finite, since the part of $\bar{\Omega}$ which is in a small neighbourhood of $\zeta=\zeta^{*}=e^{i \theta^{*}}$ is contained in $\Omega_{\eta}\left(\theta^{*}\right)$, provided $\eta>\delta$ (condition (a)), and since $s_{\eta}\left(\theta^{*}, \Phi\right)<\infty$ (condition (b)). Hence also the right-hand side is finite, and the proof of $(2 \cdot 2)(i)$ is completed.

Passing to part (ii), let $E$ be the set of all $t$ such that $s_{8}(t, F)$ is finite for some $\delta=\delta(t)>0$. Then $E=E_{\mathrm{z}}+E_{\mathrm{y}}+\ldots$, where $E_{n}$ consists of the $t$ such that $s_{1 / n}(t, F) \leqslant n$. We fix $n$ and write $E_{n}=P$. It is enough to show that $F$ has a non-tangential limit at almost all points of $P$.

By Fatou's lemma (Chapter I, (11-2)), the set $P$ is closed. We consider once more the union $U$ of all $\Omega_{1 / n}(t), t \in P$, and a function $z=\phi(\zeta)$ mapping conformally $D(|\zeta|<1)$ onto $U$. This time, however, we take a special $\phi$, with $\phi(0)=0$. Since $|\phi(\zeta)|<1$, Schwarz's lemma $\dagger$ gives $\quad|\phi(\zeta)| \leqslant|\zeta|$.
If we show that the function $\Phi(\zeta)=F(\phi(\zeta))$ has a non-tangential limit at almost all points $\theta$, an argument already used (in the proof of (1-1)) will show that $F$ has a nontangential limit at almost all points of $P$.

It is enough to show that $\Phi \in \mathrm{H}^{2}$ or, what is the same thing, by Remark (b) on p. 208, that

$$
\int_{0}^{1} S(r, \Phi) d r<\infty .
$$

Let $U(r)$ be the part of $U$ situated in the circle $|z| \leqslant r$, and let $U_{*}(r)$ be the image under $z=\phi(\zeta)$ of the circle $|\zeta| \leqslant r$. The inequality (2.11) implies that

$$
U_{*}(r) \subset U(r) .
$$

[^35]Let $\chi(z)$ denote the characteristic function of $U$. Then
and, by (2.9),

$$
\begin{aligned}
S(r, \Phi) & =\int_{|\zeta|<r}\left|\Phi^{\prime}(\zeta)\right|^{2} d \sigma=\int_{U_{0}(r)}\left|F^{\prime}(z)\right|^{2} d \sigma \\
& \leqslant \int_{U(r)}\left|F^{\prime}\right|^{2} d \sigma=\int_{|\approx|<r}\left|F^{\prime}\right|^{2} \chi d \sigma
\end{aligned}
$$

$$
\begin{aligned}
\int_{0}^{1} S(r, \Phi) d r & \leqslant \int_{\mid=1<1}(1-r)\left|F^{\prime}\left(r e^{u}\right)\right|^{2} \chi\left(r e^{u}\right) d \sigma \\
& \leqslant A_{8} \int_{0}^{2 \pi} d t \int_{\Omega(t)}\left|F^{\prime}\right|^{2} \chi d \sigma .
\end{aligned}
$$

It is therefore enough to show that the inner integral on the right is bounded as a function of $t$.

This is clear if $t \in P$, since the integral is then $s^{2}(t, F) \leqslant n^{2}$. Suppose now that $t$ is on an interval ( $\alpha_{k}, \beta_{k}$ ) contiguous to $P$. It is geometrically immediate that $\Omega(t)$ is then contained in the union of $\Omega\left(\alpha_{k}\right), \Omega\left(\beta_{k}\right)$ and the curvilinear triangle $T_{k}$ whose sides are $a_{k}, b_{k}$ and the arc ( $e^{\text {la }}, e^{i \beta_{k}}$ ) (see the figure on $p .200$ ). Since $\chi=0$ in $T_{k}$,

$$
\int_{\Omega(\alpha)}\left|F^{\prime}\right|^{2} \chi d \sigma \leqslant \int_{\Omega\left(a_{t}\right)}+\int_{\Omega\left(\beta_{z}\right)} \leqslant 2 n^{2} .
$$

This completes the proof of (2.2) (ii).
Remark. The conclusion of (2.2) (ii) holds if we suppose that for every $\theta \in \mathbb{E}$ there is a triangular neighbourhood $T(\theta)$, not necessarily symmetric, such that

$$
\int_{T(\theta)}\left|F^{\prime \prime}\right|^{2} d \sigma<\infty
$$

The proof follows the same lines as before (though the geometric details are a little awkward) if instead of $U$ we consider another domain, analogous to $U$, obtained from the union of various $T(\theta)$.

## 3. The Littlewood-Paley function $g(\theta)$

For any function

$$
F(z)=\sum_{0}^{\infty} c_{m} z^{m} \quad\left(z=r e^{10}\right)
$$

regular in $|z|<1$ we set

$$
g(\theta)=g(\theta, F)=\left\{\int_{0}^{1}(1-r)\left|F^{\prime}\left(r e^{i \theta}\right)\right|^{2} d r\right\}^{\frac{1}{2}} .
$$

If the real part of $\boldsymbol{F}$ is the Poisson integral of a function $f(\theta)$, we shall also write $g(\theta, f)$ for $g(\theta, F)$.

The function $g$, introduced by Littlewood and Paley, will be used in the next chapter to obtain a number of important results. It has no obvious geometric significance, but it is majorized by a function which has one, as we now show.
(3-1) Theorem.

$$
g(\theta) \leqslant A_{d} \varepsilon_{d}(\theta),
$$

where $s_{d}(\theta)$ is defined in (2-1) and $A_{8}$ depends on $\delta$ only.

We may suppose that $\theta=0$. Let $\rho_{n}=1-2^{-n}, n=0,1, \ldots$, and let $r_{n}$ be a point on $\left(\rho_{n}, \rho_{n+1}\right)$ at which $\left|F^{\prime \prime}(r)\right|$ attains its maximum. Then

$$
g^{2}(0) \leqslant \sum_{n=0}^{\infty}\left|F^{\prime}\left(r_{n}\right)\right|^{2} \int_{\rho_{n}}^{\rho_{n+1}}(1-\rho) d \rho \leqslant \sum_{n=0}^{\infty}\left|\frac{F^{\prime}\left(r_{n}\right)}{2^{n}}\right|^{2} .
$$

By Cauchy's theorem, if $\rho<1-r$,

$$
\begin{align*}
& \left|F^{\prime}(r)\right|=\left|\frac{1}{2 \pi i} \int_{|\zeta-r|-\rho} \frac{F^{\prime}(\zeta)}{\zeta-r} d \zeta\right| \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F^{\prime}\left(r+\rho e^{i t}\right)\right| d t, \\
& \left|F^{\prime}(r)\right|^{2} \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F^{\prime \prime}\left(r+\rho e^{i i}\right)\right|^{2} d t .
\end{align*}
$$

Let $D(r, R)$ denote the circle $|z-r| \leqslant R$, and suppose that it is contained in $|z|<1$. Multiplying (3.3) by $\rho$ and integrating over $0 \leqslant \rho \leqslant R$, we get

$$
\frac{1}{2} R^{2}\left|F^{\prime \prime}(r)\right|^{2} \leqslant \frac{1}{2 \pi} \int_{D(r, R)}\left|F^{\prime}(z)\right|^{2} d \sigma \quad(d \sigma=d x d y) .
$$

We set here $r=r_{n}, R=\eta 2^{-n}, \eta$ being a constant. If $\eta=\eta(\delta)$ is small enough, all the circles $D\left(r_{2 k}, \eta 2^{-2 k}\right)$ are in $\Omega=\Omega_{\delta}(0)$ and no two have points in common. Hence

$$
\pi \eta^{2} \sum_{k=0}^{\infty}\left|\frac{F^{\prime}\left(r_{2 k}\right)}{2^{2 k}}\right|^{2} \leqslant \int_{\Omega}\left|F^{\prime}(z)\right|^{2} d \sigma
$$

This inequality is still true if $2 k$ is replaced by $2 k+1$. Adding the new inequality to (3.4), and using (3.2), we get (3.1) for $\theta=0$.

Combining (2-2) (i) and (3.1) we see that $g(\theta)$ is finite at almost all $\theta$ for which $F$ has a non-tangential limit.
(3.5) Theorem. Suppose that $F \in \mathbf{H}^{\lambda}, \lambda>0$, and let $F\left(e^{i \theta}\right)=\lim _{r \rightarrow 1} F\left(r e^{i \theta}\right)$. Then

$$
\begin{equation*}
\left\{\int_{0}^{2 \pi} g^{\lambda}(\theta) d \theta\right\}^{1 / \lambda} \leqslant A_{\lambda}\left\{\int_{0}^{2 \pi}\left|F\left(e^{i \theta}\right)\right|^{\lambda} d \theta\right\}^{1 / \lambda} \tag{3.6}
\end{equation*}
$$

where $A_{\lambda}$ depends on $\lambda$ only.
It is enough to prove (3.6) for an $F$ regular in $|z| \leqslant 1$. For if $0<R<1, g_{R}=g(\theta, F(R z))$, then

Thus

$$
\begin{aligned}
g_{R}^{2}(\theta) & =R^{2} \int_{0}^{1}(1-\rho)\left|F^{\prime \prime}\left(R \rho e^{i \theta}\right)\right|^{2} d \rho \leqslant R^{2} \int_{0}^{1}(1-\rho R)\left|F^{\prime \prime}\left(R \rho e^{i \theta}\right)\right|^{2} d \rho \\
& =R \int_{0}^{R}(1-\rho)\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho \leqslant g^{2}(\theta) .
\end{aligned}
$$

and if (3.6) is valid with $g$ and $F(z)$ replaced by $g_{R}, F(R z)$, we obtain (3.6) in full generality by making $R \rightarrow 1$.

The proof of (3.5) consists of three parts. (a) First we establish it for $\lambda=2$. (b) Next we show that if (3.6) is true for any particular $\lambda$ it holds for all smaller $\lambda$. (c) Having thus established (3.6) for $\lambda \leqslant 2$, we pass from this to $\lambda>2$ by a conjugacy argument.
(a) Arguing as in (2.7) we have

$$
\begin{aligned}
\int_{0}^{2 \pi} g^{2}(\theta) d \theta & =\int_{0}^{9 \pi} \int_{0}^{1}(1-\rho)\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho d \theta \\
& =2 \pi \sum_{m=1}^{\infty}\left|c_{m}\right|^{2} \frac{m^{2}}{(2 m-1) 2 m} \leqslant 2 \pi \Sigma\left|c_{m}\right|^{2} \\
& =\int_{0}^{2 \pi}\left|F\left(e^{i \theta}\right)\right|^{2} d \theta .
\end{aligned}
$$

The argument does not require $F$ to be regular on $|z|=1$.
(b) Suppose that (3.6) holds for some $\lambda$, and let $0<\kappa<\lambda$. Suppose that $F \in H^{\kappa}$ and assume temporarily that $F$ has no zero for $|z|<1$. Consider a branch of $F_{1}=F^{* / \lambda}$. Then

Set

$$
F_{1}^{\lambda}=F^{\wedge}, \quad F_{1} \in \mathrm{H}^{\lambda} .
$$

$$
\begin{gathered}
F_{1}^{*}(\theta)=\sup _{\rho<1}\left|F_{1}\left(\rho e^{i \theta}\right)\right|, \\
g(\theta)=g(\theta, F), \quad g_{1}(\theta)=g\left(\theta, F_{1}\right) .
\end{gathered}
$$

By Chapter VII, (7.36), $\quad \mathfrak{M}_{\lambda}\left[F_{1}^{*}\right] \leqslant C_{\lambda} \mathfrak{M}_{\lambda}\left[F_{1}\left(e^{i \theta}\right)\right]$,
and

$$
\begin{align*}
g^{2}(\theta)= & (\lambda / \kappa)^{2} \int_{0}^{1}(1-\rho)\left|F_{1}\right|^{\alpha \lambda-\kappa) / \kappa}\left|F_{1}^{\prime}\right|^{2} d \rho  \tag{3.7}\\
& \leqslant(\lambda / \kappa)^{2}\left\{F_{1}^{*}(\theta)\right\}^{\alpha \lambda-\kappa) / \kappa} g_{1}^{2}(\theta), \\
\int_{0}^{2 \pi} g^{\kappa} d \theta & \leqslant(\lambda / \kappa)^{\kappa} \int_{0}^{2 \pi} F_{1}^{* \lambda-\kappa} g_{1}^{\kappa} d \theta \\
& \leqslant(\lambda / \kappa)^{\kappa} \mathbb{P}_{\lambda}^{\lambda-\kappa}\left[F_{1}^{* *}\right] \mathbb{D}_{\lambda}^{\kappa}\left[g_{1}\right] .
\end{align*}
$$

Since (3.6) is supposed true for our particular $\lambda$, we have, using (3.7),

$$
\begin{gather*}
\mathfrak{R}_{\kappa}[g] \leqslant(\lambda / \kappa)\left\{C_{\lambda} \mathbb{R}_{\lambda}\left[F_{1}\left(e^{i \theta}\right)\right]\right\}^{(\lambda-\kappa) / \kappa} A_{\lambda} \mathbb{M}_{\lambda}\left[F_{1}\left(e^{i \theta}\right)\right]=A_{\kappa} \mathscr{M} \mathbb{R}_{\kappa}\left[F\left(e^{i \theta}\right)\right], \\
A_{\Lambda}=(\lambda / \kappa) A_{\lambda} C_{\lambda}^{(\lambda-\kappa) \kappa} . \tag{3•8}
\end{gather*}
$$

where
Suppose now that $F(z)(\equiv 0)$, does have zeros for $|z| \leqslant 1$. By Chapter VII, (7•23), we have $F=F_{1}+F_{2}$, where $F_{1}$ and $F_{2}$ have no zeros and $M_{k}\left[F_{j}\left(e^{i x}\right)\right] \leqslant 2 M_{\kappa}\left[F^{( }\left(e^{i x}\right)\right]$ for $j=1,2 . \dagger$ If we set $g_{j}=g\left(\theta, F_{j}\right)$, then $g \leqslant g_{1}+g_{2}$, by Minkowski's inequality, and

$$
\begin{aligned}
\mathfrak{M}_{\kappa}[g] & \leqslant \mathbb{R}_{\kappa}\left[g_{1}\right]+\mathfrak{M}_{\kappa}\left[g_{2}\right] \\
& \leqslant A_{\kappa}\left\{\mathfrak{R}_{\kappa}\left[F_{1}\right]+\mathfrak{M}_{\kappa}\left[F_{2}\right]\right\} \leqslant 4 A_{\kappa} \mathbb{M}_{\kappa}[F] .
\end{aligned}
$$

Here again, the regularity of $F$ on $|z|=1$ is not called on.
(c) The proof here is rather intricate and it is worth while to observe that for a number of important results the simple case $0<\lambda \leqslant 2$ already proved is sufficient.

In view of $(b)$ it is enough to prove ( $3 \cdot 6$ ) for $\lambda \geqslant 4$. Let $\mu$ be the exponent conjugate to $\frac{1}{1} \lambda$, so that $1<\mu \leqslant 2$. Let $\xi(\theta)$ be any non-negative function such that $\mathfrak{M}_{\mu}[\xi] \leqslant 1$. Then, with $g=g(\theta, F)$,

$$
\begin{equation*}
\mathbb{P}_{\lambda}^{\ell}[g]=\mathbb{M}_{\frac{1}{\lambda} \lambda}\left[g^{2}\right]=\sup _{\xi} \int_{0}^{9 \pi} g^{2} \xi d \theta \tag{3.9}
\end{equation*}
$$

We may even reatrict $\xi$ to trigonometric polynomials. Fix such a polynomial and

[^36]write $\gamma(\theta)=g(\theta, \xi)$. Let $\zeta(z)$ be a power polynomial with $\mathscr{J} \zeta(0)=0$, having $\xi(\theta)$ as its real part for $z=e^{i \theta}$. By Chapter VII, (2•27),
$$
\mathfrak{M}_{\mu}\left[\zeta\left(e^{i \theta}\right)\right] \leqslant R_{\mu} \mathfrak{R}_{\mu}[\xi] \leqslant R_{\mu},
$$
with a constant $R_{\mu}$ depending on $\mu$ only. Since (3.6) has already been established for $1 \leqslant \lambda \leqslant 2$,
$$
\mathbb{M}_{\mu}[\gamma] \leqslant A \mathbb{D}_{\mu}\left[\zeta\left(e^{i \theta}\right)\right] \leqslant A R_{\mu},
$$
where $A=\sup _{1 \lll 2} A_{\kappa}$ is finite, by (3.8) with $\lambda=2$.
Return to the integral on the right of (3.9); we write
\[

$$
\begin{equation*}
\int_{0}^{2 \pi} g^{2}(\theta) \xi(\theta) d \theta=\int_{0}^{1}(1-\rho)\left\{\int_{0}^{2 \pi}\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} \xi(\theta) d \theta\right\} d \rho, \tag{3•12}
\end{equation*}
$$

\]

and our next step is to show that

$$
\int_{0}^{2 \pi} g^{2}(\theta) \xi(\theta) d \theta \leqslant 4 \int_{0}^{1} \rho(1-\rho)\left\{\int_{0}^{2 \pi}\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} \xi(\rho, \theta) d \theta\right\} d \rho,
$$

where $\xi(\rho, \theta)$ is the Poisson integral of $\xi$. (Thus $\xi(\rho, \theta) \geqslant 0$.)
Now the right-hand side of (3.12) is (replacing $\rho$ by $\rho^{2}$ )

$$
2 \int_{0}^{1}\left(1-\rho^{2}\right)\left\{\int_{0}^{2 \pi}\left|F^{\prime}\left(\rho^{2} e^{i \theta}\right)\right|^{2} \xi(\theta) d \theta\right\} \rho d \rho \leqslant 4 \int_{0}^{1} \rho(1-\rho)\left\{\int_{0}^{2 \pi}\left|F^{\prime}\left(\rho^{2} e^{i \theta}\right)\right|^{2} \xi(\theta) d \theta\right\} d \rho
$$

Lot

$$
w(z)=\left|F^{\prime}(z)\right|^{2} .
$$

Since the modulus of a harmonic function ( $F^{\prime 2}(\rho z)$ in our case) is majorized by the Poisson integral of the values that this modulus takes on $|z|=1$, we have

$$
\begin{aligned}
w\left(\rho^{2} e^{i \theta}\right) & \leqslant \frac{1}{\pi} \int_{0}^{8 \pi} w\left(\rho e^{i u}\right) P(\rho, \theta-u) d u, \\
\int_{0}^{2 \pi} w\left(\rho^{2} e^{i \theta}\right) \xi(\theta) d \theta & \leqslant \int_{0}^{2 \pi} \xi(\theta)\left\{\frac{1}{\pi} \int_{0}^{2 \pi} w\left(\rho e^{i u}\right) P(\rho, \theta-u) d u\right\} d \theta \\
& =\int_{0}^{8 \pi} w\left(\rho e^{i u}\right) \xi(\rho, u) d u
\end{aligned}
$$

(on inverting the order of integration), and (3.13) is established.
In (3.13) we should like to integrate by parts in the inner integral on the right, so as to move the operation of differentiation from $F$ to $\xi$ and bring in the function $\gamma(\theta)$ about which we know something (see (3•11)). The only way to do this seems to be by using the formula

$$
4\left|F^{\prime}\right|^{2}=\Delta\left(|F|^{2}\right)
$$

established in Chapter VII, (3•6). The symbol $\Delta U$ here stands for the Laplacian of $U$. In polar co-ordinates,

$$
\Delta U=\rho^{-1}\left(\rho U_{\rho}\right)_{\rho}+\rho^{-2} U_{\theta \theta}=\rho^{-1} U_{\rho}+U_{\rho \rho}+\rho^{-2} U_{\theta \theta} .
$$

This formula implies that for any $a(\rho, \theta), b(\rho, \theta)$,

$$
\Delta(a b)=a \Delta b+b \Delta a+2\left(a_{\rho} b_{\rho}+\rho^{-2} a_{\theta} b_{\theta}\right) .
$$

Thus, taking $a=|F|^{2}, b=\xi(\rho, \theta)$ and observing that $\Delta \xi=0$, we have

$$
4\left|F^{\prime}\right|^{2} \xi=\Delta\left(|F|^{2} \xi\right)-2\left\{\left|F^{2}\right|_{\rho} \xi_{\rho}+\rho^{-2}\left|F^{2}\right|_{\theta} \xi_{\theta}\right\}
$$

where $\xi=\xi(\rho, \theta)$. It follows that the right-hand side of (3.13) does not exceed

$$
\int_{0}^{2 \pi} \int_{0}^{1} \rho(1-\rho) \Delta\left(|F|^{2} \xi\right) d \rho d \theta+4 \int_{0}^{2 \pi} \int_{0}^{1}(1-\rho)|F|\left(\left|F_{\rho}\right|\left|\xi_{\rho}\right|+\rho^{-2}\left|F_{\theta}\right|\left|\xi_{\theta}\right|\right) d \rho d \theta
$$

say. Since

$$
\begin{gathered}
\left|F\left(\rho e^{i \theta}\right)\right| \leqslant F^{*}(\theta)=\sup _{\rho<1}\left|F\left(\rho e^{(\theta)}\right)\right|, \quad\left|F_{\rho}\right|=\left|F^{\prime}\right|, \\
\left|\rho^{-1} F_{\theta}\right|=\left|F^{\prime}\right|, \quad\left|\xi_{\rho}\right| \leqslant\left|\zeta^{\prime}\right|, \quad\left|\rho^{-1} \xi_{\theta}\right| \leqslant\left|\zeta^{\prime}\right|,
\end{gathered}
$$

$$
=I_{1}+I_{2}, \quad(3 \cdot 15)
$$

we find $I_{2} \leqslant 8 \int_{0}^{2 \pi} F^{*}(\theta) d \theta\left\{\int_{0}^{1}(1-\rho)\left|F^{\prime}\right|\left|\zeta^{\prime}\right| d \rho\right\} \leqslant 8 \int_{0}^{8 \pi} F^{*}(\theta) g(\theta) \gamma(\theta) d \theta$

$$
\begin{equation*}
\leqslant 8 \mathscr{R _ { \lambda }}\left[F^{*}\right] \mathscr{R}_{\lambda}[g] \mathbb{R}_{\mu}[\gamma] \leqslant 8 A C_{\lambda} R_{\mu} \mathscr{R _ { \lambda }}[g] \mathscr{R}_{\lambda}\left[F\left(e^{\tau \theta}\right)\right], \tag{3•16}
\end{equation*}
$$

using successively Schwarz's inequality, Hölder's inequality with three indices $\lambda, \lambda, \mu$, the inequality (3.7) applied to $F$, and (3.11).

To $I_{1}$ we apply the first equation in (3.14), noting that by periodicity the integral of $\left(|F|^{2} \xi\right)_{\theta \theta}$ over $(0,2 \pi)$ is zero. Thus, integrating by parts,

$$
\begin{align*}
I_{1} & =\int_{0}^{2 \pi} d \theta \int_{0}^{1}(1-\rho) \frac{\partial}{\partial \rho}\left(\rho \frac{\partial}{\partial \rho}|F|^{2} \xi\right) d \rho=\int_{0}^{2 \pi} d \theta \int_{0}^{1} \rho \frac{\partial}{\partial \rho}\left(|F|^{2} \xi\right) d \rho \\
& =\int_{0}^{2 \pi}\left\{\left|F\left(e^{2 \theta}\right)\right|^{2} \xi(\theta)-\int_{0}^{1}\left|F\left(\rho e^{2 \theta}\right)\right|^{2} \xi(\rho, \theta) d \rho\right\} d \theta \\
& \leqslant \int_{0}^{2 \pi}\left|F\left(e^{2 \theta}\right)\right|^{2} \xi(\theta) d \theta \leqslant \mathbb{R}_{\lambda}^{2}\left[F\left(e^{2 \theta}\right)\right] \mathfrak{R} R_{\mu}[\xi] \\
& \leqslant \mathbb{R}_{\lambda}^{2}\left[F\left(e^{2 \theta}\right)\right] . \tag{3•17}
\end{align*}
$$

From (3.9), (3.13), (3.15), (3.16) and (3.17) we get

Let
Since we are supposing $F$ regular on $|z|=1, X$ is well defined and does not exceed the largeat root of the equation

$$
\begin{equation*}
X^{2}=8 A C_{\lambda} R_{\mu} X+1 \tag{3•18}
\end{equation*}
$$

This proves (3.6) for $\lambda \geqslant 4$ and so also for all $\lambda>0$.
There is a converse of (3.5), at least for $\lambda>1$.
(3.19) Theorem. Suppose that $F$ is regular for $|z|<1$, that $F(0)=0$ and that $g(\theta, F) \in \mathrm{L}^{\lambda}, \lambda>1$. Then $F \in \mathrm{H}^{\lambda}$ and

$$
\begin{equation*}
\left\{\int_{0}^{2 \pi}\left|F\left(e^{\tau \theta}\right)\right|^{\lambda} d \theta\right\}^{1 / \lambda} \leqslant B_{\lambda}\left\{\int_{0}^{2 \pi} g^{\lambda}(\theta) d \theta\right\}^{1 / \lambda} \tag{3.20}
\end{equation*}
$$

(Since $g$ is independent of $F(0),(3 \cdot 20)$ cannot be true without some assumption about $F(0)$.) As in the proof of (3.5) we may suppose that $F$ is regular for $|z| \leqslant 1$.
(3-21) Lеммя. Let $f_{1}(\theta) \sim \sum_{-\infty}^{+\infty} c_{k}^{\prime} e^{i k \theta}, f_{2}(\theta) \sim \sum_{-\infty}^{+\infty} c_{k}^{\prime \prime} e^{i k \theta}$ be continuous functions, and suppose that at least one of the numbers $c_{0}^{\prime}, c_{0}^{\prime \prime}$ is zero. Then, with $g_{k}=g\left(\theta, f_{k}\right)$,

$$
\begin{equation*}
\left|\int_{0}^{2 \pi} f_{1} f_{2} d \theta\right| \leqslant 4 \int_{0}^{9 \pi} g_{1} g_{2} d \theta \tag{3.22}
\end{equation*}
$$

$$
\begin{aligned}
& \mathscr{R _ { \lambda } ^ { 2 }}[g] \leqslant 8 A C_{\lambda} R_{\mu} \mathscr{R}_{\lambda}\left[F^{( }\left(e^{i f}\right)\right] \mathfrak{R}_{\lambda}[g]+\mathscr{M} \mathbb{R}_{\lambda}^{2}\left[F\left(e^{i \theta}\right)\right] . \\
& \boldsymbol{X}=\mathbb{P}_{\lambda}[g] / \mathbb{P}_{\lambda}\left[F\left(e^{t \theta}\right)\right] .
\end{aligned}
$$

Let $f_{k}(\rho, \theta)$ be the Poisson integral of $f_{k}$, and let $F_{k}(z)$ be the function regular for $|z|<1$, with real part $f_{k}(\rho, \theta)$ and with $\boldsymbol{S} F_{k}(0)=0$. We have

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} f_{1} f_{2} d \theta=\Sigma c_{k}^{\prime} c_{-k}^{\prime \prime}=\varliminf_{r \rightarrow 1} \Sigma c_{k}^{\prime} c_{-k}^{\prime \prime} r^{r^{2 k} \mid},
$$

the middle series converging absolutely. Since $c_{0}^{\prime} c_{0}^{\prime \prime}=0$, termwise integration shows the last series to be

$$
\begin{aligned}
& 4 \int_{0}^{r} \frac{d \sigma}{\sigma} \int_{0}^{\sigma}\left(\sum_{-\infty}^{+\infty}|k| c_{k}^{\prime} \rho^{|k|-1}|k| c_{-k}^{\prime} \rho^{|k|-1}\right) \rho d \rho \\
&=4 \int_{0}^{r} \frac{d \sigma}{\sigma} \int_{0}^{\sigma}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\partial f_{1}(\rho, \theta)}{\partial \rho} \frac{\partial f_{2}(\rho, \theta)}{\partial \rho} d \theta\right) \rho d \rho
\end{aligned}
$$

Therefore, since $\sigma>\rho$,

$$
\begin{aligned}
\left|\frac{1}{2 \pi} \int_{0}^{2 \pi} f_{1} f_{2} d \theta\right| & \leqslant \frac{4}{2 \pi} \int_{0}^{1} d \sigma \int_{0}^{\sigma} \int_{0}^{2 \pi}\left|f_{1 \rho} f_{2 \rho}\right| d \rho d \theta \\
& =\frac{4}{2 \pi} \int_{0}^{8 \pi}\left\{\int_{0}^{1}\left|f_{1 \rho} f_{2 \rho}\right| d \rho \int_{\rho}^{1} d \sigma\right\} d \theta \\
& =\frac{4}{2 \pi} \int_{0}^{9 \pi} d \theta\left\{\int_{0}^{1}(1-\rho)\left|f_{1 \rho} f_{2 \rho}\right| d \rho\right\} \\
& \leqslant \frac{4}{2 \pi} \int_{0}^{9 \pi} d \theta\left\{\int_{0}^{1}(1-\rho)\left|F_{1}^{\prime}\left(\rho e^{i \theta}\right)\right|\left|F_{2}^{\prime}\left(\rho e^{1 \theta}\right)\right| d \rho\right\} \\
& \leqslant \frac{4}{2 \pi} \int_{0}^{9 \pi} g_{1}(\theta) g_{2}(\theta) d \theta,
\end{aligned}
$$

by Schwarz's inequality; and (3.22) is established.
We now set

$$
h(\theta)=\left|F\left(e^{i \theta}\right)\right|^{\lambda-1} \overline{\operatorname{sign}} F\left(e^{i \theta}\right), \quad \gamma(\theta)=g(\theta, h),
$$

and denote by $H(z)$ the function regular for $|z|<1$, with $\boldsymbol{S} H(0)=0$, the real part of which is the Poisson integral of $h(\theta)$. Then

$$
\begin{align*}
\mathfrak{M} \mathbb{\lambda}_{\lambda^{\prime}}[\gamma] & \leqslant A_{\lambda^{\prime}} \cdot \mathfrak{M R}_{\lambda^{\prime}}\left[H\left(e^{i \theta}\right)\right] \leqslant A_{\lambda^{\prime}} R_{\lambda^{\prime}} \cdot \mathbb{R}_{\lambda^{\cdot}}[h] \\
& =A_{\lambda^{\prime}} \cdot R_{\lambda^{\prime}} \cdot \mathfrak{M} R_{\lambda}^{\lambda-1}\left[F\left(e^{i \theta}\right)\right], \tag{3.23}
\end{align*}
$$

using (3.5) and an inequality analogous to (3.10). Hence

$$
\begin{aligned}
\mathscr{P}_{\lambda}^{\lambda}\left[F\left(e^{i \theta}\right)\right] & =\int_{0}^{2 \pi}\left|F\left(e^{i \theta}\right)\right|^{\lambda} d \theta \\
& =\int_{0}^{2 \pi} F\left(e^{i \theta}\right) h(\theta) d \theta \leqslant 4 \int_{0}^{2 \pi} g(\theta) \gamma(\theta) d \theta \\
& \leqslant 4 \mathbb{R}_{\lambda}[g] \mathbb{R}_{\lambda^{\prime}}[\gamma] \leqslant 4 A_{\lambda^{\prime}} R_{\lambda^{\prime}}, \mathfrak{M R}_{\lambda}[g] \mathscr{R}_{\lambda}^{\lambda-1}\left[F\left(e^{i \theta}\right)\right]
\end{aligned}
$$

by (3.22) and (3.23). A comparison of the extreme members gives (3.20) with $B_{\lambda}=4 A_{\lambda^{\prime}} R_{\lambda^{\prime}}$.

The following generalization of the inequality $\mathscr{R}_{2}[g] \leqslant A \mathscr{R _ { 2 }}[F]$ will find an application in Chapter XV, § 6.
(3.24) Theorem. If $f \in \mathrm{~L}^{q}, 2 \leqslant q<\infty$, and $f(\rho, \theta)$ is the Poisson integral of $f$, then

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{8 \pi}(1-\rho)^{q-1}\left|\rho^{-1} \frac{\partial}{\partial \theta} f(\rho, \theta)\right|^{q} d \rho d \theta \leqslant A^{q} \int_{0}^{2 \pi}|f|^{q} d \theta \tag{3.25}
\end{equation*}
$$

where $A$ is an absolute constant.
The inequality can be written $\# h \|_{Q} \leqslant A \mathscr{M}_{Q}[f]$, where $h=(1-\rho) \rho^{-1} f_{\theta}(\rho, \theta)$ and the norm of $h$ is taken with respect to the measure $d \mu=(1-\rho)^{-1} d \rho d \theta$ in the unit circle.

After Theorem (1-11) of Chapter XIII, it is enough to show that the operation $h=T f$ is both of type $(2,2)$ and of type $(\infty, \infty)$. The former is a consequence of (2.7) (observe that $\left|\rho^{1} f_{\theta}\right| \leqslant\left|F^{\prime}\right|$, where $F(z)$ is the function whose real part is $f$, and that $\left.\mathbb{M}_{8}\left[F\left(e^{i x}\right)\right] \leqslant 2 \mathbb{R}_{8}[f]\right)$, and to prove the latter we verify that

$$
(1-\rho) \rho^{-1}\left|\frac{\partial}{\partial \theta} P(\rho, \theta)\right| \leqslant A P(\rho, \theta)
$$

so that $\sup _{\rho<1}|h(\rho, \theta)| \leqslant A \sup |f(\theta)|$.
As a special case of (3.25) we have

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{2 \pi}(1-\rho)^{q-1}\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{q} d \rho d \theta \leqslant A \int_{0}^{2 \pi}\left|F\left(e^{i \theta}\right)\right| q d \theta \tag{3.26}
\end{equation*}
$$

for $F \in H^{q}$.

## 4. Convergence of conjugate series

In $\S \$ 4,5$, and 6 of the preceding chapter we investigated the behaviour of the partial sums of a trigonometric series under the hypothesis that the series was summable ( $\mathrm{C}, 1$ ). The results could therefore be applied to Fourier series and their conjugates. Some of our theorems are, however, valid without the (C, 1) hypothesis, though the proofs become less elementary. We shall confine our attention to a generalization of Theorem (5•1) of Chapter XIII.
(4-1) Theorem. If a series

$$
\begin{equation*}
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) \equiv \sum_{n=0}^{\infty} A_{n}(x) \tag{4-2}
\end{equation*}
$$

converges in a set $E$, then the conjugate series

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(a_{n} \sin n x-b_{n} \cos n x\right) \equiv \sum_{n=1}^{\infty} B_{n}(x) \tag{4•3}
\end{equation*}
$$

converges almost everywhere in $E$.
The proof requires a series of lemmas.
A sequence of functions $s_{n}(x)$, or a series with partial sums $s_{n}(x)$, defined in the neighbourhood of $x=x_{0}$, will be said to converge stably at $x_{0}$ to limit, or sum, $s$ if

$$
s_{n}\left(x_{0}+h_{n}\right) \rightarrow 8 \text { for every sequence } h_{n}=O(1 / n) .
$$

This is a modification (considered already in Chapter III, § 12) of the notion of uniform convergence at $x_{0}$; in the latter, $h_{n}$ was merely supposed to tend to zero. An
equivalent definition of stable convergence would be that for any positive $A, \epsilon$ there exists an $n_{0}$ such that

$$
\left|s_{n}\left(x_{0}+h\right)-s\right|<\epsilon \quad \text { for } \quad n \geqslant n_{0},|h| \leqslant A / n .
$$

(4.4) Lemma. A necessary and sufficient condition that

$$
\frac{1}{2} a_{0}+\sum_{n=1}^{\infty} a_{n} \cos n x
$$

converge stably at $x=0$ to sum $s$ is that $\frac{1}{2} a_{0}+a_{1}+\ldots$ converge to $s$.
The necessity is obvious. The sufficiency follows from Chapter III, (12-16).
(4-6) Lemma. A necessary and sufficient condition for

$$
\sum_{n=1}^{\infty} b_{n} \sin n x
$$

to converge stably at $x=0($ to sum 0$)$ is that

$$
t_{n}=b_{1}+2 b_{2}+\ldots+n b_{n}=o(n) .
$$

Sufficiency. Suppose that $\left|\alpha_{n}\right| \leqslant A / n, t_{n}=\epsilon_{n} n, \epsilon_{n} \rightarrow 0$. Then with $\xi(x)=(\sin x) / x$ we have, summing by parts,

$$
\begin{align*}
s_{n}\left(\alpha_{n}\right) & =\alpha_{n} \sum_{\nu=1}^{n} \nu b_{\nu} \xi\left(\nu \alpha_{n}\right)=\alpha_{n}\left\{\sum_{\nu=1}^{n-1} t_{\nu} \Delta \xi\left(\nu \alpha_{n}\right)+t_{n} \xi\left(n \alpha_{n}\right)\right\}, \\
\left|s_{n}\left(\alpha_{n}\right)\right| & \leqslant A\left\{\sum_{\nu=1}^{n-1}\left|\epsilon_{\nu}\right|\left|\Delta \xi\left(\nu \alpha_{n}\right)\right|+\left|\epsilon_{n}\right|\left|\xi\left(n \alpha_{n}\right)\right|\right\} .
\end{align*}
$$

Since $\xi$ is of bounded variation in every finite interval, the right-hand side in (4.9) is a linear transformation of $\left\{\left|\epsilon_{\nu}\right|\right\}$ with matrix satisfying conditions (i) and (ii) of regularity (Chapter III, § 1). Hence $s_{n}\left(\alpha_{n}\right) \rightarrow 0$.

Necessity. Let $\eta(x)=x / \sin x, \alpha_{n}=1 / n$. Then

$$
\begin{gathered}
\frac{t_{n}}{n}=\sum_{\nu=1}^{n} b_{\nu} \sin \nu \alpha_{n} \eta\left(\nu \alpha_{n}\right)=\sum_{\nu=1}^{n-1} s_{\nu}\left(\alpha_{n}\right) \Delta \eta\left(\nu \alpha_{n}\right)+s_{n}\left(\alpha_{n}\right) \eta\left(n \alpha_{n}\right), \\
\left|\frac{t_{n}}{n}\right| \leqslant \sum_{\nu=1}^{n-1} \epsilon_{\nu}^{\prime}\left|\Delta \eta\left(\nu \alpha_{n}\right)\right|+\epsilon_{n}^{\prime} \eta\left(n \alpha_{n}\right),
\end{gathered}
$$

where

$$
\epsilon_{\nu}^{\prime}=\max _{m \geqslant \nu}\left|s_{\nu}\left(\alpha_{m}\right)\right| \rightarrow 0,
$$

by hypothesis. Hence $\boldsymbol{t}_{\boldsymbol{n}} / \boldsymbol{n} \rightarrow 0$ for the same reason as above.
Remark. Selecting $\alpha_{n}=1 / n$ in this argument was partly arbitrary. Any $\left\{\alpha_{n}\right\}$ with

$$
0<\delta \leqslant n \alpha_{n} \leqslant \pi-\delta \quad(\delta>0)
$$

would do. We shall use this remark in a moment.
(4-12) Lemмa. The series $\Sigma A_{\nu}(x)$ converges stably at $x_{0}$ to sum sif and only if
(i) $A_{0}\left(x_{0}\right)+A_{1}\left(x_{0}\right)+A_{2}\left(x_{0}\right)+\ldots$ converges to $s$; and
(ii) $B_{1}\left(x_{0}\right)+2 B_{2}\left(x_{0}\right)+\ldots+n B_{n}\left(x_{0}\right)=o(n)$.

We may suppose that $x_{0}=0$. Taking the semi-sum and semi-difference of $\Sigma A_{\nu}(x)$ at the points $\pm x$, we see that the series is stably convergent to $s$ at $x=0$ if and only if
$\frac{1}{2} a_{0}+\Sigma a_{v} \cos \nu x$ and $\Sigma b_{v} \sin \nu x$ converge stably at $x=0$ to sums s and 0 respectively, and it is enough to apply Lommas (4-4) and (4-6).
(4-13) Lemma. A necessary and sufficient condition for $\Sigma A_{n}(x)$ to converge stably at $x_{0}$ to sum $s$ is that
(i) the series converges at $x_{0}$ to sum $s$; and
(ii) there exists a sequence $\left\{\alpha_{n}\right\}$, satisfying $0<\delta \leqslant n \alpha_{n} \leqslant \pi-\delta$, such that

$$
s_{\nu}\left(x_{0}+\alpha_{n}\right) \rightarrow s \text { for } n \geqslant \nu \rightarrow \infty
$$

The necessity being obvious, we suppose (i) and (ii) satisfied and take $x_{0}=0$. From (i) and Lemma (4.4) we see that the cosine part of $\Sigma A_{n}(x)$ converges stably at $x=0$ to sum 8 . Hence, by (ii),

$$
\sum_{k=1}^{\nu} b_{k} \sin k \alpha_{n} \rightarrow 0
$$

which, by virtue of the Remark to Lemma (4.6), leads to $t_{n}=o(n)$, and so to the stable convergence of $\Sigma b_{k} \sin k x$ at $x=0$. Thus $\Sigma A_{k}(x)$ is stably convergent at $x=0$ to sum $s$.

Theorem (1-34) of Chapter III asserts that if a power series $\Sigma a_{n} z^{n}$ converges at a point $z_{0}$ with $\left|z_{0}\right|=1$ to sum 8 , then the function

$$
F(z)=\sum_{0}^{\infty} a_{n} z^{n} \quad(|z|<1)
$$

tends to $s$ as $z$ tends to $z_{0}$ non-tangentially. The corresponding result is false for trigonometric series $\Sigma A_{n}(x)$; such a series may well converge at a point $x_{0}$ while the harmonic function

$$
\frac{1}{2} a_{0}+\sum_{n-1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) r^{n}
$$

does not tend to any limit as $r e^{i x} \rightarrow e^{i x_{0}}$ non-tangentially. (Consider the sories $\Sigma \boldsymbol{n}^{-1} \sin n x$ with $x_{0}=0$.) However, we have the following lemma:
(4-15) Lemma. If $\Sigma A_{n}(x)$ converges stably at $x_{0}$ to sum $s$, the harmonic function $\Sigma A_{n}(x) r^{n}$ tends to $s$ as $r e^{i x_{0}}$ tends to $e^{i x_{0}}$ non-tangentially.

Let $x_{0}=0$. Then $\frac{1}{2} a_{0}+a_{1}+\ldots$ converges to $s$, and $(4 \cdot 8)$ holds. It is enough to show that

$$
\begin{align*}
& u(r, x)=\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty} a_{\nu} r \cos v x \rightarrow s \\
& v(r, x)=\quad \sum_{v=1}^{\infty} b_{\nu} r \sin v x \rightarrow 0
\end{align*}
$$

as $z$ tends non-tangentially to 1. Since $u(r, x)=\mathscr{G}\left\{\frac{1}{2} a_{0}+\sum_{r=1}^{\infty} a_{\nu} z^{r}\right\}$, (4•16) follows from Theorem (1-34) of Chapter III. But

$$
\begin{aligned}
v(r, x) & =\int_{0}^{x}\left(\sum_{1}^{\infty} \nu b_{\nu} r^{\nu} \cos \nu t\right) d t=\int_{0}^{x} \mathscr{R}\left\{\sum_{1}^{\infty} \nu b_{\nu} \zeta^{\nu}\right\} d t \\
& =\int_{0}^{x} \mathscr{R}\left\{(1-\zeta) \sum_{0}^{\infty} t_{\nu} \zeta^{\nu}\right\} d t
\end{aligned}
$$

where $\zeta=r e^{\mu i}$ (see Chapter III, (1-7)), and since $t_{\nu}=o(\nu),|1-\zeta| \leqslant C(1-r)$ we have

$$
|v(r, x)| \leqslant|x| . C(1-r) \cdot o(1-r)^{-8}=|x| . o(1-r)^{-1}=o(1),
$$

which is (4-17).
(4-18) Lemma. If $\Sigma A_{n}(x)$ converges for $x \in E$, it converges stably at almost all points of $E$.

It is enough to show that if $\Sigma A_{n}(x)$ converges uniformly on $\mathcal{E} \subset E$, then it converges stably at every point $\xi \in \mathscr{E}$ which is a point of density of $\mathscr{E}$.

Let $\left\{\alpha_{n}\right\}$ be such that $0<n \alpha_{n} \rightarrow \frac{1}{2} \pi$ and $\xi+\alpha_{n} \in \mathscr{E}$ for all $n$ large enough (see (5•10) of Chapter XIII). Since

$$
s_{\nu}\left(\xi+\alpha_{n}\right)-s\left(\xi+\alpha_{n}\right) \rightarrow 0, \quad s\left(\xi+\alpha_{n}\right)-s(\xi) \rightarrow 0
$$

for $n, \nu \rightarrow \infty$, it follows that $s_{\nu}\left(\xi+\alpha_{n}\right) \rightarrow s(\xi)$, and it is enough to apply Lemma (4•13).
The proof of (4•1) can now be completed as follows. If $\Sigma A_{n}(x)$ converges on $E$, it converges stably on a set $E_{1} \subset E$ of the same measure as $E$. By (4•15), the harmonic function $\Sigma A_{n}(x) r^{n}$ has a non-tangential limit at every point of $E_{1}$. By Theorem ( $1 \cdot 10$ ), the conjugate harmonic function

$$
v(r, x)=\sum_{n=1}^{\infty}\left(a_{n} \sin n x-b_{n} \cos n x\right) r^{n}
$$

has a non-tangential limit in a set $E_{2} \subset E_{1} \subset E$ of the same measure as $E$. In particular, $\Sigma B_{n}(x)$ is Abel summable in $E_{2}$. But, by (4-12),

$$
B_{1}(x)+2 B_{8}(x)+\ldots+n B_{n}(x)=o(n)
$$

in $E_{1} \supset E_{2}$. It follows that $\Sigma B_{\nu}(x)$ converges in $E_{2}$, since by the theorem of Tauber (Chapter III, (1-36)), if $\Sigma u_{\nu}$ is Abel summable and $u_{1}+2 u_{2}+\ldots+n u_{n}=o(n)$, then $\Sigma u_{\nu}$ converges. Thus ( $4 \cdot 1$ ) is established.

As a corollary of (4-1) and of Theorem (2.27) of Chapter IX we obtain the following theorem which was initially stated without proof (Chapter IX, (2-28)).
(4-19) Theorem. If the series $\Sigma A_{n}(x)$ converges in a set $E$ of positive measure to sum $s(x)$, then at almost all points of $E$ the sum

$$
F(x)=\frac{1}{2} a_{0} x+\sum_{n=1}^{\infty}\left(a_{n} \sin n x-b_{n} \cos n x\right) / n
$$

of the termwise integrated series has an approximate derivative equal to $s(x)$.

## 5. The Marcinkiewicz function $\mu(\theta)$

We look for an analogue of the Littlewood-Paley function $g(\theta)$ defined without entering the interior of the unit circle, or in terms of real variables.

We might, for example, consider the function

$$
\begin{array}{rl}
\nu(\theta)=\nu(\theta, f) & =\left\{\left.\int_{0}^{\pi} t \frac{\mid f(\theta+t)-f(\theta-t)}{2 t}\right|^{2} d t\right\}^{\frac{t}{2}} \\
& =\frac{1}{2}\left\{\int_{0}^{\pi}|f(\theta+t)-f(\theta-t)|^{2}\right. \\
t & d t
\end{array}
$$

whose definition has a certain analogy with that of $g$. (We did consider this function on p. 163 in a different context.) On closer inspection, however, it turns out that $\nu(\theta)$
does not have the required properties. For example, $\nu(\theta)$ may be infinite for all $\theta$ even if $f$ is everywhere continuous. $\dagger$

Following Marcinkiewicz we modify the above definition and replace

$$
f(\theta+t)-f(\theta-t) \quad \text { by } \frac{F(\theta+t)+F(\theta-t)-2 F(\theta)}{t^{2}}
$$

where $F$ is the indefinite integral of $f$.
(5-1) Theorem. Suppose that $f$ is periodic and integrable, and $F$ the indefinite integral of $f$. Then

$$
\mu(\theta)=\mu(\theta, F)=\left\{\int_{0}^{\pi} \frac{\mid F(\theta+t)+F(\theta-t)}{t^{3}}-\left.2 F(\theta)\right|^{2} d t\right\}^{\frac{1}{2}}
$$

is finite almost everywhere.
(5-3) Theorem. If $F$ is any function in $\mathrm{L}^{2}$, periodic, and differentiable in a set $E$, then $\mu(\theta, F)$ is finite almost everywhere in $E$.

Clearly (5.3) contains ( $5 \cdot 1$ ); but for the proof of (5.3) we must first establish (5.1) in the special case when $f \in \mathrm{~L}^{2}$. We show that then $\mu(\theta) \in \mathrm{L}^{2}$.

Write

$$
f \sim \Sigma c_{n} e^{i n \theta}, \quad \Delta(\theta, t)=F(\theta+t)+F(\theta-t)-2 F(\theta) .
$$

Then

$$
\begin{gathered}
\Delta(\theta, t)=i \Sigma^{\prime} \frac{c_{n}}{n} e^{i n \theta}\left(2 \sin \frac{1}{2} n t\right)^{2}, \\
\frac{1}{2 \pi} \int_{-\pi}^{\pi}|\Delta(\theta, t)|^{2} d \theta=\Sigma^{\prime} \frac{\left|c_{n}\right|^{2}}{n^{2}}\left(2 \sin \frac{1}{2} n t\right)^{4}, \\
\int_{0}^{\pi} t^{-3} d t \int_{-\pi}^{\pi}|\Delta(\theta, t)|^{2} d \theta=32 \pi \Sigma^{\prime}\left|c_{n}\right|^{2} \int_{0}^{\pi} \frac{\left(\sin \frac{1}{2} n t\right)^{4}}{n^{2} t^{3}} d t .
\end{gathered}
$$

The integrals on the right are all less than $\int_{0}^{\infty} u^{-3}\left(\sin \frac{1}{8} u\right)^{4} d u$, a finite quantity. Hence the double integral on the left, which is $\mathbb{M}_{2}^{2}[\mu]$, is also finite. In particular, $\mu(\theta)<\infty$ almost everywhere.

We now prove (5•3), for which we may suppose that $F$ is real-valued. The proof resembles the proof of the existence of the conjugate function in Chapter IV, § 3.

Denote by $E_{n}$ the set of points $\theta$ in $E$ such that

$$
\left|\frac{F(\theta+h)-F(\theta)}{h}\right| \leqslant n \quad \text { for } \quad|h| \leqslant 1 / n .
$$

Then $E=E_{1}+E_{2}+\ldots$. Fix $n$ and denote by $P$ a perfect subset of $E_{n}$. Theorem (5-3) will follow if we show that $\mu(\theta, F)<\infty$ almost everywhere in $P$.

Let $G(\theta)$ be the function which coincides with $F$ on $P$ and is linear in the closure of each interval contiguous to $P$. It is easy to see that $G$ satisfies a Lipschitz condition of order 1 , and in particular is the indefinite integral of a funotion in $L^{2}$. It follows that $\mu(\theta, G)<\infty$ almost everywhere.

[^37]Write $F=G+H$; hence $H=0$ in $P$. It is enough to show that $\mu(\theta, H)<\infty$ almost everywhere in $P$. Denote by $\chi(\theta)$ the distance of $\theta$ from $P$. For $\theta \in P$, we have by (5-4),

$$
|H(\theta+t)| \leqslant B \chi(\theta+t) \quad \text { for } \quad|t| \leqslant 1 / n,
$$

where $B$ is independent of $\theta$. Hence

$$
\begin{aligned}
\mu^{2}(\theta, H) & \leqslant \int_{0}^{\pi} t^{-3}\{|H(\theta+t)|+|H(\theta-t)|\}^{2} d t \\
& \leqslant 2 B^{2}\left\{\int_{0}^{1 / n} \frac{\chi^{2}(\theta+t)+\chi^{2}(\theta-t)}{t^{3}} d t\right\}+2 n^{3} \int_{0}^{2 \pi} H^{2}(\theta+t) d t .
\end{aligned}
$$

Since the first integral on the right is finite almost everywhere in $P$ (Chapter IV, ( $2 \cdot 1$ )), the same holds for $\mu(\theta, H)$ and the proof of (5.3) is completed.

The following theorem, which is an analogue of (3.5) and (3.19), is stated without proof:
(5.5) Theorem. If fis periodic and in $\mathrm{L}^{r}, \mathrm{l}<r<\infty$, and $F$ is the indefinite integral of $f$, then $\mu(\theta)=\mu(\theta, F)$ satisfies

$$
\begin{align*}
& \mathbb{R}_{r}[\mu] \leqslant A_{r} \mathbb{R}_{r}[f], \\
& \mathbb{R}_{r}[f] \leqslant B_{r} \mathbb{M}_{r}[\mu],
\end{align*}
$$

provided, in the case of (5•7), that the constant term of $S[f]$ is 0 .

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. Suppose that $f$ is periodic, of the class $\mathrm{L}^{2}$ and that the generalized derivative $f_{(k)}(x)$ (Chapter XI, § 1) exists at each point of a set $E$ :

$$
f(x+t)=\sum_{\nu=0}^{k-1} f_{(\nu)}(x) \frac{t \nu}{\nu!}+\omega_{k}(x, t) \frac{v}{k!},
$$

where $\omega_{k}(x, t) \rightarrow f_{(k)}(x)$ for each $x \in E$. Then tine integral

$$
\int_{0}^{\pi} \frac{\left[\omega_{k}(x, t)-\omega_{k}(x,-t)\right]^{2}}{t} d t
$$

is finite for almost all points of $E$.
[If $k=1$, this is ( $5 \cdot 3$ ); the proof for general $k$ follows a similar line.]
2. (i) If $f(z)$ is regular for $|z|<1$ and has a non-tangential limit in a set $E$ on $|z|=1$, then, for almost all $x \in E$,

$$
\text { (*) } \int_{0}^{r}\left|f^{\prime}\left(\rho \mathrm{e}^{(z)}\right)\right| d \rho=0\left\{\log ^{\dagger} \frac{1}{1-r}\right\} \quad(r \rightarrow 1) .
$$

(ii) The result is best possible, in the sense that given any function $\epsilon(r), 0<r<1$, positive and tending to 0 as $r \rightarrow 1$, there is an $f(z)$ having a non-tangential limit almost everywhere and such that for almost all $x$ the left-hand side of $\left(^{*}\right)$ is not $O\left(\epsilon(r) \log ^{t} 1 /(1-r)\right\}$.
[(i) The function $g$ of $\S 3$ exists almost everywhere in $E$. (ii) Consider $f(z)=\Sigma k^{-1} z^{n}:$ where the $n_{k}$ increase fast enough.]
3. Theorem (3.5) can be completed as follows. There are positive constants $\alpha, \beta$ such that for any $F(z)$ regular in $|z|<1$ and such that $|\mathscr{F} F(z)|<1$, we have

$$
\int_{0}^{2 \pi} \exp \{\alpha g(\theta, F)\} d \theta \leqslant \beta .
$$

## CHAPTER XV

## APPLICATIONS OF THE LITTLEWOOD-PALEY FUNCTION TO FOURIER SERIES

## 1. General remarks

In § 1 of Chapter XIII we proved that if

$$
n_{k+1} / n_{k}>q>1
$$

for all $k$, the partial sums of order $n_{k}$ of $S[f]$ converge almost everywhere, provided $f \in \mathrm{~L}^{2}$. One of the main results of this chapter is that the theorem holds for $f \in \mathrm{~L}^{\boldsymbol{p}}$, $p>1$. (It was observed in Chapter VIII, p. 308, that it fails for $p=1$.) The proof is now much less elementary than for $p=2$. It employs complex methods and in particular the function $g(\theta)$ introduced in § 3 of Chapter XIV.

It is easier to apply this function if we work not with general trigonometric series but with power series

$$
\sum_{\nu=0}^{\infty} c_{\nu} e^{i \nu \theta}
$$

in $e^{i \theta}$, or, what amounts to the same thing, with functions

$$
F(z)=\sum_{\nu=0}^{\infty} c_{\nu} z^{\nu}
$$

regular for $|z|<1$.
We shall also have to introduce various auxiliary functions related to $g(\theta)$ which give information about the behaviour of $\Sigma c_{\nu} e^{i n \theta}$.

Let

$$
n_{0}=0, \quad n_{1}=1<n_{2}<n_{2}<\ldots
$$

be a fixed sequence of indices satisfying one or both of the two conditions

$$
\text { (a) } n_{k+1} / n_{k}>\alpha>1, \quad \text { (b) } \quad n_{k+1} / n_{k}<\beta<\infty \quad(k=1,2, \ldots)
$$

and let

$$
\Delta_{0}=c_{0}, \quad \Delta_{k}(\theta)=\sum_{\nu=n_{k-1}+1}^{n_{k}} c_{\nu} e^{\omega_{\theta} \theta} \quad(k=1,2, \ldots)
$$

be blooks of successive terms of $\Sigma c_{\nu} e^{i r \theta}$, so that formally the series is

$$
\sum_{k=0}^{\infty} \Delta_{k}(\theta)
$$

The first auxiliary function we introduce is

$$
\begin{equation*}
\gamma(\theta)=\gamma(\theta, F)=\left(\sum_{0}^{\infty}\left|\Delta_{k}(\theta)\right|^{\mathbf{z}}\right)^{\frac{1}{2}} \tag{1.6}
\end{equation*}
$$

Denote by $t_{n}(\theta)$ and $\tau_{n}(\theta)$ the partial sums and the $(\mathrm{C}, 1)$ means of $\Sigma c_{\nu} e^{i n}$. We shall also consider the function

$$
\gamma_{1}(\theta)=\gamma_{1}(\theta, F)=\left(\sum_{k=1}^{\infty}\left|t_{n_{k}}(\theta)-\tau_{n_{k}}(\theta)\right|^{2}\right)^{\frac{1}{2}}=\left(\sum_{k=1}^{\infty} \frac{\left|t_{n_{k}}^{\prime}(\theta)\right|^{2}}{\left(n_{k}+1\right)^{2}}\right)^{\frac{1}{2}} .
$$

Both $\gamma$ and $\gamma_{1}$ depend on $\left\{n_{k}\right\}$. This does not apply to our third auxiliary function

$$
\gamma_{2}(\theta)=\gamma_{2}(\theta, F)=\left(\sum_{\nu=1}^{\infty} \frac{\left|t_{\nu}(\theta)-\tau_{\nu}(\theta)\right|^{2}}{\nu}\right)^{\frac{1}{2}}=\left(\sum_{\nu=1}^{\infty} \frac{\left|t_{\nu}^{\prime}(\theta)\right|^{2}}{\nu(\nu+1)^{2}}\right)^{t} .
$$

The significance of $\gamma_{1}$ is easy to grasp. For suppose that $\Sigma c_{\nu} e^{e n t}$ is an $S[f]$, where $f \in L, r \geqslant 1$. Then $\tau_{n} \rightarrow f$ almost everywhere. If $\gamma_{1}(\theta)$ is finite almost everywhere, we have $t_{n_{t}}(\theta)-\tau_{n_{t}}(\theta) \rightarrow 0$, and so also

$$
t_{n_{k}}(\theta) \rightarrow f(\theta),
$$

almost everywhere.
To obtain another application, suppose that $\Sigma c_{v} e^{100}$ is in $L$, where $r>1$, and that also $\gamma_{1}(\theta)$ is in $L$. Since the $\tau_{n}(\theta)$ are all majorized by a funotion in $L^{r}$ ( $\theta \theta \theta$ Chapter IV, ( $7 \cdot 8$ )), the same holds for the $t_{\boldsymbol{m}_{t}}(\theta)$, as we see from the inequalities

$$
\left|t_{n_{k}}\right| \leqslant\left|\tau_{n_{k}}\right|+\left|t_{n_{k}}-\tau_{n_{k}}\right| \leqslant\left|\tau_{n_{k}}\right|+\gamma_{1} .
$$

The function $\gamma_{\mathbf{z}}$ was already considered in Chapter XIII, Lemma (7.9).
It is not immediately obvious why the indices $\left\{n_{k}\right\}$ in (1.6) and (1.7) should be subjected to either of the conditions (1-3). This will appear from later considerations. Here we call attention to a purely heuristic argument which makes at least plausible a connexion of, say, the function $\gamma(\theta)$ with

$$
g(\theta)=\left\{\int_{0}^{1}(1-\rho)\left|F^{\prime \prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{\ddagger},
$$

and so also with the function $s(\theta)$ defined in Chapter XIV, $\S 2$.
The starting-point is the observation that in certain cases the behaviour of the $n$th partial sum $s_{n}$ of an infinite series $\Sigma u_{p}$ is not unlike the behaviour of the power series

$$
F(r)=\Sigma u_{r} r^{r}
$$

for $r=r_{r f}=1-1 / n$. (Compare, for example, the proof of Tauber's theorem in Chapter III. Though other instances of a similar nature can be quoted, it does not seem possible to cover them by any precise theorem; we merely state a principle which may be a helpful guide.) This, in turn, leads us to compare a block $8_{m}-8_{n}$ of sucoessive terms of $\Sigma u_{\nu}$ with $F\left(r_{m}\right)-F\left(r_{n}\right)=\int_{r_{n}}^{r_{m}} F^{\prime}(\rho) d \rho$. If we apply the ides to the series $\Sigma c_{\nu} e^{\text {ine }}$ and suppose for simplicity that $n_{k}=2^{k}$, we are led to expect that the function $\gamma^{2}(\theta)$ is, in some sense, majorized by
so that $\gamma$ is majorized by $g$.

$$
\begin{aligned}
\sum_{k}\left|\int_{r_{1} k^{k}}^{r_{2} k+1} \frac{d}{d \rho} F\left(\rho e^{i \theta}\right) d \rho\right|^{2} & \leqslant \sum_{k}\left(r_{k^{k+1}}-r_{2^{k}}\right) \int_{r_{2} k}^{r_{2} k+1}\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho \\
& =\sum_{k}\left(1-r_{2^{k}+1}\right) \int_{r_{2}}^{r_{2} k+1}\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho \\
& \leqslant \sum_{k} \int_{r_{2}^{k}}^{r_{2}^{k+1}}(1-\rho)\left|F^{\prime \prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho \leqslant g^{2}(\theta)
\end{aligned}
$$

We shall see that this is actually true, though the proof is far from simple and bears little resemblance to the heuristic argument.

The next three sections will be devoted to the case when $\Sigma c_{\nu} e^{i v \theta}$ is an $S[f]$ with $f \in \mathrm{~L}^{r}$, $1<r<\infty$. This case yields the most complete and clear-cut results; the extreme cases $r=1$ and $r=\infty$ will be discussed later.

By $A_{\alpha}, A_{\alpha, \beta}$, etc. (occasionally by $A_{\alpha}^{\prime}, B_{\alpha, \beta}$, etc.) we mean constants, not necessarily always the same, depending exclusively (except when otherwise stated) on the parameters shown as subscripts. By $A$ (without subscript) we denote an absolute constant.

## 2. Functions in $L^{r}, 1<r<\infty$

The main result of this and the next two sections is:
(2-1) Theorem. Let $1<r<\infty$. Suppose that

$$
\begin{equation*}
F(z)=\sum_{0}^{\infty} c_{\nu} z^{\nu} \tag{2.2}
\end{equation*}
$$

is regular for $|z|<1$, and that

$$
\begin{equation*}
\sum_{0}^{\infty} c_{\nu} e^{i \nu \theta} \tag{2.3}
\end{equation*}
$$

is the Fourier series of

$$
f(\theta)=F\left(e^{i \theta}\right)=\lim _{\rho \rightarrow 1} F\left(\rho e^{i \theta}\right)
$$

Then (cf. (1-3))

$$
\begin{align*}
& \mathbb{M}_{r}[\gamma] \leqslant A_{\alpha, r} \mathbb{M}_{r}[f],  \tag{2.4}\\
& \mathbb{R}_{r}\left[\gamma_{1}\right] \leqslant A_{\alpha, r} \mathbb{M}_{r}[f], \\
& \mathbb{M}_{r}\left[\gamma_{2}\right] \leqslant A_{r} \mathbb{M}_{r}[f] .
\end{align*}
$$

We also have opposite inequalities

$$
\begin{align*}
& \mathfrak{M}_{r}[\gamma] \geqslant A_{\alpha, r} \mathbb{M}_{r}[f],  \tag{2.7}\\
& \mathfrak{M}_{r}\left[\gamma_{1}\right] \geqslant A_{\beta, r} \mathbb{M}_{r}[f],  \tag{2.8}\\
& \mathbb{M}_{r}\left[\gamma_{2}\right] \geqslant A_{r} \mathbb{R}_{r}[f], \tag{2.9}
\end{align*}
$$

provided we supposet in the case of (2.8) and (2.9) that $c_{0}=F(0)=0$.
Remark. The last three inequalities are understood to mean that if any one of the functions $\gamma, \gamma_{1}, \gamma_{2}$ is in $L^{r}$, then $\Sigma c_{\nu} e^{i v \theta}$ is an $S[f]$, where $f(\theta)=\lim F\left(\rho e^{i \theta}\right)$ satisfies the corresponding inequality.

In this section we prove (2.5), (2.6), and also (2.4) in a somewhat weaker form (with $A_{\alpha, \beta, r}$ for $A_{\alpha, r}$ ). We need a number of lemmas.
(2-10) Lemma. Suppose that $\mathfrak{S}$ is a linear subspace of functions $\phi(x)$ in $L(a, b)$, $1 \leqslant r<\infty$, and

$$
\psi=T \phi \quad\left(\psi=\psi(y), a^{\prime} \leqslant y \leqslant b^{\prime}\right)
$$

an additive operation defined for $\phi \in \subseteq$ and satisfying the conditions
(i) if $\phi$ is real-valued so is $\psi$;
(ii) $\mathscr{M}_{r}[\psi] \leqslant M M_{r}[\phi]$, with $M$ independent of $\phi$.

Let $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$ be a set of functions in $\mathfrak{S}$, and write $\psi_{j}=T \phi_{j}$,

$$
\Phi=\left(\Sigma\left|\phi_{j}\right|^{2}\right)^{\frac{1}{2}}, \quad \Psi=\left(\Sigma\left|\psi_{j}\right|^{2}\right)^{\frac{1}{2}}
$$

[^38]Then

$$
\mathfrak{R}_{r}[\Psi] \leqslant M \mathbb{R}_{r}[\Phi],
$$

with the same $M$ as in (ii).
Suppose first that the $\phi_{1}$ are real-valued. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be a fixed set of direction angles in $n$-dimensional Euclidean space. Then ( $\cos \alpha_{1}, \ldots, \cos \alpha_{n}$ ) is a point of the $n$-dimensional unit sphere $\Sigma$. If $\phi=\Sigma \phi_{j} \cos \alpha_{j}, \psi=\Sigma \psi_{j} \cos \alpha_{j}$, then $\psi=T \phi$ and, by (ii),

$$
\int_{a^{\prime}}^{b^{\prime}}\left|\Sigma \psi_{j} \cos \alpha_{j}\right|^{r} d y \leqslant M^{r} \int_{a}^{b}\left|\Sigma \phi_{j} \cos \alpha_{j}\right|^{r} d x
$$

The integrand on the right is $|\Phi(x) \cos \delta|^{r}, \delta$ denoting the angle between the vectors $\left(\phi_{1}, \ldots, \phi_{n}\right)$ and $\left(\cos \alpha_{1}, \ldots, \cos \alpha_{n}\right)$. Similarly, the integrand on the left is $\mid \Psi(y) \cos \delta^{\prime}{ }^{\prime}{ }^{r}$, $\delta^{\prime}$ being the angle between ( $\psi_{1}, \ldots, \psi_{n}$ ) and $\left(\cos \alpha_{1}, \ldots, \cos \alpha_{n}\right)$. We now integrate (2-12) over $\Sigma$, interchange the order of integration on each side and observe that $\int_{\Sigma}|\cos \delta|^{r} d \sigma$ is independent of $x$ and equal to $\int_{\Sigma}\left|\cos \delta^{\prime}\right|^{r} d \sigma$, which similarly is independent of $y$; cancelling this factor on both sides of the inequality we arrive at (2.11).

If the $\phi_{j}=\phi_{j}^{\prime}+i \phi_{j}^{\prime \prime}$ are complex-valued, then $\psi_{j}=\psi_{j}^{\prime}+i \psi_{j}^{\prime \prime}$, where $\psi_{j}^{\prime}=T \phi_{j}^{\prime}, \psi_{j}^{\prime \prime}=T \phi_{j}^{\prime \prime}$, and the equations

$$
\left|\phi_{j}\right|^{2}=\phi_{j}^{\prime 2}+\phi_{j}^{\prime 2}, \quad\left|\psi_{j}\right|^{2}=\psi_{j}^{\prime 2}+\psi_{j}^{\prime \prime 2}
$$

reduce this case to the previous one, with $n$ replaced by $2 n$.
Making $n \rightarrow \infty$ we see that (2-11) holds in the case when $\left\{\phi_{j}\right\}$ is an infinite set.
(2-13) Lemma. Let $f_{1}, f_{2}, \ldots, f_{N}$ be periodic, complex-valued and of class $\mathrm{V}, 1<r<\infty$. Let $f_{j}$ be the conjugate of $f_{j}$ and write

$$
\begin{gather*}
\Phi=\left(\Sigma\left|f_{j}\right|^{2}\right)^{\frac{1}{2}}, \quad \Psi=\left(\Sigma\left|f_{j}\right|^{2}\right)^{\frac{1}{2}} \\
\mathbb{D}_{r}[\Psi] \leqslant A_{r} \mathscr{M}[\Phi] .
\end{gather*}
$$

Then
This follows from (2-10) and the inequality $\mathscr{D P}_{r}[f] \leqslant A_{r} 9 \mathbb{R}_{r}[f]$ (see Chapter VII, (2-4)).
(2-15) Lemma. Let $f_{1}, f_{2}, \ldots, f_{N}$ be periodic and in $L, 1<r<\infty$. Let $s_{n, k}$ be the $k$-th partial sum of $S\left[f_{n}\right]$, and $k=k_{n}$ a function of $n$. Then

$$
\int_{0}^{2 \pi}\left(\sum_{n=1}^{N}\left|s_{n, k_{n}}\right|^{2}\right)^{\frac{1 r}{}} d \theta \leqslant A_{r}^{r} \int_{0}^{2 \pi}\left(\sum_{n=1}^{N}\left|f_{n}\right|^{2}\right)^{\frac{t r}{r}} d \theta
$$

Let $g_{n, k}$ and $h_{n, k}$ denote respectively $f_{n} \cos k \theta$ and $f_{n} \sin k \theta$. Then (compare Chapter VII, (6-2)) $\quad \boldsymbol{s}_{n, k}(\theta)=\tilde{g}_{n, k}(\theta) \sin k \theta-\hbar_{n, k}(\theta) \cos k \theta+\alpha_{n, k}(\theta)$,
where

$$
\alpha_{n . k}(\theta)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f_{n}(t) \cos k(t-\theta) d t
$$

Denote the functions $g_{n, k_{n}}, h_{n, k_{n}}, \alpha_{n, k_{n}}$ by $g_{n}, h_{n}, \alpha_{n}$, and let $I$ be the integral on the left of (2.16). We have, successively,

$$
\begin{gather*}
\left|s_{n, k_{n}}\right| \leqslant\left|\tilde{g}_{n}\right|+\left|\tilde{h}_{n}\right|+\left|\alpha_{n}\right|, \\
\left(\Sigma\left|s_{n, k_{n}}\right|^{2}\right)^{\frac{1}{2}} \leqslant\left(\Sigma\left|\tilde{g}_{n}\right|^{2}\right)^{\frac{1}{2}}+\left(\Sigma\left|\hbar_{n}\right|^{2}\right)^{\frac{1}{2}}+\left(\Sigma\left|\alpha_{n}\right|^{2}\right)^{\frac{1}{2}}, \\
\left.I \leqslant 3^{r-1} \left\lvert\, \int_{0}^{2 \pi}\left(\Sigma\left|\tilde{g}_{n}\right|^{2}\right)^{\frac{1}{2} r} d \theta+\int_{0}^{9 \pi}\left(\Sigma\left|\tilde{h}_{n}\right|^{2}\right)^{\frac{1}{2} r} d \theta+\int_{0}^{8 \pi}\left(\Sigma\left|\alpha_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta\right.\right\} .
\end{gather*}
$$

From (2-14) we have

$$
\int_{0}^{2 \pi}\left(\Sigma\left|\tilde{g}_{n}\right|^{2}\right)^{\frac{t r}{}} d \theta \leqslant A_{r}^{r} \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}\right|^{2}\right)^{t r} d \theta
$$

and the same inequality holds for the $h_{n}$. Since

$$
\left|\alpha_{n}(\theta)\right|^{2} \leqslant\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f_{n}(t)\right| d t\right)^{2},
$$

we have

$$
\left(\Sigma\left|\alpha_{n}(\theta)\right|^{8}\right)^{t} \leqslant \frac{1}{2 \pi}\left\{\Sigma\left(\int_{0}^{2 \pi}\left|f_{n}\right| d t\right)^{2}\right\}^{t} \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} d t
$$

by Minkowski's inequality, so that

$$
\int_{0}^{2 \pi}\left(\Sigma\left|\alpha_{n}(\theta)\right|^{2}\right)^{\frac{1}{2} r} d \theta \leqslant \int_{0}^{8 \pi}\left(\Sigma\left|f_{n}(\theta)\right|^{2}\right)^{\frac{1}{2} r} d \theta
$$

Collecting estimates, we obtain from (2-17)

$$
I \leqslant 3^{r-1}\left(2 A_{r}^{r}+1\right) \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}(\theta)\right|^{2}\right)^{1 r} d \theta \leqslant A_{r}^{r} \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}(\theta)\right|^{2}\right)^{1 r} d \theta
$$

and (2.16) is proved.
For any periodic $f$ we denote by $f(\rho, \theta)$ the Poisson integral of $f$.
(2-20) Lemma. Let $f_{1}, f_{3}, \ldots, f_{N}$ be periodic and in $L, 1<r<\infty$. Let $k=k_{n}$ and $\rho=\rho_{n}$, $0 \leqslant \rho_{n}<1$, be functions of $n$. Then

$$
\int_{0}^{2 \pi}\left(\sum_{n=1}^{N}\left|s_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}\right)^{t r} d \theta \leqslant A_{r}^{r} \int_{0}^{9 n}\left(\sum_{n=1}^{N}\left|f_{n}(\theta)\right|^{2}\right)^{t r} d \theta
$$

Summing by parts and applying Jensen's inequality we have

$$
\begin{aligned}
\left|s_{n, k}\left(\rho_{n}, \theta\right)\right|^{2} & =\left|\left(1-\rho_{n}\right)_{\nu=0}^{k-1} s_{n, \nu}(\theta) \rho_{n}^{\nu}+s_{n, k}(\theta) \rho_{n}^{k}\right|^{2} \\
& \leqslant\left(1-\rho_{n}\right) \sum_{v=0}^{k-1}\left|s_{n, \nu}(\theta)\right|^{2} \rho_{n}^{v}+\left|s_{n, k}(\theta)\right|^{2} \rho_{n}^{k}
\end{aligned}
$$

Let $I$ be the left-hand side of (2-21). Then

$$
\begin{aligned}
I & \leqslant \int_{0}^{9 \pi}\left\{\sum_{n=1}^{N} \sum_{\nu=0}^{k_{n}-1}\left(1-\rho_{n}\right)\left|s_{n, \nu}(\theta)\right|^{2} \rho_{n}^{\nu}+\sum_{n=1}^{N}\left|s_{n, k_{n}}(\theta)\right|^{2} \rho_{n}^{k_{n}}\right\}^{t_{r} r} d \theta \\
& \leqslant A_{r}^{r} \int_{0}^{2 \pi}\left\{\sum_{n=1}^{N} \sum_{\nu=0}^{k_{n}-1}\left(1-\rho_{n}\right)\left|f_{n}(\theta)\right|^{2} \rho_{n}^{\nu}+\sum_{n=1}^{N}\left|f_{n}(\theta)\right|^{2} \rho_{n}^{k_{n}}\right\}^{t r} d \theta \\
& =A_{r}^{r} \int_{0}^{9 \pi}\left(\sum_{n=1}^{N}\left|f_{n}(\theta)\right|^{2}\right)^{t r} d \theta,
\end{aligned}
$$

by Lemma (2.15), and (2.21) is established.
(2-22) Lemma. Let $0 \leqslant \rho_{n}<1$ for $n=1,2, \ldots, N$, and let $\delta_{n}$ denote any subinterval of $\left(\rho_{n}, 1\right)$. Then, under the hypotheses of Lemma (2.20),

$$
\int_{0}^{2_{n}}\left(\sum_{n=1}^{N}\left|s_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}\right)^{t r} d \theta \leqslant A_{r}^{r} \int_{0}^{8 \pi}\left(\left.\sum_{n=1}^{N}\left|\frac{1}{\left|\delta_{n}\right|} \int_{\delta_{n}}\right| f_{n}(\rho, \theta)\right|^{2} d \rho\right)^{t r} d \theta
$$

where the constant $A_{r}$ is the same as in (2.21).

We may suppose without loss of generality that no $\delta_{n}$ contains the point $\rho=1$. If $\rho_{n}^{\prime}$ is any number between $\rho_{n}$ and $1,(2 \cdot 21)$ gives

$$
\int_{0}^{2 \pi}\left(\sum_{n=1}^{N}\left|8_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}\right)^{t r} d \theta \leqslant A_{r}^{r} \int_{0}^{2 \pi}\left(\sum_{n=1}^{N}\left|f\left(\rho_{n}^{\prime}, \theta\right)\right|^{2}\right)^{t r} d \theta .
$$

We split each interval $\delta_{n}$ into $m$ equal parts and denote by $\rho_{n}^{(1)}$, where $i=1,2, \ldots, m$, the left-hand ends of the subintervals of $\delta_{n}$ thus obtained. The last inequality holds if we replace each term $\left|s_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}$ on the left by $m$ terms equal to $m^{-1}\left|s_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}$, and simultaneously replace the term $\left|f\left(\rho_{n}^{\prime}, \theta\right)\right|^{2}$ on the right by $m^{-1} \sum_{i=1}^{m}\left|f_{n}\left(\rho_{n}^{(i)}, \theta\right)\right|^{2}$. Making $m \rightarrow \infty$, we obtain (2-23).

We now pass to the proof of the inequalities (2.4), (2.5) and (2.6). It is enough to prove them with

$$
g(\theta)=\left\{\int_{0}^{1}(1-\rho)\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{\frac{1}{t}}
$$

instead of $f(\theta)=\lim F\left(\rho e^{i \theta}\right)$ on the right. The conclusion then follows from the basic inequality

$$
\begin{equation*}
\mathbb{M}_{r}[g] \leqslant A_{r} \mathbb{M}[f] \tag{2.24}
\end{equation*}
$$

established in Chapter XIV, § 3. Of the chain of lemmas proved in this section we need only the last, namely (2-22).

We begin with (2.6). Our starting point is the formula

$$
t_{n}(\theta)-\tau_{n}(\theta)=-i \frac{t_{n}^{\prime}(\theta)}{n+1}=-\frac{i}{n+1} \sum_{\nu=0}^{n} i \nu c_{\nu} e^{i \nu \theta} \rho^{\nu} . \rho^{-\nu} .
$$

Summing by parts we have

$$
t_{n}^{\prime}(\theta)=\rho^{-n} t_{n}^{\prime}(\rho, \theta)-(1-\rho)_{\nu=0}^{n-1} \rho^{\rightarrow-1} t_{\nu}^{\prime}(\rho, \theta)
$$

for $0<\rho<1$, the dash denoting differentiation with respect to $\theta$. Hence

$$
\begin{align*}
\left|t_{n}^{\prime}(\theta)\right|^{2} & \leqslant 2\left\{\rho^{-2 n}\left|t_{n}^{\prime}(\rho, \theta)\right|^{2}+(1-\rho)^{2}\left(\sum_{\nu=0}^{n-1} \rho^{\rightarrow-1} \mid t_{\nu}^{\prime}(\rho, \theta \mid)^{2}\right\}\right. \\
& \leqslant 2\left\{\rho^{-2 n}\left|t_{n}^{\prime}(\rho, \theta)\right|^{2}+\frac{1-\rho}{\rho^{n}} \cdot \sum_{\nu=0}^{n-1} \rho^{\rightarrow-1}\left|t_{\nu}^{\prime}(\rho, \theta)\right|^{2}\right\} .
\end{align*}
$$

Let

$$
\begin{equation*}
\rho=\rho_{n}=1-\frac{1}{n+1}, \quad \delta_{n}=\left(\rho_{n}, \rho_{n+1}\right) \tag{2.27}
\end{equation*}
$$

Then $\rho_{n}^{\prime}>e^{-1}$ for $0 \leqslant \nu \leqslant n$. Using (1-8) and applying Lemma (2-22) we have

$$
\begin{align*}
& \mathfrak{M r}\left[\gamma_{2}\right] \leqslant 2^{\operatorname{tr}} \int_{0}^{2 \pi}\left\{\sum_{n=1}^{\infty}\left|t_{n}^{\prime}\left(\rho_{n}, \theta\right)\right|^{2} \rho_{n}^{2 n}+\sum_{n=1}^{\infty} \frac{1-\rho_{n}}{n^{3} \rho_{n}^{n}} \sum_{n=0}^{n-1} \rho_{n}^{-\nu-1}\left|t_{\nu}^{\prime}\left(\rho_{n}, \theta\right)\right|^{2}\right\}^{t r} d \theta \\
& \leqslant 2 \operatorname{tr} e^{r} A_{r}^{r} \int_{0}^{2 \pi}\left\{\sum_{n=1}^{\infty} \frac{1}{n^{3}\left|\delta_{n}\right|} \int_{\delta_{n}}\left|\frac{d}{d \theta} F\left(\rho e^{i \theta}\right)\right|^{2} d \rho+\sum_{n=1}^{\infty} \frac{1}{n^{4}} \sum_{\nu=0}^{n-1} \frac{1}{\left|\delta_{n}\right|} \int_{\delta_{n}}\left|\frac{d}{d \theta} F\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{\frac{1}{2} r} d \theta \\
& \leqslant\left(2^{\frac{1}{2}} e A_{r}\right)^{r} \int_{0}^{2 \pi}\left\{\sum_{n=1}^{\infty} \frac{2(n+1)(n+2)}{n^{3}} \int_{\delta_{n}}\left|F^{\prime \prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{t^{2 r}} d \theta \\
& \leqslant\left(2^{\frac{1}{e}} e A_{r}\right)^{r} \int_{0}^{2 \pi}\left\{\sum_{n=1}^{\infty} \frac{2(n+1)(n+2)^{2}}{n^{3}} \int_{\delta_{n}}(1-\rho)\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{t r} d \theta \\
& \leqslant\left(10 e A_{r}\right)^{r} \int_{0}^{9 \pi} g^{r}(\theta) d \theta \text {. } \tag{2-28}
\end{align*}
$$

It follows that $\quad \mathbb{R}_{\Gamma}\left[\gamma_{2}\right] \leqslant A_{r} \mathbb{R}_{\Gamma}[g]$,
and (2.6) is established (see (2.24)).
It is worth noting that in the definition (2.27) of $\rho_{n}$ we applied the principle used in the heuristic argument of $\S 1$.

We pass to the proof of (2.5), which is largely similar to that of (2.6). Suppose that $\left\{n_{k}\right\}$ satisfies the condition (1-3)(a). Observing that

$$
\frac{n_{k+1}+1}{n_{k}+1} \geqslant \frac{\alpha n_{k}+1}{n_{k}+1} \geqslant \frac{1}{2}(\alpha+1)=\alpha^{\prime}>1
$$

for $k=1,2, \ldots$, we set

$$
\begin{equation*}
\rho_{k}=1-\frac{1}{n_{k}+1}, \quad \delta_{k}=\left(\rho_{k}, 1-\frac{1}{\alpha^{\prime}\left(n_{k}+1\right)}\right) . \tag{2.29}
\end{equation*}
$$

No two $\delta_{k}$ overlap. If we replace $n$ by $n_{k}$ in (2.26), we have

$$
\begin{aligned}
\operatorname{PR}_{r}^{r}\left[\gamma_{1}\right] & \leqslant 2^{t r} e^{r} \int_{0}^{2 \pi}\left\{\sum_{k=1}^{\infty}\left[n_{k}^{-2}\left|t_{n_{k}^{\prime}}^{\prime}\left(\rho_{k}, \theta\right)\right|^{2}+n_{k}^{-2} \sum_{v=0}^{n_{k}-1}\left|t_{\nu}^{\prime}\left(\rho_{k}, \theta\right)\right|^{2}\right]\right\}^{t r} d \theta \\
& \leqslant 2^{t r} e^{r} A_{r}^{r} \int_{0}^{2 \pi}\left\{2 \sum_{k=1}^{\infty} n_{k}^{-2} \frac{1}{\left|\delta_{k}\right|} \int_{d_{k}}\left|\frac{d}{d \theta} F\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{t r} d \theta \\
& \leqslant\left(2 e A_{r}\right)^{r} \int_{0}^{2 \pi}\left\{\frac{\alpha^{\prime 2}}{\alpha^{\prime}-1} \sum_{k=1}^{\infty}\left(\frac{n_{k}+1}{n_{k}}\right)^{2} \int_{d_{k}}(1-\rho)\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{t r} d \theta .
\end{aligned}
$$

whence

$$
\mathscr{R}_{r}\left[\gamma_{1}\right] \leqslant \frac{4 \alpha^{\prime} e A_{r}}{\left(\alpha^{\prime}-1\right)^{\frac{1}{2}}}\left\{\int_{0}^{2 \pi} g^{\prime}(\theta) d \theta\right\}^{1 / r},
$$

where $\alpha^{\prime}=\frac{1}{8}(1+\alpha)$, and (2.5) follows by an application of (2.24).
We now pass to the proof of (2.4) in which we temporarily require that $\left\{n_{k}\right\}$ satisfies both conditions (1-3). For $0 \leqslant m<n$, summing by parts, we have

$$
\begin{aligned}
i \sum_{m+1}^{n} c_{\nu} e^{i v} & =\sum_{m+1}^{n} i v c_{\nu} e^{i v e} \frac{1}{\nu} \\
& =-\frac{t_{m}^{\prime}}{m+1}+\frac{t_{n}^{\prime}}{n+1}+\sum_{m+1}^{n} \frac{t_{\eta}^{\prime}}{\nu(\nu+1)}
\end{aligned}
$$

Hence, with $m=n_{k-1}, n=n_{k}$ ( $\mathbf{6 0 e}(1 \cdot 4)$ )

$$
\left|\Delta_{k}\right|^{2} \leqslant 3\left\{\left|\frac{t_{n k-1}^{\prime}}{n_{k-1}+1}\right|^{2}+\left|\frac{t_{n k}^{\prime}}{n_{k}+1}\right|^{2}+\left|\sum_{n_{k-2}+1}^{n_{k}} \frac{t_{\nu}^{\prime}}{\nu(\nu+1)}\right|^{2}\right\}
$$

Since $g(\theta)$ is independent of $c_{0}$, and

$$
\begin{equation*}
9 R_{r}\left[\Delta_{0}\right]=(2 \pi)^{1 / r}\left|c_{0}\right| \leqslant(2 \pi)^{1 / r} \frac{1}{2 \pi} \int_{0}^{9 \pi}|f| d \theta \leqslant 9 R_{r}[f] \tag{2.31}
\end{equation*}
$$

it is enough to prove (2-4) under the hypothesis $F(0)=0$.
From (2.30) and the equation $\left|t_{\nu}^{\prime}\right| /(\nu+1)=\left|t_{\nu}-\tau_{\nu}\right|$ we deduce

$$
\begin{aligned}
\gamma^{2}=\sum_{1}^{\infty}\left|\Delta_{k}\right|^{2} & \leqslant 6 \gamma_{1}^{2}+3 \sum_{k=1}^{\infty}\left|\sum_{n k-1+1}^{n_{k}} \frac{t_{v}^{\prime}}{\nu(\nu+1)}\right|^{2} \\
& =6 \gamma_{1}^{2}+3 \gamma_{3}^{2},
\end{aligned}
$$

say, where $\gamma_{3} \geqslant 0$; and it remains to show that

$$
\begin{equation*}
\mathfrak{M}_{r}\left[\gamma_{3}\right] \leqslant A_{\alpha, \beta, r} M_{M_{r}}[f] . \tag{2.32}
\end{equation*}
$$

Now $\left|\sum_{n_{k-1}+1}^{n_{k}} \frac{t_{\nu}^{\prime}}{\nu(\nu+1)}\right|^{2} \leqslant \frac{1}{\left(n_{k-1}+1\right)^{4}}\left(\sum_{n_{k-1}+1}^{n_{k}}\left|t_{\nu}^{\prime}\right|\right)^{2} \leqslant \frac{n_{k}}{\left(n_{k-1}+1\right)^{4}} \sum_{n_{k-1}+1}^{n_{k}}\left|t_{\nu}^{\prime}\right|^{2}$

$$
\leqslant \sum_{n_{k n_{k-1}+1}^{3}}^{\beta^{4}} \sum_{\nu}^{n_{k}}\left|t_{\nu}^{\prime}\right|^{2} .
$$

By (2.26) with $\nu$ for $n, \mu$ for $\nu$, and $\rho_{k}$ for $\rho$, where $\rho_{k}=1-\left(n_{k}+1\right)^{-1}$, we obtain

$$
\begin{aligned}
\mathfrak{M}_{r}^{r}\left[\gamma_{3}\right] & \leqslant \beta^{2 r} \int_{0}^{2 \pi}\left\{\sum_{k=1}^{\infty} \frac{1}{n_{k}^{3}} \sum_{n_{k-1}+1}^{n_{k}}\left|t_{\nu}^{\prime}(\theta)\right|^{2}\right\}^{\frac{1 r}{r}} d \theta \\
& \leqslant 2^{\frac{1}{r} \beta^{2 r} e^{r} \int_{0}^{8 \pi}\left\{\sum_{k=1}^{\infty} \frac{1}{n_{k}^{3}}\left[\sum_{v=n_{k-1}+1}^{n_{k}}\left(\left|t_{\nu}^{\prime}\left(\rho_{k}, \theta\right)\right|^{2}+\frac{1}{n_{k}} \sum_{k \rightarrow 0}^{v-1}\left|t_{\mu}^{\prime}\left(\rho_{k}, \theta\right)\right|^{2}\right)\right]\right\}^{\frac{1}{2}} d \theta} .
\end{aligned}
$$

By Lemma (2-22) the last inequality holds if we replace each $\left|t_{\mu}^{\prime}\right|^{2}$ on the right by $\left|\delta_{k}\right|^{-1} \int_{\delta_{k}}\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho$, provided we simultaneously multiply the right-hand side by $A_{r}^{r}$. A computation analogous to the one used in estimating $\mathbb{M}_{r}^{r}\left[\gamma_{1}\right]$ gives

$$
\begin{aligned}
& \mathfrak{M}_{r}^{r}\left[\gamma_{3}\right] \leqslant\left(2 \beta^{2} e A_{r}\right)^{r} \int_{0}^{9 \pi}\left\{\sum_{k=1}^{\infty} \frac{1}{n_{k}^{2}} \frac{1}{\left|\delta_{k}\right|} \int_{\delta_{k}}\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{\frac{1 r}{}} d \theta, \\
& 9 \mathcal{M}_{r}\left[\gamma_{3}\right] \leqslant \frac{4 \beta^{2} e \alpha^{\prime} A_{r}}{\left(\alpha^{\prime}-1\right)^{\frac{1}{2}}} \mathscr{M}_{r}[g],
\end{aligned}
$$

where $\alpha^{\prime}=\frac{1}{2}(1+\alpha)$, and (2-32) follows by an application of (2.24). This completes the proof of (2.4) with $A_{\alpha, \beta, r}$ for $A_{\alpha, r}$ (that the constant is actually independent of $\beta$ will be shown in §4 below).

## 3. Functions in $L^{r}, 1<r<\infty$ (cont.)

We now prove the inequalities (2.8) and (2.9), beginning with the latter.
(3-1) Lemma. For each 0,

$$
g(\theta) \leqslant A \gamma_{2}(\theta)
$$

We have $\quad\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|=\left|\sum_{1}^{\infty} \nu c_{\nu} \rho^{\nu-1} e^{i \nu \theta}\right|=(1-\rho)\left|\sum_{1}^{\infty} t_{\nu}^{\prime} \rho^{\nu-1}\right|$,
where $t_{\nu}^{\prime}=t_{\nu}^{\prime}(\theta)$. If $\rho_{n}=1-1 / n$ we can write

$$
\begin{aligned}
g^{2}(\theta) & =\sum_{n=1}^{\infty} \int_{\rho_{n}}^{\rho_{n+1}}(1-\rho)\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho \\
& \leqslant \sum_{n=1}^{\infty} n^{-3}\left\{\left(1-\rho_{n}\right) \sum_{1}^{\infty}\left|t_{\nu}^{\prime}\right| \rho_{n+1}^{\nu-1}\right\}^{2} \\
& \leqslant 2 \sum_{n=1}^{\infty} n^{-5}\left(\sum_{\nu-1}^{n}\left|t_{v}^{\prime}\right| \rho_{n+1}^{\nu-1}\right)^{2}+2 \sum_{n=1}^{\infty} n^{-s}\left(\sum_{v-n+1}^{\infty}\left|t_{\nu}^{\prime}\right| \rho_{n+1}^{\nu-1}\right)^{2} \\
& =P+Q,
\end{aligned}
$$

say. From the estimates

$$
\begin{aligned}
& P \leqslant 2 \sum_{n=1}^{\infty} n^{-5}\left(\sum_{\nu=1}^{n}\left|t_{\nu}^{\prime}\right|^{2}\right)\left(\sum_{\nu=1}^{n} 1^{2}\right)=2 \sum_{\nu=1}^{\infty}\left|t_{\nu}^{\prime}\right|^{2} \sum_{n=\nu}^{\infty} n^{-c} \\
& \leqslant A \sum_{\nu=1}^{\infty}\left|t_{\nu}^{\prime}\right|^{2} \nu^{-3}, \\
& Q \leqslant 2 \sum_{n=1}^{\infty} n^{-\sigma}\left(\sum_{\nu-n+1}^{\infty}\left|t_{\nu}^{\prime}\right|^{2} \nu^{-4}\right)\left(\sum_{\nu=n+1}^{\infty} \nu^{n} \rho_{n+1}^{\left(\nu_{\nu}-1\right)}\right) \\
& \leqslant 2 \sum_{n=1}^{\infty} n^{-0}\left(\sum_{\nu-n+1}^{\infty}\left|t_{\nu}^{\prime}\right|^{2} \nu^{-1}\right)\left(\sum_{\nu=1}^{\infty} \nu^{6} \rho_{n+1}^{2(\nu+1)}\right) \\
& \leqslant A \sum_{n=1}^{\infty} n^{-\sigma}\left(1-\rho_{n+1}\right)^{-6} \sum_{\nu=n}^{\infty}\left|t_{\nu}^{\prime}\right|^{2} \nu^{-4}=A \sum_{\nu=1}^{\infty}\left|t_{\nu}^{\prime}\right|^{2} \nu^{-3} \text {, } \\
& g^{2}(\theta) \quad P+Q \leqslant A \sum_{\nu=1}^{\infty}\left|t_{\nu}^{\prime}\right|^{2} \nu^{3} \leqslant A \gamma_{\mathbf{2}}^{2}(\theta),
\end{aligned}
$$

we deduce
and the lemma is established.
The inequality (2.9) follows from (3.2) and from the basic inequality

$$
\mathbb{M}_{r}\left[F\left(\rho e^{i \theta}\right)\right] \leqslant A_{r} \mathbb{M}_{r}[g] \quad(F(0)=0)
$$

(Chapter XIV, (3.19)).
The inequality (2.8) is a simple consequence of (2.9) and Lemma (2.15) (with $N=\infty$ ):

$$
\begin{aligned}
& \mathbb{M}_{r}^{r}\left[\gamma_{2}\right]=\int_{0}^{2 \pi}\left\{\sum_{k=1}^{\infty} \sum_{\nu=n_{k-1}+1}^{n_{k}} \frac{\left|t_{\nu}^{\prime}\right|^{2}}{\nu(\nu+1)^{2}}\right\}^{t_{r} r} d \theta \leqslant A_{r}^{r} \int_{0}^{9_{\pi}}\left\{\sum_{k=1}^{\infty}\left|t_{n_{k}}^{\prime}\right|^{2} \sum_{n_{k-1}+1}^{n_{k}} \frac{1}{\nu(\nu+1)^{2}}\right\}^{t_{r}} d \theta \\
& \leqslant A_{r}^{r} \int_{0}^{2 \pi}\left\{\sum_{k=1}^{\infty}\left|t_{n_{k}}^{\prime}\right|^{2} \frac{n_{k}}{\left(n_{k-1}+1\right)^{3}}\right\}^{\frac{1 r}{}} d \theta \leqslant A_{r}^{r} \int_{0}^{2 \pi}\left\{\sum_{k=1}^{\infty}\left|t_{n_{k}}^{\prime}\right|^{2} \frac{\beta^{3}}{\left(n_{k}+1\right)^{2}}\right\}^{\frac{1 r}{}} d \theta
\end{aligned}
$$

$$
\begin{align*}
& \text { so that } \quad \mathbb{M}_{r}\left[\gamma_{2}\right] \leqslant A_{\beta . r} \mathscr{M r}_{r}\left[\gamma_{1}\right] \text {, }
\end{align*}
$$

and (2.8) follows from (2.9).
The inequality (2.7) will be proved in the next section.

## 4. Theorems on the partial sums of $S[f], f \in L, 1<r<\infty$

We first consider the case of an $S[f]$ of power series type:

$$
f(\theta) \sim \sum_{0}^{\infty} c_{\nu} e^{i v \theta} \in L^{r} \quad(1<r<\infty)
$$

so that, with the previous notation,
where

$$
\begin{gather*}
f(\theta)=F\left(e^{i \theta}\right)=\lim _{\rho \rightarrow 1} F\left(\rho e^{i \theta}\right), \\
F(z)=\sum_{0}^{\infty} c_{\nu} z^{\nu}
\end{gather*}
$$

is in $\mathrm{H}^{r}$. The partial sums and ( $\mathrm{C}, 1$ ) means of the series ( $4 \cdot 1$ ) will again be denoted by $t_{\nu}$ and $\tau_{\nu}$.
(4-3) Theorkm. Given an $f(\theta) \in L$, we can, for almost all $\theta$, decompose the sequence $1,2, \ldots$ into two complementary sequences $\left\{p_{k}\right\}$ and $\left\{q_{k}\right\}$ (depending in general on $\theta$ ) such that
(i) $t_{p_{k}}(\theta) \rightarrow f(\theta)$;
(ii) $\Sigma \mathrm{l} / q_{k}<\infty$.

The case $r=2$ was proved in Chapter XIII, § 9. The proof was based exclusively on the finiteness of $\gamma_{2}(\theta)$ almost everywhere, and so is valid for general $r>1$ in view of (2.6).

We show in § 5 (see (5•10)) that (4.3) holds for $r=1$.
(4-4) Theorem. Suppose that the indices $n_{k}$ satisfy the conditions

$$
n_{0}=0, \quad n_{1}=1, \quad n_{k+1} / n_{k}>\alpha>1 \quad(k=1,2, \ldots)
$$

and set

$$
t^{*}(\theta)=\sup _{k}\left|t_{n_{k}}(\theta)\right|
$$

Then for $f \in L^{r}$, we have
(i) $t_{n_{i}}(\theta) \rightarrow f(\theta)$ almost everywhere;
(ii) $\mathfrak{M}_{r}\left[t^{*}\right] \leqslant A_{\alpha,} \mathfrak{M}_{r}[f]$.

By (2.5), $\gamma_{1}(\theta)<\infty$ almost everywhere, and this implies (i) (see (1.9)).
The function $\tau^{*}(\theta)=\sup _{\nu}\left|\tau_{\nu}(\theta)\right|$ satisfies an inequality $\mathbb{M}_{r}\left[\tau^{*}\right] \leqslant A_{r} \mathbb{M}_{r}[f]$ (Chapter IV, $(7 \cdot 8)$ ), and since, by ( $1 \cdot 10$ ),
(ii) follows from (2.5).

$$
t^{*} \leqslant \tau^{*}+\gamma_{1}, \quad \mathfrak{M}_{r}\left[t^{*}\right] \leqslant \mathbb{R}_{r}\left[\tau^{*}\right]+\mathfrak{M}_{r}\left[\gamma_{1}\right],
$$

(4.7) Theorem. Suppose that $\left\{n_{k}\right\}$ satisfies the conditions

$$
n_{0}=0, n_{1}=1, \quad n_{k+1} / n_{k}>\alpha>1 \quad(k=1,2, \ldots)
$$

and that $\left\{\epsilon_{k}\right\}$ is any sequence of numbers $\pm 1$. Then, for $f \in I$, the series (cf. (1-4))

$$
\sum_{0}^{\infty} \varepsilon_{k} \Delta_{k}
$$

is (when written at length as a trigonometric series) the Fourier series of an $f_{1} \in \mathbf{U}$, and

$$
A_{\alpha, r} \mathbb{M}_{r}[f] \leqslant \mathbb{M}_{r}\left[f_{1}\right] \leqslant A_{\alpha_{r} r} \mathscr{M}_{r}[f] .
$$

(4-11) Theorem. Suppose that $f$ and $\left\{n_{k}\right\}$ are the same as in (4.7) and that $\left\{\eta_{k}\right\}$ is any sequence consisting entirely of the numbers 0,1 . Then

$$
\sum_{0}^{r_{\infty}} \eta_{k} \Delta_{k}
$$

is the Fourier series of an $f_{2} \in L^{r}$ and

$$
\mathfrak{M},\left[f_{2}\right] \leqslant A_{\alpha, r} \mathbb{M}_{r}[f] .
$$

 the notation of the previous theorem,

$$
f_{2}=\frac{1}{2}\left(f+f_{1}\right)
$$

and (4-12) is in $U$. The inequality $\mathscr{M R}_{r}\left[f_{2}\right] \leqslant \frac{1}{1}\left\{\mathscr{R}_{r}[f]+\mathscr{R _ { r }}\left[f_{1}\right]\right\}$, together with the second inequality (4•10), gives (4.13).

It is instructive to compare the last two theorems with Theorems (8.12) and (8.41) of Chapter V.

Before we pass to (4.7) we prove the following theorem.
(4-14) Theorem. Suppose that $\lambda_{0}, \lambda_{1}, \ldots$ is a sequence of numbers such that

$$
\left|\lambda_{\nu}\right| \leqslant M, \sum_{\sum^{2}}^{2++1}\left|\lambda_{j}-\lambda_{j+1}\right| \leqslant M \quad(\nu=0,1, \ldots) .
$$

Then, under the hypothesis (4•1),

$$
\begin{equation*}
\Sigma c_{\nu} \lambda_{\nu} e^{i \nu \theta} \tag{4•16}
\end{equation*}
$$

is the Fourier series of an $h(\theta) \in \mathrm{L}^{r}$ and

$$
\mathbb{R}_{r}[h] \leqslant A_{r} M \mathbb{M}_{r}[f]
$$

Since $\mathbb{M}_{r}\left[c_{0}\right] \leqslant \mathbb{M}_{r}[f]$ ( $\left.2 \cdot 31\right)$ ), we may suppose without loss of generality that $c_{0}=0$.

We take

$$
\begin{equation*}
n_{k}=2^{k}-1 \quad(k=0,1, \ldots) \tag{4•18}
\end{equation*}
$$

define the $\Delta_{k}$ for $f$ accordingly, and set

$$
\left.\begin{array}{rl}
\Delta_{k, s} & =\sum_{n_{k-1}+1}^{s} c_{\nu} e^{i v \theta} \\
\Delta_{k}^{\prime} & =\sum_{n_{k-1}+1}^{n_{k}} c_{\nu} \lambda_{\nu} e^{i v \theta}
\end{array}\right\} \quad\left(s \geqslant n_{k-1}+1 ; k=1,2, \ldots\right)
$$

Summation by parts and Schwarz's inequality give

$$
\begin{gathered}
\Delta_{k}^{\prime}=\sum_{s-n_{k-1}+1}^{n_{k}} \Delta_{k, s}\left(\lambda_{s}-\lambda_{s+1}\right)+\Delta_{k} \lambda_{n_{k}+1}, \\
\left|\Delta_{k}^{\prime}\right|^{2} \leqslant\left(\sum_{s=n_{k-1}+1}^{n_{k}}\left|\lambda_{s}-\lambda_{s+1}\right|+\left|\lambda_{n_{k}+1}\right|\right)\left(\sum_{-n_{k-1}+1}^{n_{k}}\left|\Delta_{k, s}\right|^{2}\left|\lambda_{s}-\lambda_{s+1}\right|+\left|\Delta_{k}\right|^{2}\left|\lambda_{n_{i}+1}\right|\right) \\
\leqslant
\end{gathered}
$$

Hence, by Lemma (2-15),

$$
\begin{align*}
& \int_{0}^{9 \pi}\left(\sum_{k=1}^{\infty}\left|\Delta_{k}^{\prime}\right|^{2}\right)^{\frac{t r}{}} d \theta \leqslant(2 M)^{\frac{t r}{} r} A_{r}^{r} \int_{0}^{2 \pi}\left\{\sum_{k=1}^{\infty}\left|\Delta_{k}\right|^{2}\left(\sum_{n_{k-1}+1}^{n_{k}}\left|\lambda_{s}-\lambda_{s+1}\right|+\left|\lambda_{n_{k}+1}\right|\right)\right\}^{\frac{t r}{2}} d \theta \\
& \int_{0}^{2 \pi}\left(\sum_{k=1}^{\infty}\left|\Delta_{k}^{\prime}\right|^{2}\right)^{\frac{1}{2} r} d \theta \leqslant\left(2 M A_{r}\right)^{r} \int_{0}^{2 \pi}\left(\sum_{k=1}^{\infty}\left|\Delta_{k}\right|^{2}\right)^{\frac{1 r}{}} d \theta
\end{align*}
$$

The sequence (4•18) satisfies the condition $2 \leqslant n_{k+1} / n_{k} \leqslant 3$, and Theorem (4•14) follows from (4-20) and the inequality $\mathbb{M}_{2}[\gamma] \leqslant A_{a, \beta_{r} r} \mathrm{rR}_{r}[f]$ established in § $2, \mathrm{p} .228$.

Example. If $\delta$ is real and non-zero, the numbers $\lambda_{\nu}=\nu^{18}$ satisfy (4.15).
Theorem (4.7) is a corollary of (4•14). If $\left\{n_{k}\right\}$ satisfies (4.8), the sequence $\left\{\lambda_{j}\right\}$ defined by the conditions

$$
\lambda_{0}=\epsilon_{0}, \quad \lambda_{j}=\epsilon_{k} \quad \text { for } \quad n_{k-1}<j \leqslant n_{k} \quad(k=1,2, \ldots)
$$

satisfies (4.15) with $M=M_{\alpha}$, and the second inequality (4.10) is a consequence of (4.17). Since $f$ and $f_{1}$ in (4.7) play symmetric roles, the first inequality (4•10) is a consequence of the second. This completes the proof of (4.7).

Let now the $\left\{\varepsilon_{k}\right\}$ in (4-7) be the sequence of Rademacher functions $r_{k}(t)$ (Chapter I, § 3). If $t$ is not a diadic rational, we have

$$
A_{\alpha, r}^{r} \mathscr{M} r[f] \leqslant \int_{0}^{9 \pi}\left|\Sigma r_{k}(t) \Delta_{k}(x)\right|^{r} d x \leqslant A_{\alpha, r}^{r} \mathscr{P} \mathbb{P}_{r}[f] .
$$

Integrate this over $0 \leqslant t \leqslant 1$ and interchange the order of integration. Observing that for any $s=\Sigma a_{k} r_{k}(t)$, with $S=\left(\Sigma\left|a_{k}\right|^{2}\right)^{\frac{1}{2}}$ finite we have

$$
\begin{equation*}
A_{r} S \leqslant \mathbb{D}_{r}[s] \leqslant B_{r} S \quad(r>0), \tag{4-21}
\end{equation*}
$$

(Chapter V, (8.4)), we immediately obtain

$$
A_{\alpha, r}^{r} \mathfrak{M R}_{r}^{r}[f] \leqslant \int_{0}^{2 \pi}\left(\Sigma\left|\Delta_{k}(x)\right|^{2}\right)^{\frac{t}{r}} d x \leqslant A_{\alpha, r}^{r} \mathfrak{M P}_{r}^{r}[f] \cdot \dagger
$$

The second inequality here is the same as (2.4) (we had already proved it in § 2, with $A_{\alpha, \beta, r}$ for $A_{\alpha, r}$ ), and the first is the same as (2.7). Thus Theorem (2.1) is proved completely.

The following result is a simple consequence of (2.4) and (2.7):
(4-22) Theorem. Suppose that $f \in L^{r}$ and that $n_{0}=0, n_{1}=1, n_{k+1} / n_{k}>\alpha>1$. Then
(i) if $2 \leqslant r<\infty$, we have

$$
\left\{\int_{0}^{2 \pi}\left(\Sigma\left|\Delta_{k}\right| r\right\rangle d \theta\right\}^{1 / r} \leqslant A_{\alpha, r} 9 M_{r}[f] ;
$$

(ii) if $1<r \leqslant 2$ we have

$$
\left\{\int_{0}^{2 \pi}\left(\Sigma\left|\Delta_{k}\right|^{r}\right) d \theta\right\}^{1 / r} \geqslant A_{\alpha, r} \mathbb{M}_{r}[f] .
$$

Case (i) follows from (2.4) and the inequality

$$
\left(\Sigma\left|\Delta_{k}\right|^{2}\right)^{\frac{1}{2}} \geqslant \Sigma\left|\Delta_{k}\right|^{r}
$$

valid for $r \geqslant 2$. Similarly (ii) follows from (2.7) and the inequality opposite to (4.23), valid for $r \leqslant 2$.

Similar conclusions could be derived from the remaining inequalities of Theorem (2•1).
The results obtained for $S[f]$ of power series type have analogues for general $S[f] \in L^{r}$, $1<r<\infty$. As an example we shall consider the case of the inequalities (2.4) and (2.7).

Suppose that $\phi(\theta) \in L^{r}$ is real-valued and

Then $\phi \in \mathrm{L}^{r}$, and

$$
\phi(\theta) \sim \frac{1}{2} a_{0}+\Sigma\left(a_{\nu} \cos \nu \theta+b_{\nu} \sin \nu \theta\right)
$$

$$
f=\phi+i \phi \sim \frac{1}{2} a_{0}+\sum_{1}^{\infty}\left(a_{\nu}-i b_{\nu}\right) e^{i \nu \theta}=\sum_{0}^{\infty} c_{\nu} e^{i \nu \theta} .
$$

Retaining the previous definition of $\Delta_{k}$ (see (1-4)), where $\left\{n_{k}\right\}$ satisfies the conditions (4.8), we set $\Delta_{k}=\delta_{k}+i \delta_{k}$. Thus

$$
\delta_{0}=\frac{1}{2} a_{0}, \quad \delta_{k}=\sum_{n_{k-1}+1}^{n_{k}}\left(a_{\nu} \cos \nu \theta+b_{\nu} \sin \nu \theta\right) \quad(k=1,2, \ldots) .
$$

(4-24) Theorem. If $\phi \in L, 1<r<\infty$, then

$$
A_{\alpha, r} \mathbb{M}_{r}[\phi] \leqslant\left\{\int_{0}^{2 \pi}\left(\Sigma \delta_{k}^{2}\right)^{\ddagger r} d \theta\right\}^{1 / r} \leqslant A_{\alpha, r} \mathbb{M}_{r}[\phi] .
$$

$\dagger$ This argument presupposee the finiténees of $\Sigma\left|\Delta_{k}(x)\right|^{2}$ almost everywhere. It is enough to epply it to the partial sum of order $n_{k}$ of $S[f]$ and then make $k \rightarrow \infty$.

Let $\gamma^{\prime}=\left(\Sigma \delta_{k}^{2}\right)^{\frac{1}{2}}, \gamma^{\prime \prime}=\left(\Sigma \delta_{k}^{2}\right)^{\frac{1}{2}}$. Then

$$
\gamma^{2}=\gamma^{\prime 2}+\gamma^{* 2}, \quad \mathfrak{M}_{r}[\gamma] \leqslant M_{r}\left[\gamma^{\prime}\right]+M_{r}\left[\gamma^{\prime \prime}\right] .
$$

The second inequality (4-25) is immediate since the middle term in (4.25) does not exceed

$$
\mathfrak{M}_{r}[\gamma] \leqslant A_{\alpha, r} \mathfrak{M}_{r}[f] \leqslant A_{\alpha, r} \mathfrak{M}_{r}[\phi] .
$$

On the other hand,

$$
\mathfrak{M}_{r}[\phi] \leqslant \mathfrak{M}_{r}[f] \leqslant A_{\alpha, r} \mathfrak{M}_{r}[\gamma] \leqslant A_{\alpha, r}\left(\mathfrak{M}_{r}\left[\gamma^{\prime}\right]+\mathfrak{M}_{r}\left[\gamma^{\prime \prime}\right]\right),
$$

and the first inequality ( $4 \cdot 25$ ) will follow if we show that

$$
\mathscr{M}_{r}\left[\gamma^{\prime \prime}\right] \leqslant A_{r} \mathbb{M}_{r}\left[\gamma^{\prime}\right] .
$$

It is enough to prove (4-26) when $\phi$ is a polynomial of order $n_{k}$ (and then make $k$ tend to $\infty$ ). But in this case (4-26) is a consequence of Lemma (2-10), since $\phi=T \phi$ is a linear operation satisfying the hypotheses of the lemma (with $M=A_{r}$ ).

## 5. The limiting case $r=1$

Most (though not all) of the results obtained in the preceding sections fail in the limiting cases $r=1$ and $r=\infty$, the first of which we now discuss. Our discussion will be less complete than in the case $1<r<\infty$, and we shall almost exclusively confine our attention to analogues of the first three inequalities of Theorem (2.1). As before, we write

$$
f(\theta)=F\left(e^{i \theta}\right) \sim \sum_{0}^{\infty} c_{\nu} e^{i \nu \theta},
$$

where $F(z)=\Sigma c_{\nu} z^{\nu}$ is regular for $|z|<1$.
(5.2) Theobem. If f $\sim \sum_{0}^{\infty} c_{\nu} e^{i v \theta} \in L$, then

$$
\begin{align*}
& \mathbb{R}_{\mu}[\gamma] \leqslant A_{\alpha, \beta, \mu} \mathscr{M}[f], \\
& \mathbb{R}_{\mu}\left[\gamma_{1}\right] \leqslant A_{\alpha, \mu} \mathscr{M}[f], \\
& \mathbb{R}_{\mu}\left[\gamma_{2}\right] \leqslant A_{\mu} \mathbb{M}[f],
\end{align*}
$$

for every $0<\mu<1$. In particular the functions $\gamma, \gamma_{1}, \gamma_{2}$ are finite almost everywhere.
(5.6) Theorem. If $f \sim \sum_{0}^{\infty} c_{\nu} e^{i \omega \theta}$ satisfies $f \log ^{+}|f| \epsilon \mathrm{L}$, then

$$
\begin{align*}
& \mathfrak{M}[\gamma] \leqslant A_{\alpha, \beta} \int_{0}^{2 \pi}|f| \log ^{+}|f| d \theta+A_{\alpha, \beta},  \tag{5.7}\\
& \mathfrak{M}\left[\gamma_{1}\right] \leqslant A_{\alpha} \int_{0}^{8 \pi}|f| \log ^{+}|f| d \theta+A_{\alpha} \\
& \mathfrak{R}\left[\gamma_{2}\right] \leqslant A \int_{0}^{2 \pi}|f| \log ^{+}|f| d \theta+A . \tag{5.9}
\end{align*}
$$

These inequalities are the main results of this section. Before we pass to their proofs . we give a few corollaries.
(5-10) Theorem. Theorem (4.3) holds for $r=1$.
This follows from the finiteness of $\gamma_{\mathbf{2}}$ almost everywhere.

Since the convergence of $\Sigma u_{\nu}$ implies that $u_{1}+2 u_{2}+\ldots+n u_{n}=o(n)$, we deduce from (5-5) that $\mathrm{S}[f]$ is summable $\mathrm{H}_{2}$ almost everywhere (see Chapter XIII, § 8).

This result is weaker than Theorem (8.1) of Chapter XIII, if only because the latter theorem was proved for $S[f]$ not necessarily of power series type.
(5.11) Theorem. Let $f \sim \sum_{0}^{\infty} c_{\nu} e^{i \nu \theta}$ and suppose that $n_{k+1} / n_{k}>\alpha>1$ for all $k$. Then $t_{n_{k}}(\theta) \rightarrow f(\theta)$ almost everywhere. Moreover, for $t^{*}(\theta)=\sup _{k}\left|t_{n_{k}}(\theta)\right|$ we have

$$
\begin{align*}
& \mathbb{R}_{\mu}\left[t^{*}\right] \leqslant A_{\alpha, \mu} \mathfrak{P}[f] \quad(0<\mu<1)  \tag{5•12}\\
& \mathfrak{M}\left[t^{*}\right] \leqslant A_{\alpha} \int_{0}^{9 \pi}|f| \log ^{+}|f| d \theta+A_{\alpha}
\end{align*}
$$

The proof of the relation $t_{\pi_{k}} \rightarrow f$ is the same as in Theorem (4-4). The inequalities ( $5 \cdot 12$ ) and ( $5 \cdot 13$ ) follow from ( $5 \cdot 4$ ), ( $5 \cdot 8$ ), the first inequality ( $4 \cdot 6$ ), and the estimates

$$
\mathfrak{M}_{\mu}\left[\tau^{*}\right] \leqslant A_{\mu} \mathfrak{M}[f], \quad \mathfrak{R}\left[\tau^{*}\right] \leqslant A \int_{0}^{2 \pi}|f| \log ^{+}|f| d \theta+A
$$

(see Chapter IV, §7).
Return to Theorems (5-2) and (5.6). For their proofs we need lemmas analogous to those used in $\S 2$ and 3. But this time we shall not be able to use the direction angles for the purpose of averaging (see Lemma (2-10)); less precise results obtained by means of Rademacher functions will, however, be adequate for our purposes.
(5-14) Lemma. Let $r_{\nu}(t)$ be Rademacher functions,

Then

$$
\begin{gather*}
s(t)=\Sigma a_{\nu} r_{\nu}(t), \quad S=\left(\Sigma\left|a_{\nu}\right|^{2}\right)^{\frac{1}{2}}<\infty . \\
A_{r} S \leqslant M_{r}[s] \leqslant B_{r} S \quad(r>0), \\
A S \log ^{+} S-A^{\prime} \leqslant \int_{0}^{1}|s| \log ^{+}|s| d t \leqslant A S \log ^{+} S+A^{\prime} .
\end{gather*}
$$

Here (5.15) is the same as (4.21).
In order to prove (5-16) we set $\chi(u)=\log (u+e)$, observe that $\chi^{3}(u)$ is concave and apply the inequalities of Schwarz and Jensen:

$$
\begin{aligned}
\int_{0}^{1}|s| \log ^{+}|s| d t & \leqslant \int_{0}^{1}|s| \chi(|s|) d t \leqslant\left(\int_{0}^{1}|s|^{8} d t\right)^{t}\left(\int_{0}^{1} \chi^{s}(|s|) d t\right)^{t} \\
& \leqslant\left(\int_{0}^{1}|s|^{2} d t\right)^{t}\left(\chi^{2}\left(\int_{0}^{1}|s| d t\right)\right)^{t} \leqslant S \chi(S) \leqslant A S \log ^{+} S+A^{\prime}
\end{aligned}
$$

The first inequality (5.16) is a consequence of Theorem (8.25) of Chapter V, according to which there are two positive absolute constants $\epsilon, \eta$ such that $|s(t)| \geqslant \eta S$ in a set of measure at least $\epsilon$. Thus

$$
\int_{\theta}^{1}|s| \log ^{+}|s| d t \geqslant \epsilon \eta S \log ^{+}(\eta S) .
$$

We may suppose that $\eta \leqslant 1$. The right-hand side in (5.17) is $\boldsymbol{\eta} S\left(\log ^{+} S-\log 1 / \eta\right)$ if $S>\eta^{-1}$, and is 0 if $S \leqslant \eta^{-1}$. Hence the first inequality (5-16) holds in every case.

The two lemmas which follow are analogues of Lemma (2.10), from which we retain some notation.
(5-18) Lemma. Let $0<8 \leqslant r$ and let $\mathbb{S}$ be a linear subspace of $L(a, b)$. Suppose that $\psi=T \phi$ is an additive operation defined for $\phi \in \mathbb{S}\left(\psi=\psi(y), a^{\prime} \leqslant y \leqslant b^{\prime}\right)$, such that

$$
\mathfrak{M}_{[ }[\psi] \leqslant M \mathfrak{M}_{r}[\phi] \quad(\phi \in \mathbb{S}) .
$$

Then there is a constant $A_{r, s}$ such that

$$
\begin{equation*}
\mathfrak{M}_{s}[\Psi] \leqslant M A_{r, 8} \mathbb{M}_{r}[\Phi] \tag{5.19}
\end{equation*}
$$

If

$$
\phi=\phi_{l}(x)=\Sigma r_{\nu}(t) \phi_{\nu}(x), \quad \psi=\psi_{l}(y)=\Sigma r_{\nu}(t) \psi_{\nu}(x)
$$

then $\psi=T \phi$. Integrating the inequality $\mathbb{M}_{s}^{s}[\psi] \leqslant M^{\circ} \mathcal{P}_{r}^{s}[\phi]$ with respect to $t$, and applying Hölder's inequality on the right, we have

$$
\int_{0}^{1} d t \int_{a^{\prime}}^{b^{\prime}}\left|\Sigma r_{\nu}(t) \psi_{\nu}(y)\right|^{s} d y \leqslant M^{s}\left\{\int_{0}^{1} d t \int_{a}^{b}\left|\Sigma r_{\nu}(t) \phi_{\nu}(x)\right|^{r} d x\right\}^{s / r}
$$

If we now change the order of integration on both sides and use (5•15) we get

$$
A_{s}^{s} \int_{a^{\prime}}^{b^{\prime}} \Psi^{s}(y) d y \leqslant M^{s}\left\{B_{r}^{r} \int_{a}^{b} \Phi^{r}(x) d x\right\}^{s / r},
$$

which is $(5 \cdot 19)$ with $A_{r, s}=B_{r} / A_{g}$.
(5-20) Lemma. Suppose that $\mathfrak{S}$ is a linear subspace of $L(a, b)$, with $b-a<\infty$, and that $\psi=T \phi$ is an additive operation defined for $\phi \in \mathbb{S}\left(\psi=\psi(y), a^{\prime} \leqslant y \leqslant b^{\prime}\right)$, such that

$$
\begin{gathered}
\int_{a^{\prime}}^{b^{\prime}}|\psi| d y \leqslant M \int_{a}^{b}|\phi| \log ^{+}|\phi| d x+M . \\
\int_{a^{\prime}}^{b^{\prime}} \Psi d y \leqslant M^{\prime} \int_{a}^{b} \Phi \log ^{+} \Phi d x+M^{\prime}
\end{gathered}
$$

Then
where $M^{\prime}$ depends on $M$ and $b-a$.
It is enough to integrate both sides of the inequality

$$
\int_{a^{\prime}}^{b^{\prime}}\left|\Sigma r_{\nu}(t) \psi_{\nu}(y)\right| d y \leqslant M \int_{a}^{b}\left|\Sigma r_{\nu}(t) \phi_{\nu}(x)\right| \log ^{+}\left|\Sigma r_{\nu}(t) \phi_{\nu}(x)\right| d x+M
$$

with respect to $t$, change the order of integration, and use (5.16).
We shall use Lemmas (5-18) and (5-20) with $T \phi=\phi$.
(5-21) Lemma. With the notation of Lemma (2.15) we have

$$
\begin{align*}
& \int_{0}^{2 \pi}\left(\Sigma\left|s_{n, k_{n}}\right|^{2}\right)^{\frac{1}{2}} d \theta \leqslant\left\{A_{\mu} \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta\right\}^{\mu} \quad(0<\mu<1), \\
& \int_{0}^{2 \pi}\left(\Sigma\left|s_{n, k_{n}}\right|^{2}\right)^{\frac{1}{2}} d \theta \leqslant A \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} \log ^{+}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta+A .
\end{align*}
$$

The proofs resemble so closely that of Lemma (2-15) that we need indicate only the main points. We begin with (5•22), and denote the left-hand aide by $I$. Starting with the inequality immediately preceding (2.17), we get instead of $(2 \cdot 17)$ the inequality

$$
I \leqslant \int_{0}^{2 \pi}\left(\Sigma\left|\tilde{g}_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta+\int_{0}^{8 \pi}\left(\Sigma\left|\hbar_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta+\int_{0}^{2 \pi}\left(\Sigma\left|\alpha_{n}\right|^{2}\right)^{\frac{1}{2} \mu} d \theta
$$

instead of (2-18) the inequality

$$
\int_{0}^{2 \pi}\left(\Sigma\left|\tilde{g}_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta \leqslant\left\{A_{\mu} \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta\right\}^{\mu}
$$

(a corollary of Lemma (5•18) when $T \phi=\phi, r=1, s=\mu$ ), and instead of (2.19) the inequality

$$
\int_{0}^{9 \pi}\left(\Sigma\left|\alpha_{n}\right|^{2}\right)^{\frac{1}{2} \mu} d \theta \leqslant(2 \pi)^{1-\mu}\left\{\int_{0}^{2 \pi}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta\right\}^{\mu}
$$

Collecting estimates we arrive at (5-22). The proof of (5.23) is similar.
(5-24) Lemma. With the notation of Lemma (2-20) we have

$$
\begin{align*}
& \int_{0}^{2 \pi}\left(\Sigma\left|s_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}\right)^{\frac{1}{2}} d \theta \leqslant\left\{A_{\mu} \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta\right\}^{\mu} \quad(0<\mu<1), \\
& \int_{0}^{2 \pi}\left(\Sigma\left|s_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}\right)^{\frac{1}{2}} d \theta \leqslant A \int_{0}^{2 \pi}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} \log ^{+}\left(\Sigma\left|f_{n}\right|^{2}\right)^{\frac{1}{2}} d \theta+A .
\end{align*}
$$

The proof is similar to that of Lemma (2.20).
(5-27) Lemma. With the notation of Lemma (2.22) we have

$$
\begin{align*}
& \int_{0}^{8 \pi}\left(\Sigma\left|\delta_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}\right)^{\frac{1}{2}} d \theta \leqslant\left\{A_{\mu} \int_{0}^{2 \pi}\left(\Sigma\left|\delta_{n}\right|^{-1} \int_{\delta_{n}}\left|f_{n}(\rho, \theta)\right|^{2} d \rho\right)^{\frac{1}{2}} d \theta\right\}^{\mu},  \tag{5.28}\\
& \int_{0}^{2 \pi}\left(\Sigma\left|\delta_{n, k_{n}}\left(\rho_{n}, \theta\right)\right|^{2}\right)^{\frac{1}{2}} d \theta \leqslant A \int_{0}^{2 \pi}\left(\Sigma\left|\delta_{n}\right|^{-1} \int_{\delta_{n}}\left|f_{n}(\rho, \theta)\right|^{2} d \rho\right)^{\frac{1}{2}} \log ^{+}(\Sigma \ldots)^{\frac{1}{2}} d \theta+A . \tag{5•29}
\end{align*}
$$

The proof is similar to that of Lomma (2-22).
Passing to the proof of Theorem (5•2), we observe that it is enough to prove the inequalities with $\mathfrak{M}[g]$ instead of $\mathfrak{M}[f]$ on the right, since by Theorem (3.5) of Chapter XIV we have

$$
\mathfrak{M}[g] \leqslant A \mathfrak{M}[f] .
$$

We begin with the proof of (5.5), and again we may be brief, since the proof runs parallel to that of (2.6). Starting with (2.25) we have, instead of the first inequality (2.28),

$$
\mathfrak{P}_{\mu}^{\mu}\left[\gamma_{2}\right] \leqslant 2^{\frac{1}{2} \mu} \int_{0}^{2 \pi}\{\ldots\}^{\frac{1}{2} \mu} d \theta ;
$$

and a series of inequalities, parallel to those in (2.28) but based on (5.28), gives $\mathscr{M _ { \mu }}\left[\gamma_{2}\right] \leqslant A_{\mu} \mathfrak{M}[g]$. This completes the proof of (5.5).

The proof of $(5 \cdot 4)$ resembles that of $(2 \cdot 5)$ and does not require additional explanations. Similarly the proof of (5.3) resembles that of (2.4) with $A_{\alpha, \beta, r}$ for $A_{\alpha, r}$ (p.228).

It remains to prove Theorem (5•6). We confine our attention to the inequality (5.9), the proof of the remaining inequalities being analogous.

If we start out from the first inequality (2.28), where now $r=1$, and use (5.29), we arrive at the inequality

$$
\int_{0}^{2 \pi} \gamma_{2} d \theta \leqslant A \int_{0}^{2 \pi} g \log ^{+}\left(A^{\prime} g\right) d \theta \leqslant A \int_{0}^{2 \pi} g \log ^{+} g d \theta+A .
$$

Hence (5.9) will be established if we prove the following lemma:
(5.30) Lemma. If $f \sim \sum_{0}^{\infty} c_{\nu} e^{i v \theta} \in \mathrm{~L} \log ^{+} \mathrm{L}$, we have

$$
\int_{0}^{2 \pi} g \log ^{+} g d \theta \leqslant A \int_{0}^{2 \pi}|f| \log ^{+}|f| d \theta+A
$$

We may suppose that $c_{0}$ is real. Consider the inequality

$$
\mathbb{R}_{r}[g] \leqslant A_{r} \mathbb{M}_{r}[f],
$$

valid for $F \in \mathrm{H}^{r}, r>0$. Suppose now that $r>1$, and set

$$
f(\theta)=u(\theta)+i v(\theta) .
$$

Then

$$
\begin{equation*}
\mathbb{M}_{r}[g] \leqslant A_{r} \mathbb{M}_{r}[u], \tag{5•32}
\end{equation*}
$$

since $\mathfrak{W}_{r}[f] \leqslant A_{r} \mathbb{R}_{r}[u]$ (Chapter VII, (2.4)). The function $u(\theta)$ is an arbitrary (periodic) function in $L^{r}$ and $F(z)$ is uniquely determined by $u(\theta)$. Hence

$$
\begin{equation*}
g(\theta)=\left\{\int_{0}^{1}(1-\rho)\left|F^{\prime}\left(\rho e^{i \theta}\right)\right|^{2} d \rho\right\}^{\frac{1}{2}}=T u \tag{5•33}
\end{equation*}
$$

is an operation defined for $u \in L$. By Minkowski's inequality, $T$ is a sublinear operation and, by (5.32), is of type ( $r, r$ ) for each $r>1$ (Chapter XII, pp. 111, 95). By Theorem (4.22) of Chapter XII we have

$$
\int_{0}^{2 \pi} g^{2} \log ^{+} g d \theta \leqslant A \int_{0}^{9 \pi} u^{2} \log ^{+} u d \theta+A
$$

and, a fortiori,

$$
\begin{equation*}
\int_{0}^{2 \pi} g^{2} \log ^{+} g d \theta \leqslant A \int_{0}^{2 \pi}|f|^{2} \log ^{+}|f| d \theta+A \tag{5.34}
\end{equation*}
$$

In order to deduce (5-31) from (5-34) we suppose first that $F$ has no zeros in $|z|<1$, and set $F=F_{1}^{2}$. Then denoting by $g_{1}$ the $g$ corresponding to $F_{1}$, we have

$$
g(\theta)=2\left\{\int_{0}^{1}(1-\rho)\left|F_{1}\right|^{2}\left|F_{1}^{\prime}\right|^{2} d \rho\right\}^{\frac{1}{2}} \leqslant 2 f_{1}^{*}(\theta) g_{1}(\theta)
$$

where $f_{1}^{*}(\theta)=\sup \left|F_{1}\left(\rho e^{i \theta}\right)\right|$. Hence

$$
\begin{align*}
\int_{0}^{8 \pi} g \log ^{+} g d \theta & \leqslant \int_{0}^{2 \pi}\left(2 f_{1}^{*} g_{1}\right) \log ^{+}\left(2 f_{1}^{*} g_{1}\right) d \theta \\
& \leqslant 2 \int_{0}^{2 \pi} f_{1}^{* 2} \log ^{+}\left(2 f_{1}^{* 2}\right) d \theta+2 \int_{0}^{2 \pi} g_{1}^{8} \log ^{+}\left(2 g_{1}^{2}\right) d \theta+A \\
& \leqslant A \int_{0}^{2 \pi} f_{1}^{* 2} \log ^{+} f_{1}^{*} d \theta+A \int_{0}^{2 \pi} g_{1}^{8} \log ^{+} g_{1} d \theta+A \tag{5•35}
\end{align*}
$$

By (5.34) applied to $F_{1}$,

$$
\int_{0}^{2 \pi} g_{1}^{2} \log ^{+} g_{1} d \theta \leqslant A \int_{0}^{2 \pi}\left|f_{1}\right|^{2} \log ^{+}\left|f_{1}\right| d \theta+A \leqslant A \int_{0}^{2 \pi}|f| \log ^{+}|f| d \theta+A
$$

From this and (5.35) we obtain (5.31), provided we show that

$$
\int_{0}^{2 \pi} f_{1}^{* 2} \log ^{+} f_{1}^{*} d \theta \leqslant A \int_{0}^{9 \pi}\left|f_{1}\right|^{2} \log ^{+}\left|f_{1}\right| d \theta+A \leqslant A \int_{0}^{9 \pi}|f| \log ^{+}|f| d \theta+A
$$

[^39]Only the first inequality requires proof. Considering $F(z)$ as the Poisson integral of $f$, we immediately find that $f^{*}(\theta)=\sup \left|F\left(\rho e^{i \theta}\right)\right|=T f$ is a sublinear operation, of type $(r, r)$ for $r>1$ (Chapter IV, (7.8)). Hence (5•36) follows from Theorem (4.22) of Chapter XII.

If $F$ has zeros in $|z|<1$ we have a decomposition $F=F_{1}+F_{8}$, where $F_{1}$ and $F_{2}$ are without zeros and $\left|f_{1}\right| \leqslant 2|f|,\left|f_{2}\right| \leqslant 2|f|$ (Chapter VII, (7-23)). If $g_{1}$ and $g_{2}$ are the $g$ for $F_{1}$ and $F_{2}$, then $g \leqslant g_{1}+g_{2}$ and

$$
\begin{aligned}
\int_{0}^{2 \pi} g \log ^{+} g d \theta & \leqslant \int_{0}^{2 \pi}\left(2 g_{1}\right) \log ^{+}\left(2 g_{1}\right) d \theta+\int_{0}^{2 \pi}\left(2 g_{2}\right) \log ^{+}\left(2 g_{2}\right) d \theta \\
& \leqslant A \int_{0}^{2 \pi} g_{1} \log ^{+} g_{1} d \theta+A \int_{0}^{2 \pi} g_{2} \log ^{+} g_{2} d \theta+A \\
& \leqslant A \int_{0}^{2 \pi}\left|f_{1}\right| \log ^{+}\left|f_{1}\right| d \theta+A \int_{0}^{9 \pi}\left|f_{2}\right| \log ^{+}\left|f_{2}\right| d \theta+A \\
& \leqslant A \int_{0}^{2 \pi}|f| \log ^{+}|f| d \theta+A,
\end{aligned}
$$

which completes the proof of (5.9).

## 6. The limiting case $r=\infty$

This time, and contrary to what precedes, we get the best results by considering general Fourier series
and their conjugates

$$
\begin{gather*}
\frac{1}{2} a_{0}+\sum_{\nu=1}^{\infty}\left(a_{\nu} \cos \nu \theta+b_{\nu} \sin \nu \theta\right)=\sum_{\nu=0}^{\infty} A_{\nu}(\theta) \\
\sum_{\nu=1}^{\infty}\left(a_{\nu} \sin \nu \theta-b_{\nu} \cos \nu \theta\right)=\sum_{\nu=1}^{\infty} B_{\nu}(\theta) .
\end{gather*}
$$

The partial sums and the $(\mathrm{C}, 1)$ means of $(6 \cdot 1)$ are denoted by $s_{n}(\theta)$ and $\sigma_{n}(\theta)$, and of (6.2) by $\tilde{s}_{n}(\theta)$ and $\tilde{\sigma}_{n}(\theta)$.

Suppose that

$$
n_{0}=0, \quad n_{1}=1<n_{2}<n_{3}<\ldots, \quad n_{k+1} / n_{k}>\alpha>1 .
$$

If $\Sigma A_{\nu}(\theta)$ is the development of a bounded function, then both $\Sigma A_{\nu}(\theta)$ and $\Sigma B_{\nu}(\theta)$ are in $L^{r}, r>1$, so that, by (4-4), the sequences $\left\{\theta_{n_{k}}\right\}$ and $\left\{\tilde{r}_{n_{k}}\right\}$ converge almost everywhere, and the functions

$$
s^{*}(\theta)=\sup _{k}\left|s_{n_{k}}(\theta)\right|, \quad \bar{s}^{*}(\theta)=\sup _{k}\left|\tilde{s}_{n_{k}}(\theta)\right|
$$

are in $L r$. It is the latter fact which we are now going to generalize.
(6.5) Theorem. Suppose that $\Sigma A_{\nu}(\theta)$ is an $S[f]$, where $|f| \leqslant 1$, and that $\left\{n_{k}\right\}$ satisfies (6.3). There are positive constants $\lambda$ and $\mu$, depending on $\alpha$ only, such that we have

$$
\int_{0}^{9 \pi} \exp \left(\lambda s^{*}\right) d \theta \leqslant \mu, \quad \int_{0}^{9 \pi} \exp \left(\lambda \bar{s}^{*}\right) d \theta \leqslant \mu .
$$

If $f$ is continuous, the integrals (6-6) are finite no matter how large $\lambda$ is.
The part concerning continuous $f$ is a corollary of the result about bounded functions, as is seen from the decomposition $f=f_{1}+f_{3}$, where $f_{1}$ is a polynomial and max $\left|f_{2}\right|$
arbitrarily small. It is therefore enough to prove (6.6), and we begin with the first inequality. The proof has some points in common with earlier ones, but is shorter and more elementary, no use being made of the deeper inequalities for the function $g$.
(6.7) Lemma. If $\left\{n_{k}\right\}$ satisfies (6.3) and if $\Sigma A_{\nu}(\theta)$ is an $S[f]$, where $f \in L^{q}, q \geqslant 2$, then
where

$$
\int_{0}^{2 \pi}\left(\sum_{k=1}^{\infty}\left|s_{n_{k}}-\sigma_{n_{k}}\right|^{q}\right) d \theta \leqslant A_{q, a}^{q} \int_{0}^{2 \pi}|f|^{q} d \theta
$$

$$
A_{q, a} \leqslant q A_{\alpha}
$$

Except for the estimate (6.9), which is important, (6.8) is contained in (2.5) in view of the obvious inequality $\Sigma\left|a_{n}\right|^{Q} \leqslant\left(\Sigma\left|a_{n}\right|^{2}\right)^{\frac{1}{2}}$; but the following proof is on different lines.

From the equations $s_{n}-\sigma_{n}=\tilde{s}_{n}^{\prime} /(n+1)$ we deduce (compare a similar argument in (2.25) and (2.26))

$$
\left|s_{n}(\theta)-\sigma_{n}(\theta)\right| \leqslant \frac{1}{n+1}\left|(1-\rho) \sum_{v=1}^{n-1} \tilde{s}_{v}^{\prime}(\rho, \theta) \rho^{-\nu-1}\right|+\frac{1}{n+1}\left|\bar{s}_{n}^{\prime}(\rho, \theta)\right| \rho^{-n}
$$

Hence, if $n>0$,

$$
\begin{align*}
& \left|s_{n}(\theta)-\sigma_{n}(\theta)\right|^{Q} \leqslant\left.\left.\frac{2^{q-1}}{n^{Q}}(1-\rho)^{Q}\right|_{\nu=1} ^{n-1} \tilde{s}_{\nu}^{\prime}(\rho, \theta) \rho^{-\nu-1}\right|^{Q}+\left.\left.\frac{2^{q-1}}{n^{Q}}\right|_{\tilde{s}_{n}^{\prime}} ^{\prime}(\rho, \theta)\right|^{Q} \rho^{-n \varepsilon} \\
& \leqslant \frac{2^{q-1}}{n^{Q}}(1-\rho)^{q}\left(\sum_{\nu=1}^{n-1}\left|s_{\nu}^{\prime}(\rho, \theta)\right|^{Q}\right)\left(\sum_{\nu=0}^{n-1} \rho^{-(\nu+1) q}\right)^{q-1}+\frac{2^{q-1}}{n^{Q}}\left|\tilde{s}_{n}^{\prime}(\rho, \theta)\right|^{\alpha} \rho^{-n q} \\
& \leqslant \frac{2^{Q-1}}{n^{q}} \rho^{-n a}(1-\rho) \sum_{\nu=1}^{n-1}\left|s_{\nu}^{\prime}(\rho, \theta)\right|^{Q}+\frac{2^{Q-1}}{n^{Q}} \rho^{-n a}\left|z_{n}^{\prime}(\rho, \theta)\right|^{Q} \text {. }
\end{align*}
$$

By the second inequality (6.5) of Chapter VII, we have

$$
\int_{0}^{2 \pi}\left|\tilde{s}_{\nu}^{\prime}(\rho, \theta)\right|^{a} d \theta \leqslant A_{q}^{q} \int_{0}^{2 \pi}\left|f^{\prime}(\rho, \theta)\right|^{q} d \theta
$$

where, as is easily verified (see Chapter VII, (6.7), (6.3), and (3.8)),

$$
A_{q} \leqslant A q
$$

Setting $\rho=\rho_{n}=1-1 / n$ in (6.10) and applying (6.11) and (6.12), we obtain

$$
\int_{0}^{2 \pi}\left|s_{n}-\sigma_{n}\right|^{a} d \theta \leqslant \frac{A^{a} q^{Q}}{n^{Q}} \int_{0}^{2 \pi}\left|f^{\prime}\left(\rho_{n}, \theta\right)\right|^{Q} d \theta
$$

The integral $\int_{0}^{8 \pi}\left|f^{\prime}(\rho, \theta)\right|^{\varphi} d \theta$ is an increasing function of $\rho$. Hence, setting

$$
\rho_{n_{k}}=1-1 / n_{k}, \quad \delta_{k}=\left(1-1 / n_{k}, 1-1 / \alpha n_{k}\right),
$$

we have

$$
\begin{aligned}
\int_{0}^{2 \pi} & \left(\Sigma\left|s_{n_{k}}-\sigma_{n_{k}}\right|^{q}\right) d \theta \\
& \leqslant\left. A^{Q} q^{Q} \sum_{k=1}^{\infty} \frac{1}{n_{k}^{q}}\left|\frac{1}{\delta_{k} \mid} \int_{0}^{2 \pi} d \theta \int_{\delta_{k}}\right| f^{\prime}(\rho, \theta)\right|^{Q} d \rho \\
& \leqslant \frac{(A q \alpha)^{Q}}{\alpha-1} \sum_{k=1}^{\infty} \int_{0}^{2 \pi} d \theta \int_{\delta_{k}}\left|f^{\prime}(\rho, \theta)\right|^{Q}(1-\rho)^{a-1} d \rho \\
& \leqslant \frac{(A q \alpha)^{Q}}{\alpha-1} \int_{0}^{2 \pi} \int_{0}^{1}\left|f^{\prime}(\rho, \theta)\right|^{Q}(1-\rho)^{a-1} d \rho d \theta,
\end{aligned}
$$

and (6.8) follows if we observe that the last integral does not exceed $A^{q} \int_{0}^{8 \pi}|f(\theta)|^{q} d \theta$ (Chapter XIV, (3.25)).

We can now prove the first inequality (6.6). Set

$$
\chi(u)=e^{u}-u-1=\frac{u^{8}}{2!}+\frac{u^{3}}{3!}+\ldots
$$

Multiplying (6.8) by (2 2$)^{q} / q!$, summing the results over $q=2,3, \ldots$, using (8.9), and observing that $q^{q} / q!\leqslant e^{q}$, we find

$$
\int_{0}^{2 \pi} \sum_{k=1}^{\infty} \chi\left(2 \lambda\left|s_{n_{k}}-\sigma_{n_{k}}\right|\right) d \theta \leqslant 2 \pi \sum_{q=2}^{\infty} \frac{\left(2 \lambda A_{a} q\right)^{Q}}{q!}<A_{\lambda, \alpha}
$$

provided $2 A_{\alpha} \lambda e<1$.
Now, we have successively

$$
\begin{gather*}
\left|s_{n_{k}}\right| \leqslant\left|\sigma_{n_{k}}\right|+\left|s_{n_{k}}-\sigma_{n_{k}}\right| \leqslant 1+\left|s_{n_{k}}-\sigma_{n_{k}}\right|, \\
s^{*} \leqslant 1+\sup _{k}\left|s_{n_{k}}-\sigma_{n_{k}}\right|, \\
\chi\left(\lambda s^{*}\right) \leqslant \chi(2 \lambda)+\Sigma \chi\left(2 \lambda\left|s_{n_{k}}-\sigma_{n_{k}}\right|\right) .
\end{gather*}
$$

Hence, fixing $\lambda$ and obeerving that

$$
\int_{0}^{2 \pi} \exp \left(\lambda s^{*}\right) d \theta \leqslant A \int_{0}^{9 \pi} \chi\left(\lambda s^{*}\right) d \theta+A,
$$

we obtain the first inequality (6.6) from (6.16) and (6.13).
The proof of the second inequality ( 6.6 ) is similar. Clearly ( 6.8 ) and ( 6.9 ) hold if we substitute $\delta_{n_{k}}, \tilde{\sigma}_{n_{k}}$ for $\boldsymbol{8}_{n_{k}}, \sigma_{n_{k}}$, and the same applies to (6.13). Instead of (6.14) and (6.15), we now have

$$
\begin{gathered}
\bar{s}^{*} \leqslant \bar{\sigma}^{*}+\sup _{k}\left|\bar{\delta}_{n_{k}}-\tilde{\sigma}_{n_{k}}\right|, \\
\chi\left(\lambda \bar{s}^{*}\right) \leqslant \chi\left(2 \lambda \bar{\sigma}^{*}\right)+\Sigma \chi\left(2 \lambda\left|\tilde{\delta}_{n_{k}}-\tilde{\sigma}_{n_{k}}\right|\right),
\end{gathered}
$$

where $\bar{\sigma}^{*}=\sup \left|\tilde{\sigma}_{n}\right|$. Since $\chi\left(2 \lambda \bar{\sigma}^{*}\right) \leqslant \exp \left(2 \lambda \bar{\sigma}^{*}\right)$, it is enough to show, writing $2 \lambda$ for $\lambda$, that

$$
\int_{0}^{2 \pi} \exp \left(\lambda \bar{\sigma}^{*}\right) d \theta \leqslant A_{\lambda}
$$

for $\lambda$ sufficiently small. This in turn will follow if we show that $\mathbb{R}_{q}\left[\bar{\sigma}^{*}\right] \leqslant A q$ for $q \geqslant 2$. But

$$
\mathbb{R}_{q}\left[\bar{\sigma}^{*}\right] \leqslant A \mathscr{M}_{q}\left[f^{*}\right] \leqslant A q \mathbb{M}_{q}[f] \leqslant A q,
$$

by the inequalities (7.8) of Chapter IV, and (2-4) and (3.8) of Chapter VII.

## CHAPTER XVI

## FOURIER INTEGRALS

## 1. General remarks

Given a function $f(x)$ in $(-\infty, \infty)$ and a number $\omega>0$, consider the integrals

$$
\begin{align*}
& S_{\omega}(x)=S_{\omega}(x, f)=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x+t) \frac{\sin \omega t}{t} d t \\
& S_{\omega}(x)=S_{\omega}(x, f)=-\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x+t) \frac{1-\cos \omega t}{t} d t .
\end{align*}
$$

If $f$ is periodic and integrable over a period, the integral (1-1) exists and represents the sum of the terms of $S[f]$ of rank not exceoding $\omega$, with the understanding that, if $\omega$ is an integer, only half of the term of rank $\omega$ is taken; (1-2) bears the same relation to $\tilde{S}[f]$ (see Chapter II, § 7).

In this section we consider the integrals (1-1) and (1-2) for general (non-periodic) functions in $(-\infty,+\infty)$. We suppose that $f$ is integrable over every finite interval, and that the behaviour of $f$ near $\pm \infty$ is such that (1-1) and (1-2) converge, say absolutely. This is certainly the case if $|f(x)| /(1+|x|)$ is integrable over $(-\infty,+\infty)$, and so, in particular, if $f \in \mathrm{~L}(-\infty,+\infty)$ or (using Hölder's inequality) if $f \in \mathrm{~L}(-\infty,+\infty)$ for some $r>1$.

It is an important fact that if $f$ satisfies locally some convergence test for Fourier series, then $S_{\omega}(x, f) \rightarrow f(x)$ as $\omega \rightarrow \infty$. This result is known as the representation of $f$ by Fourier's single integral, and is a corollary of the following theorem, which also contains a parallel result for the integral (1-2).
(1.3) Theorem. Suppose that $|f(t)| /(1+|t|)$ is integrable over $(-\infty,+\infty)$, and let $f_{a}(t)$ be the periodic function coinciding with $f$ in the interior of a given interval $J_{a}=(a, a+2 \pi)$. Let $s_{n}(x)$ and $\tilde{s}_{n}(x)$ be the partial sums of $S\left[f_{a}\right]$ and $S\left[f_{a}\right]$. Then in each interval $J_{a}^{\prime}$ totally interior to $J_{a}$, the differences

$$
S_{\omega}(x)-s_{|\omega|}(x), \quad \tilde{S}_{\omega}(x)-\tilde{\delta}_{[\omega \mid}(x)
$$

tend uniformly to limits as $\omega \rightarrow \infty$, the first limit being 0 .
We shall only discuss $S_{\omega}-s_{[\omega]}$, the argument applying without change to $\delta_{\omega}-\bar{\delta}_{[\omega]}$. For the sake of clarity we first consider only pointwise convergence. Suppose that $x_{0} \in J_{a}^{\prime}$, and that $\delta>0$ is so small that $x_{0} \pm \delta \in J_{a}$. From (1-1), using the RiemannLebergue theorem in the form (4.6) of Chapter II, we deduce

$$
S_{\omega}\left(x_{0}\right)=\frac{1}{\pi} \int_{-\delta}^{\delta} f\left(x_{0}+t\right) \frac{\sin \omega t}{t} d t+o(1)
$$

since $\left|f\left(x_{0}+t\right) t^{-1}\right|$ is integrable over $|t| \geqslant \delta$. Write $\omega^{\prime}=[\omega]+\frac{1}{2}$, so that $-\frac{1}{\frac{1}{2}} \leqslant \omega-\omega^{\prime} \leqslant \frac{1}{2}$. The difference between the last integral and the integral in the formula

$$
s_{(\omega)}\left(x_{0}\right)=\frac{1}{\pi} \int_{-\delta}^{\delta} f\left(x_{0}+t\right) \frac{\sin \omega^{\prime} t}{t} d t+o(1)
$$

(Chapter II, (7•1)) is

$$
\frac{\omega-\omega^{\prime}}{\pi} \int_{-\delta}^{\delta} f\left(x_{0}+t\right) \frac{2 \sin \frac{1}{\frac{1}{2}}\left(\omega-\omega^{\prime}\right) t}{\left(\omega-\omega^{\prime}\right) t} \cos \frac{1}{2}\left(\omega+\omega^{\prime}\right) t d t=\frac{\omega-\omega^{\prime}}{\pi} \int_{-8^{\prime}}^{\delta} f\left(x_{0}+t\right) \cos \frac{1}{2}\left(\omega+\omega^{\prime}\right) t d t
$$

(where $0<\delta^{\prime}<\delta, 0<\delta^{\prime \prime}<\delta$ ), by an application of the second mean-value theorem to
 $(0, \delta)$. By the Riemann-Lebeague theorem, the last integral is o(1), and the relation $S_{\omega}\left(x_{0}\right)-s_{[\omega]}\left(x_{0}\right) \rightarrow 0$ follows.

It remains to show that the $o(1)$ in the preceding argument is uniform in $x_{0} \in J_{a}^{\prime}$.
Split the integral in (l-1) into three, extended respectively over $|t| \leqslant \delta, \delta \leqslant|t| \leqslant \Delta$ and $|t| \geqslant \Delta$. If $\Delta$ is large enough, the integral over $|t| \geqslant \Delta$ is arbitrarily small uniformly in $x_{0}$ (and $\omega$ ). Fix $\Delta$ and apply the second mean-value theorem to the factor $1 / t$ in the integrals over $(-\Delta,-\delta)$ and $(\delta, \Delta)$; we immediately see, by the Riemann-Lebesgue theorem, that the integrals are o(1) uniformly in $x_{0} \cdot \dagger$ Hence the o(1) in (1-4) is uniform in $x_{0}$. That the o(1) in (1-5) is uniform was shown in Chapter II, § 7, and that the last integral in ( $1 \cdot 6$ ) tends uniformly to 0 , is obvious. Hence $S_{\omega}(x)-s_{[\omega]}(x)=o$ (1) uniformly in $x_{0} \in J_{a}^{\prime}$, and the proof of $(1-3)$ is completed.

Theorem (1-3) enables us to deduce tests for the pointwise convergence of $S_{\omega}(x)$ from the corresponding tests for Fourier series. The same applies to uniform convergence over finite intervals since such intervals can be split into a finite number of intervals of length less than $2 \pi$. We omit specific applications.

Return for a moment to the difference $\tilde{S}_{\omega}-\tilde{s}_{(\omega)}$. Suppose that the integral defining the conjugate function $f_{a}^{\prime}$ converges at an $x_{0} \in J_{a}^{\prime}$. Then the integral

$$
-\frac{1}{\pi} \int_{0}^{\infty} \frac{f\left(x_{0}+t\right)-f\left(x_{0}-t\right)}{t} d t=-\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{f(t)}{t-x_{0}} d t=-\frac{1}{\pi} \lim _{\pi \rightarrow+0} \int_{\left|t-x_{0}\right|>e} \frac{f(t)}{t-x_{0}} d t
$$

also converges; for near $t= \pm \infty$ it converges absolutely. It is called the function conjugate to $f$, or the Hilbert transform of $f$, and is denoted $\ddagger$ by $f(x)$. It exists for almost all $x_{0}$ in $(-\infty,+\infty)$. The proof of ( $1 \cdot 3$ ) is easily modified to show that

$$
S_{\omega}\left(x_{0}\right)-f^{\prime}\left(x_{0}\right)-\left\{\tilde{g}_{(\omega)}\left(x_{0}\right)-f_{a}\left(x_{0}\right)\right\} \rightarrow 0,
$$

so that $\Xi_{\omega}\left(x_{0}\right) \rightarrow f^{\prime}\left(x_{0}\right)$, if $\delta_{n}\left(x_{0}\right) \rightarrow f_{a}^{\prime}\left(x_{0}\right)$.
(1-8) Theorem. The conclusions of Theorem (1-3) hold if $f$ is integrable over every finite interval and if, in addition, $f(t) / t$ tends to 0 as $t \rightarrow \pm \infty$ and is of bounded variation in the neighbourhood of $t= \pm \infty$.

We confine our attention to $S_{\omega}-s_{\text {qul }}$. The last hypothesis of ( $1 \cdot 8$ ) means that there is a $B>0$ such that $f(t) / t$ is of bounded variation in $(-\infty,-B)$ and $(B,+\infty)$.

We may suppose that ( $-B, B$ ) contains $J_{a}$ in its interior. Let $g(x)=f(x)$ in $(-B, B)$ and $g(x)=0$ elsewhere. Then $g_{a}=f_{a}$ and, by (1-3), $S_{\omega}\left(x_{0}, g\right)-s_{[w]}\left(x_{0} ; f_{a}\right) \rightarrow 0$ uniformly in $x_{0} \in J_{a}^{\prime}$. If we write $f=g+h$ and show that $S_{\alpha}\left(x_{0}, h\right) \rightarrow 0$ uniformly in $x_{0} \in J_{a}^{\prime}$, then by combining this relation with the preceding one we obtain the required result.

[^40]Now $h=0$ in $(-B, B)$ and $h=f$ elsewhere, so that

$$
\begin{equation*}
S_{\omega}\left(x_{0}, h\right)=\frac{1}{\pi}\left(\int_{-\infty}^{-B}+\int_{B}^{+\infty}\right) \frac{f(t)}{t} \frac{t}{t-x_{0}} \sin \omega\left(t-x_{0}\right) d t . \tag{1.9}
\end{equation*}
$$

We may suppose that $f(t) / t$ is monotonically decreasing to 0 in $(-\infty,-B)$ and $(B,+\infty)$ as $t \rightarrow \pm \infty$; for otherwise we can replace $f(t) / t$ by a difference of two functions with this property. The integrals are limits, for $B^{\prime} \rightarrow+\infty$, of integrals extended over ( $-B^{\prime},-B$ ) and $\left(B, B^{\prime}\right)$ respectively. Applying the second mean-value theorem to the monotone factors $f(t) / t$ and $t /\left(t-x_{0}\right)$, and then making $B^{\prime} \rightarrow \infty$, we find that (1.9) tends uniformly to 0 for $x_{0} \in J_{a}^{\prime}$, and the proof of ( $1 \cdot 8$ ) is completed.

Suppose that $f(t)$ is integrable over $(-\infty,+\infty)$. Then

$$
S_{\omega}(x)=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(t) d t \int_{0}^{\omega} \cos s(x-t) d s=\frac{1}{\pi} \int_{0}^{\omega} d s \int_{-\infty}^{+\infty} f(t) \cos s(x-t) d t
$$

the inversion of the order of integration being justified by the absolute convergence. Hence $S_{\omega}(x)$ is a partial integral of the infinite integral

$$
\begin{gather*}
\frac{1}{\pi} \int_{0}^{\infty} d s \int_{-\infty}^{+\infty} f(t) \cos s(x-t) d t \\
=\int_{0}^{\infty}\{a(s) \cos s x+b(s) \sin s x\} d s=\int_{-\infty}^{+\infty} c(s) e^{i s x} d s
\end{gather*}
$$

where

$$
\begin{gather*}
a(s)=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(t) \cos s t d t, \quad b(s)=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(t) \sin s t d t, \\
c(s)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} f(t) e^{-i \alpha} d t=\frac{1}{2}\{a(s)-i b(s)\} .
\end{gather*}
$$

The integrals $a(s), b(s), c(s)$ are analogues of Fourier coefficients; they are called the Fourier transforms (cosine, sine, complex) of $f$. We considered them earlier in Chapter I, §4. The integrals (1-12) are analogues of Fourier series; they are called Fourier integrals; sometimes, in view of the representation (1-11), Fourier's repeated integrals. We may also consider general integrals of the form (1-12), where the coefficient functions $a(s), b(s), c(s)$ are not necessarily Fourier transforms; such integrals are called trigonometric integrals. If $a(s)$ and $b(s)$ are real-valued and $\gamma(s)=a(s)-i b(s)$, (1-12) is the real part of the Laplace integral

$$
\int_{0}^{\infty} \gamma(s) e^{i s s} d s \quad(z=x+i y)
$$

for $z=x$. The imaginary part of $(1 \cdot 15)$ for $z=x$ is the integral

$$
\int_{0}^{\infty}\{a(s) \sin s x-b(s) \cos 8 x\} d s=-i \int_{-\infty}^{+\infty} c(s)(\operatorname{sign} s) e^{i s x} d s,
$$

conjugate to (1-12). The integral (1-15) converges, under very general conditions, in the upper half-plane $y>0$ to a function regular there.

Given an $f(t),-\infty<t<+\infty$, such that the integrals (1-13) have a meaning, we may ask in what sense ( $1 \cdot 12$ ) represents $f(x)$. If the inversion of the order of integration in (1-10) is justified for all $\omega$, then the partial integrals of (1-12), $S_{\omega}(x)$ say, are given by (1-1). The problem then reduces to that of the representation of $f$ by Fourier's single
integral, and so (in view of Theorem (1-3)) to that of the representation of a function by its Fourier series. The formula ( $1 \cdot 10$ ) is, however, true only under certain conditions on the behaviour of $f(t)$ near $t= \pm \infty$. Consequently the range of application of Fourier's repeated integral is more restricted than that of Fourier's single integral.

The formula ( $1 \cdot 10$ ) holds if $f \in \mathrm{~L}(-\infty,+\infty)$, and the problem of the convergence of (1-12) and (1-16) may therefore be considered as settled in this case by Theorem (1.3).

The case when $f(t)$ is not necessarily integrable in the neighbourhood of $t= \pm \infty$, but is of bounded variation there and tends to 0 with $1 / t$, has applications. We may suppose that $f(t)$ tends monotonically to 0 as $t \rightarrow \pm \infty,\{t \mid \geqslant B>0$. The second mean-value theorem shows then that the trans. forms $a(s)$ and $b(s)$ converge for $s \neq 0$, and that the convergence is uniform for $|s| \geqslant \delta>0$. Hence the following version of ( $1 \cdot 10$ ) holds:

$$
\frac{1}{\pi} \int_{\delta}^{\omega} d s \int_{-\infty}^{+\infty} f(t) \cos s(x-t) d t=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(t)^{\sin \omega(x-t)} \frac{1}{x-t} d t-\frac{1}{\pi} \int_{-\infty}^{+\infty} f(t) \frac{\sin \delta(x-t)}{x-t} d t
$$

We show that the last integral tends to 0 with $\delta$. Split the interval of integration $(-\infty,+\infty)$ into $(-\infty,-A),(-A, A),(A,+\infty)$. If $A>B$ is large enough, the second mean-value theorem applied to $f$ shows that the first and third integrals are arbitrarily small. If $A$ is fixed, the second integral tends to 0 with $\delta$. This provee the assertion, and we have the following theorem:
(1-18) Theorem. If $f$ is of bounded variation near $t= \pm \infty$ and lends to 0 with $1 / t$, we still have (1-10), provided the outer integral on the right is taken as $\lim _{\delta \rightarrow+0} \int_{\delta}^{\infty}$.

That the latter restriction is essential, and that $g(s)=\int_{-\infty}^{+\infty} f(t) \cos s(x-t) d t$, $q u a$ function of $s$, need not be Lebesgue-integrable near $s=0$, can beseen from the following example. Take a sequence $a_{1}>a_{8}>\ldots \rightarrow 0$ such that the sum of $\sum a_{n} \cos n s$ is not integrable near $s=0$ (see Chapter V, (1.8)). Let $x=0$, and let $f(t)$ be even and satisfy

$$
\begin{gathered}
f(t)=0 \text { for } 0 \leqslant t<\frac{t}{t} \\
f(t)=a_{n} \quad \text { for } \quad n-\frac{1}{t} \leqslant t<n+\frac{1}{2} \quad(n=1,2, \ldots)
\end{gathered}
$$

Then

$$
\frac{s}{4 \sin \frac{1}{2} s} g(s)=\Sigma a_{n} \cos n s
$$

and $g(s)$ is not integrable near $s=0$.
This example shows that under the hypothesis of (1-18) the outer integral in Fourier's repeated integral must be taken as $\lim _{\omega \rightarrow+\infty} \lim _{\delta \rightarrow+0} \int_{\delta}^{\omega}$.

Return to (1-3), and for each $\omega \geqslant 0$ denote the sum of terms of rank not exceeding $\omega$ in $S\left[f_{a}\right]$ and $\tilde{S}\left[f_{a}\right]$ by $s_{\omega}$ and $\bar{s}_{\omega}$ respectively. Thus $s_{\omega}=s_{(\omega)}, \tilde{s}_{\omega}=\tilde{s}_{[\omega]}$. By $(1 \cdot 3), S_{\omega}(x)-s_{\omega}(x)$ tends uniformly to 0 in $J_{a}^{\prime}$. It follows that

$$
\frac{1}{w} \int_{0}^{\omega} S_{\omega}(x) d \omega-\frac{1}{w} \int_{0}^{\omega} \delta_{\omega}(x) d \omega
$$

tends uniformly to 0 in $J_{a}^{\prime}$ as $w \rightarrow \infty$. Denote the second term by $\sigma_{w}(x)$; it is a continuous analogue of the discontinuous ( $\mathrm{C}, \mathrm{l}$ ) mean $\left(s_{0}+\ldots+s_{n}\right) /(n+1)$, and the two are equivalent (see Chapter III, p. 83). Integrating (1-1) over $0 \leqslant \omega \leqslant w$ and inverting the order of integration in the repeated integral we find for the (C, 1) means of $S_{\omega}(x)$ the expression

$$
\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x+t) \frac{2 \sin ^{2} \frac{1}{2} w t}{w t^{2}} d t,
$$

which is an analogue of Fejer's integral for Fourier series. Using basic results about the summability (C, 1) of Fourier series (see Chapter III, (3-7), (3.9)) we arrive at the following theorem:
(1-21) Theorem. If $|f(t)| /(1+|t|)$ is integrable over $(-\infty,+\infty)$, the ( $\mathrm{C}, 1)$ means $(1-20)$ of $S_{\omega}(x, f)$ converge to $f$ almost everywhere. In particular they converge to

$$
\frac{1}{1}\{f(x+0)+f(x-0)\}
$$

at each point where $f(x \pm 0)$ exist. The convergence is uniform over each finite and closed interval of continuity of $f . \dagger$

If we integrate ( $1 \cdot 7$ ) over $0 \leqslant \omega \leqslant w$ and observe that the continuous ( $\mathrm{C}, 1$ ) means $\tilde{\sigma}_{w}(x)$ of $\tilde{s}_{\omega}(x)$ tend to $f_{a}(x)$ almost everywhere (Chapter III, (3-23)) we obtain similarly :
(1-22) Theorem. If $|f(t)| /(1+|t|)$ is integrable over $(-\infty,+\infty)$, the $(C, 1)$ means

$$
-\frac{1}{\pi} \int_{-\infty}^{+\infty} f(x+t)\left\{\frac{1}{t}-\frac{\sin w t}{w t^{2}}\right\} d t
$$

of $\mathbb{S}_{\omega}(x)$ converge to the Hilbert transform $f^{\prime}(x)$ almost everywhere.

## 2. Fourier transforms

In § 1 we investigated the representability of functions by their Fourier integrals, single and repeated, and proved that, locally at least, the problem is reducible to that of the representability of periodic functions by their Fourier series. We shall now study in greater detail properties of Fourier transforms as such. The latter are analogues of Fourier coefficients, but there is now more symmetry in the situation, since $f$ and its Fourier transform are both functions of a continuous variable.

Given an $f(x)$ in $(-\infty,+\infty)$, consider its Fourier transform

$$
c(x)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} f(y) e^{-i x y} d y
$$

If $f$ is in $L(-\infty,+\infty), c(x)$ is defined everywhere, is a continuous function of $x$, and tends to 0 as $x \rightarrow \pm \infty$; the latter is the Riemann-Lebesgue theorem (Chapter II, (4.6)). The representability of $f$ by its Fourier transform means, as we proved in the preceding section, that

$$
f(x)=\int_{-\infty}^{+\infty} c(y) e^{i x y} d y
$$

in the sense that the partial integrals $\int_{-\infty}^{+\infty}$ of the integral on the right are summable (C, 1) to $f(x)$ almost everywhere.

We may also define $c(x)$ in certain cases when $f$ is not absolutely integrable over $(-\infty,+\infty)$, but then the validity of (2.2) must be investigated afresh. If, for example, $f$ is of bounded variation over $(-\infty,+\infty)$, then $c(x)$ exists for $x \neq 0$, and we have (2.2)

[^41]for all $x$, provided $f(x)=\frac{1}{2}\{f(x+0)+f(x-0)\}$, and provided the integral (2.2) is understood as
$$
\lim _{\alpha \rightarrow+\infty} \lim _{\delta \rightarrow+0} \int_{z<|y| \leqslant o} ;
$$
this is a consequence of ( $1 \cdot 8$ ) and ( $1 \cdot 18$ ).
Remark. Suppose that $\gamma(\lambda)$ is integrable over every finite interval of $\lambda$ (but not necessarily over $(-\infty,+\infty)$ ) and that
$$
g(x)=\int_{-\infty}^{+\infty} \gamma(\lambda) e^{i x \lambda} d \lambda,
$$
where the integral converges uniformly over every finite interval of $x$. We have then
$$
\frac{1}{2 \pi \omega} \int_{0}^{\omega} d w \int_{-w}^{\infty} g(x) e^{-i x \lambda} d x=\frac{1}{\pi} \int_{-\infty}^{+\infty} \gamma(\mu) \frac{2 \sin ^{2} \frac{1}{8}(\mu-\lambda)}{\omega(\mu-\lambda)^{2}} d \mu .
$$

The formula is easy to verify by substituting $g(x)=\int_{-\infty}^{+\infty} \gamma(\mu) e^{i x \mu} d \mu$ into the left-hand side, and integrating first with respect to $x$ and $w$, which is justified by uniform convergence. The right-hand side of the formula tends to $\gamma(\mu)$ for almost all $\lambda$ under rather general conditions for $\gamma$ (it is sufficient, for example, to assume that
and we have then

$$
\left.\gamma(\mu) /\left(1+\mu^{2}\right) \in \mathrm{L}(-\infty,+\infty)\right)
$$

$$
\gamma(\lambda)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} g(x) e^{-i x \lambda} d x
$$

where the integral is meant in the ( $\mathrm{C}, 1$ ) sense. This observation will be used in § 10 below.

It is desirable to make the definition of the Fourier transform more symmetric by changing the factor $(2 \pi)^{-1}$ in $(2 \cdot 1)$ to $(2 \pi)^{-1}$. The Fourier transform of $f$, thus modified, will be denoted systematically by $f$, and the relations (2.1) and (2-2) can be written

$$
\begin{align*}
& f(x)=\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} f(y) e^{-i x y} d y  \tag{2•3}\\
& f(x)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} f(y) e^{i x y} d y \tag{2.4}
\end{align*}
$$

These two relations are sometimes called Fourier inversion formulac.
In the special case when $f$ is even, $f(-x)=f(x),(2 \cdot 3)$ and (2.4) can be written

$$
\begin{align*}
& \hat{f}(x)=\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} f(y) \cos x y d y \\
& f(x)=\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} f(y) \cos x y d y
\end{align*}
$$

so that $f(x)$ is also even. If $f$ is odd, $f(-x)=-f(x)$, then

$$
\begin{align*}
i f(x) & =\sqrt{ } \frac{2}{\pi} \int_{0}^{\infty} f(y) \sin x y d y \\
-i f(x) & =\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} f(y) \sin x y d y
\end{align*}
$$

and $f(x)$ is odd.

If $f$ is defined in $(0, \infty)$ only, the right-hand sides of $(2 \cdot 5)$ and (2.7) will be called the cosine and sine transforms of $f$ and denoted by $f_{c}$ and $f_{s}$ respectively.

If $f \in \mathrm{~L}(-\infty,+\infty), f(x)$ is continuous and tends to 0 as $x \rightarrow \pm \infty$. If, in addition, $\hat{f} \in \mathrm{~L}(-\infty,+\infty)$, the right-hand side of $(2 \cdot 4)$ is a continuous function, which we may identify with the initial function $f$ by modifying the latter, if necessary, in a set of measure 0 . Hence if both $f$ and $f$ are in $\mathrm{L}(-\infty,+\infty)$, then both are continuous and tend to 0 at infinity.

But the integrability of $f$ need not imply that of $f$. Hence, in spite of the formal resemblance of the relations (2.3) and (2.4), there is a basic asymmetry in the metric properties of $f$ and $f$, if $f$ is merely integrable over ( $-\infty,+\infty$ ). It turns out that this asymmetry disappears if we confine our attention to functions $f$ in $\mathbf{L}^{\mathbf{2}}=\mathbf{L}^{\mathbf{2}}(-\infty, \infty)$, and that in this case we also have the basic Parseval-Plancherel formula

$$
\int_{-\infty}^{+\infty}|f(x)|^{2} d x=\int_{-\infty}^{+\infty}|f(x)|^{2} d x
$$

But of course we must first define $f$ for $f \in L^{2}$.
Let $S$ be the class of all step functions in $(-\infty,+\infty)$ which are 0 near $\pm \infty$. We define the Fourier transforms of such $f$ directly by (2.3). For all other $f \in \mathrm{~L}^{2}$, we shall define $f$ indirectly. Let $f \in S$. Then, if $0<\omega<\infty$,

$$
\begin{align*}
\begin{aligned}
\int_{-\infty}^{+\infty}|f(x)|^{2} d x & =\int_{-\infty}^{\omega} d x \frac{1}{2 \pi} \int_{-\infty}^{+\infty} f(y) e^{-i x y} d y \int_{-\infty}^{+\infty} \bar{f}\left(y^{\prime}\right) e^{i x y^{\prime}} d y^{\prime} \\
& =\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(y) \bar{f}\left(y^{\prime}\right) d y d y^{\prime} \frac{1}{2 \pi} \int_{-\infty}^{\omega} e^{i x\left(y^{\prime}-y\right)} d x
\end{aligned} \\
=\frac{1}{\pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(y) \bar{f}\left(y^{\prime}\right) \frac{\sin \omega\left(y-y^{\prime}\right)}{y-y^{\prime}} d y d y^{\prime}=\int_{-\infty}^{+\infty} f(y) S_{\omega}(y, \bar{f}) d y,
\end{align*}
$$

where $S_{\omega}$ is given by ( $1 \cdot 1$ ). The transformations are legitimate since all integrations are actually over finite intervals.

Observe now that, in the case under consideration, $S_{\omega}(y, \bar{f})$ is uniformly bounded in $y$ and $\omega$, and tends to $\bar{f}(y)$ as $\omega \rightarrow+\infty$, except possibly at a finite number of points. It is enough to consider the case when $f$ is the characteristic function of an interval; the result then follows from the formula

$$
\int_{0}^{\infty} \frac{\sin \lambda t}{t} d t=\frac{1}{2} \pi \operatorname{sign} \lambda
$$

and the fact that the partial integrals of this integral are uniformly bounded. Comparing the extreme terms of (2.10) and making $\omega \rightarrow \infty$, we obtain (2.9) by Lebesgue's theorem on the termwise integration of bounded sequences.

The formula (2.3) defines a linear operation $f=T f$ for all $f$ in the set $S$, which is dense in $\mathrm{L}^{2}$. Since (2.9) holds for $f \in S$, the operation $T f$ can be extended by continuity to all $f \in \mathrm{~L}^{2}$; this extension is unique (see Chapter IV, (9-3), and satisfies $\|T f\| \leqslant\|f\|$, where

$$
\|f\|=\|f\|_{2}=\left(\int_{-\infty}^{+\infty}|f|^{2} d x\right)^{t}
$$

We show now that we actually have $\|T f\|=\|f\|$. For let $f \in L^{2}$, and let $f_{1}, f_{2}, \ldots$ in $S$ be such that $\left\|f-f_{n}\right\| \rightarrow 0$. In particular, by Minkowski's inequality, $\left\|f_{n}\right\| \rightarrow \| f \mid$. Since

$$
\left\|T f_{n}-T f\right\|=\left\|T\left(f_{n}-f\right)\right\| \leqslant\left\|f_{n}-f\right\| \rightarrow 0
$$

we also have $\left\|T f_{n}\right\| \rightarrow\|T f\|$, and making $n \rightarrow \infty$ in the equation $\left\|T f_{n}\right\|=\left\|f_{n}\right\|$, we obtain $\|T f\|=\|f\|$, which is (2.9). Collecting results we see that there is a linear operation $f=T f$ defined for all $f \epsilon \mathrm{~L}^{2}$, satisfying (2.9) and given by (2.3) for $f \in S$.

Next we show that if $f \in \mathrm{~L}^{2}$ is 0 outside some interval $(-A, A)$, then $f=T f$ is still given by the formula (2.3). For denote by $f^{*}(x)$ the value of the integral (2.3); we have to show that $f=f^{*}$ almost everywhere. Take a sequence of step functions $f_{1}, f_{2}, \ldots$ vanishing outside ( $-A, A$ ) and such that $\left\|f-f_{n}\right\| \rightarrow 0$. Hence $\left\|f-f_{n}\right\| \rightarrow 0$, and in particular

$$
\int_{-\infty}^{+\infty}\left|f-f_{n}\right|^{2} d x \rightarrow 0
$$

for each $\omega>0$. Schwarz's inequality shows that $f_{n}$ tends uniformly to $f^{*}$ over every finite interval, and in particular $\int_{-\infty}^{+\infty}\left|f_{n}-f^{*}\right|^{2} d x \rightarrow 0$ as $n \rightarrow \infty$. This and (2.11) show that $f^{*}=f$ almost everywhere in $(-\omega, \omega)$, and so also almost everywhere in $(-\infty, \infty)$.

Finally, for an arbitrary $f \in \mathrm{~L}^{2}$, write

$$
\begin{equation*}
f_{\omega}(x)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\omega}^{+\infty} f(y) e^{-i x y} d y \tag{2.12}
\end{equation*}
$$

Then $f_{\omega}=T f_{\omega}$, where $f_{\omega}$ coincides with $f$ in $(-\omega, \omega)$ and is 0 elsewhere. Since

$$
\left\|f_{\nu}-f\right\|=\left\|T\left(f_{u}-f\right)\right\|=\left\|f_{u}-f\right\| \rightarrow 0
$$

as $\omega \rightarrow \infty$, we see that for each $f \in \mathrm{~L}^{2}$, the integral (2.3) converges in $L^{2}$ to $f$, that is, $\left\|f_{u}-f\right\| \rightarrow 0$.

The last relation implies that there is a sequence $\omega_{k}$ such that $f_{u_{k}} \rightarrow f$ almost everywhere. In particular, if the right-hand side of (2.3) converges almost everywhere, it converges to $f$.

We now prove (2.4) for $f \in \mathrm{~L}^{2}$. It can be written

$$
f=T * T f
$$

where $T^{*}$ denotes the operation obtained from $T$ by changing $e^{-i x y}$ to $e^{i x y}$ in (2.3) ( $T^{*} f=\overline{T \bar{f}}$ ). Since $T$ and $T^{*}$ are continuous in $L^{2}$, so is $T^{*} T$, and it is enough to prove (2.13) when $f \in S$, or even when $f$ is the characteristic function of an interval ( $a, b$ ). In this case $f^{\prime}(x)=i\left(e^{-i b x}-e^{-i a x}\right)(2 \pi)^{-\frac{1}{2}} x^{-1}$, and

$$
\begin{align*}
\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} f(y) e^{i x y} d y & =\frac{1}{\pi} \int_{0}^{\infty} \frac{\sin (x-a) y}{y} d y+\frac{1}{\pi} \int_{0}^{\infty} \frac{\sin (b-x) y}{y} d y \\
& =\frac{1}{2}\{\operatorname{sign}(x-a)+\operatorname{sign}(b-x)\} \tag{2.14}
\end{align*}
$$

Hence the left-hand side is 1 for $a<x<b$, and is 0 for $x<a$ and $x>b$. Hence $T * T f=f$, and the proof of (2.4) is completed.

We can represent $f$ in a different form. Let $\Phi(x)$ and $\Phi_{\lrcorner}(x)$ be the integrals of $f$ and $f_{\nu}$ respectively, from 0 to $x$. By Schwarz's inequality,

$$
\left|\Phi(x)-\Phi_{u}(x)\right|=\left|\int_{0}^{x}\left(f-f_{0}\right) d y\right| \leqslant|x|^{1}\left\|f-f_{\bullet}\right\|=o(1)
$$

as $\omega \rightarrow \infty$, so that $\Phi(x)=\lim \Phi_{\omega}(x)$ for each $x$. Since, by (2-12),

$$
\Phi_{\omega}(x)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\omega}^{\omega} f(y) \frac{e^{-i x v}-1}{-i y} d y
$$

and $f(x)=\Phi^{\prime}(x)=(d / d x) \lim \Phi_{\alpha}(x)$ almost everywhere, it follows that almost everywhere we have

$$
f(x)=\frac{d}{d x}\left\{\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} f(y) \frac{e^{-i x y}-1}{-i y} d y\right\}
$$

and correspondingly for (2.4),

$$
f(x)=\frac{d}{d x}\left\{\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} f(y) \frac{e^{i x y}-1}{i y} d y\right\}
$$

For $f$ in $L^{2}$, the results about $f$ obtained so far can be summarized in the following theorem:
(2.17) Theorem of Planchirrel. For each $f$ in $L^{2}(-\infty, \infty)$ the integral (2.3) converges in $\mathrm{L}^{2}$ to a function $f \in \mathrm{~L}^{2}$; that is to say, $\left\|f-f_{\omega}\right\| \rightarrow 0$, where $f_{\omega}$ is given by (2.12). Similarly the integral (2-4) converges in $L^{2}$ to $f$. The functions $f$ and $f$ satisfy the Parseval formula $\|f\|=\|f\|$, and for almost all $x$ the relations (2-15) and (2-16) also.

If $f_{1}$ and $f_{2}$ are in $\mathrm{L}^{2}$, then

$$
\int_{-\infty}^{+\infty} f_{1} \bar{f}_{2} d x=\int_{-\infty}^{+\infty} f_{1} \bar{f}_{2} d x .
$$

For applying (2.9) to $f=f_{1}+f_{2}$ and using the equations $\left\|f_{j}\right\|=\left\|f_{j}\right\|, j=1,2$, we find that the real parts of the two sides of $(2 \cdot 18)$ are equal. Hence, replacing $f_{1}$ by $f_{1}$, the imaginary parts must also be equal, and (2.18) follows.

The formula (2.18), which generalizes (2.9), is the source of many important identities. It shows in particular that if $\left\{f_{n}\right\}$ is an orthonormal system on $(-\infty,+\infty)$, so is $\left\{f_{n}\right\}$; if $\left\{f_{n}\right\}$ is complete, $\left\{f_{n}\right\}$ is also complete.

The formula (2.4) tells us that each $f$ in $L^{\mathbf{2}}$ is the Fourier transform of a $g \in L^{\mathbf{2}}$, namely of $g(x)=f(-x)$.

If $f_{\alpha}$ is given by (2-12), and $0=w<\infty$, we have

$$
\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{\infty} f_{\omega}(y) e^{i x y} d y=\frac{1}{\pi} \int_{-\infty}^{\omega} f(y) \frac{\sin w(x-y)}{x-y} d y .
$$

Since $f_{\alpha}$ tends to $f$ in $L^{2}$, we can make $\omega \rightarrow \infty$ and obtain

$$
\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{\infty} f(y) e^{i x y} d y=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(y) \frac{\sin w(x-y)}{x-y} d y
$$

Substituting here $f^{\prime}(y)$ for $f(y)$ on the right and $f(-y)$ for $f(y)$ on the left, we find the formula
or

$$
\begin{align*}
\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{\infty} f(y) e^{-i x y} d y & =\frac{1}{\pi} \int_{-\infty}^{+\infty} f(y) \frac{\sin w(x-y)}{x-y} d y \\
f_{\infty}(x) & =\mathbb{S}_{w}(x, f)
\end{align*}
$$

From this we can deduce the following consequences (for $f \in L^{2}$ ):
(a) The integral (2-3) is summable ( $\mathrm{C}, 1$ ) almost everywhere to $f$. For $|f(t)| /(1+|t|)$ is in $L$, and it is enough to apply (1-21).
(b) We have

$$
f_{\omega}(x)=\alpha\left\{(\log \omega)^{\frac{1}{2}}\right\}
$$

for almost all $x$. For (1-3) is applicable, and it is enough to use the faot that the $n$th partial sum of a Fourier series in $L^{2}$ is $\circ\left\{(\log n)^{\frac{1}{2}}\right\}$ almost everywhere (Chapter XIII, § 1).
(c) If $\omega_{1}<\omega_{2}<\ldots, \omega_{k+1} / \omega_{k}>q>1$, then $f_{\omega_{k}}(x) \rightarrow f(x)$ almost everywhere. The argument is the same as in (b), except that now we use the fact that lacunary partial sums of an S[f] in $L^{2}$ converge almost everywhere (see Chapter XIII, (1-17)).

Whether or not we have $f_{\omega}(x) \rightarrow f(x)$ almost everywhere for $f$ in $L^{2}$ is an open question. In view of (1-3) and the fact that $f$ in (2-20) is the most general function in $L^{2}$, the problem is equivalent to the problem whether the Fourier series of a general function in $L^{2}$ converges almost everywhere.

We consider a few examples of Fourier transforms.
(a) If $f(x)$ is the characteristic function of an interval $(a-\lambda, a+\lambda)$, thers

$$
\hat{f}(x)=\left(\frac{2}{\pi}\right)^{t} e^{-\cos \frac{\sin \lambda x}{x}} .
$$

An application of (2.9) to this $f$ gives the besic formula

$$
\int_{-\infty}^{+\infty} \frac{\sin ^{2} \lambda x}{\lambda x^{2}}=\pi
$$

(8ee also Chapter III, (11-4)).
Consider a sequence of numbers $n_{1}, n_{2}, \ldots$, not necesearily integors, such that the intervals $\left(n_{k}-\lambda, n_{k}+\lambda\right)$ do not overlap. Then the characteristic functions of these intervals are mutually orthogonal. By (2.18), the same holds for their transforms, a result which, in view of (2.21) and (222), can also be stated in the following form:

If the intervals $\left(n_{k}-\lambda, n_{k}+\lambda\right), k=1,2, \ldots$, do not overlap, then the functions $e^{\left(n_{1}=\right.}, e^{\left(n_{1} z\right.}, \ldots$ form an orthonormal system over $(-\infty,+\infty)$ with respect to the weight

$$
d \omega(x)=\frac{\sin ^{2} \lambda x}{\pi \lambda x^{2}}
$$

(8ee Chapter I, p. 6).
(b) Let $\chi(x)=\chi_{\lambda}(x)$ be the 'triangular' function defined by the conditions that $\chi(x)=0$ for $|x| \geqslant h, \chi(0)=1, \chi(x)$ is linear in the intervals $(-h, 0)$ and $(0, h)$. Then

$$
\hat{X}(x)=\left(\frac{2}{\pi}\right)^{2} \frac{2 \sin ^{2} \frac{1}{2} x}{h x^{2}}
$$

a relation which can also be written

$$
\frac{1}{\pi} \int_{-\infty}^{+\infty} e^{-\omega=} \frac{2 \sin ^{2} \frac{1}{2} h y}{h y^{2}} d y=\left(1-\frac{|x|}{h}\right)^{+} .
$$

(c) Let $f(x)=e^{-e e}, x>0$, where $a>0$. Then for the cosine and sine trandorme of $f$ we have

$$
\begin{align*}
& f_{0}(x)=\left(\frac{2}{\pi}\right)^{\frac{a}{x^{2}+a^{2}}} \\
& f_{0}(x)=\left(\frac{2}{\pi}\right)^{\frac{x}{x^{2}+a^{2}}}
\end{align*}
$$

The inversion formula for $(\mathbf{2}-25)$ leads to the familiar equation

$$
\int_{0}^{\infty} \frac{\cos x y}{y^{3}+a^{2}} d y=\frac{\pi}{a} \frac{\pi}{e^{-a|s|}}
$$

(d) Let $0<8<1, f(x)=\left(x^{+}\right)^{-1}$. Then

$$
f(x)=(2 \pi)^{-1}|x|^{-0} \Gamma(e) \exp \left\{-\frac{1}{1} \pi s \text { cign } x\right\}
$$

(e) Let

$$
f(x)=\frac{1}{\sqrt{(2 \pi)} i} \frac{1}{x-\zeta}
$$

where $\zeta=\xi+i \eta$ is complex $(\eta \neq 0)$. Then, if $\eta>0$, we have
if $\eta<0$, we have

$$
\hat{f}(x)=0 \quad \text { for } \quad x>0, \quad \hat{f}(x)=e^{-1 x \zeta} \quad \text { for } x<0
$$

$$
\hat{f}(x)=-e^{-1 x\}} \quad \text { for } \quad x>0, \quad \hat{f}(x)=0 \quad \text { for } \quad x<0 .
$$

(f) The function

$$
g(x)=\frac{1}{\sqrt{(2 \pi)}} e^{-\frac{1}{k}}
$$

is its own Fourier transform, that is to say, $\hat{g}(x)=g(x)$.
Clearly

$$
\hat{g}(y)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-t x^{2}-1 \pi y} d x=e^{-k y^{\prime}} \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-t\left(x+(y)^{n}\right.} d x
$$

 the aseertion will follow. To show this independence it is enough to apply Cauchy's theorem to the function

$$
e^{-t s^{\prime}}=e^{-t(s+t y)^{n}}
$$

and the rectangle with vertices $\pm R, \pm R+i y$, and then make $R \rightarrow \infty$.
We conclude this section with a few results about Fourier transforms. We consider only functions which belong either to $L$ or to $L^{2}$, though the formulae hold under more general conditions. We occasionally write $T f$ for $f$.

The first formula is

$$
\begin{equation*}
T f(x+a)=e^{i x a} T f(x) \tag{2.27}
\end{equation*}
$$

If $f \in \mathrm{~L}$, the formula is an immediate consequence of the equation

$$
\int_{-\infty}^{\infty} f(y+a) e^{-i x y} d y=e^{i x a} \int_{-\infty+a}^{\infty+a} f(y) e^{-i x y} d y .
$$

If $f \in \mathrm{~L}^{2}$, it is enough to observe that, in view of (2.9), the integral $\int_{\omega}^{\omega+a} f(y) e^{-i x y} d y$ tends to 0 in $L^{2}$ as $\omega \rightarrow \infty$, and the same holds for $\int_{-\omega-a}^{-\omega}$

Given two functions $g$ and $h$ in $(-\infty,+\infty)$, we define their convolution $g * h$ (compare Chapter II, § 1) by the formula

$$
\begin{gather*}
g * h=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} g(y) h(x-y) d y .  \tag{2.28}\\
T(g * h)=T g . T h . \tag{2•29}
\end{gather*}
$$

We want to show that
As in the proof of Theorem (1-15) of Chapter II, if $g \in L^{\prime}, h \in L^{\prime}$ and

$$
\begin{equation*}
\frac{1}{r}=\frac{1}{8}+\frac{1}{t}-1 \tag{2.30}
\end{equation*}
$$

then $f=g * h$ exists almost everywhere as an absolutely convergent integral, is in $L r$, and satisfies

$$
\left(\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty}|f|^{r} d x\right)^{1 / 2} \leqslant\left(\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty}|g|^{\cdot} d x\right)^{1 / \varepsilon}\left(\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty}|h|^{t} d x\right)^{2 /} .
$$

Observe now that $T f$ is defined if $r$ is either 1 or 2 , and so if either both $s$ and $t$ are 1 ,
or one of them is 1 and the other 2. In the first case, (2-29) is justified by the following argument; analogous to the one we used for Fourier coefficients (Chapter II, § 1):

$$
\begin{aligned}
f(x) & =\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} e^{-i x y} d y \frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} g(u) h(y-u) d u \\
& =\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} g(u) e^{-i x u} d u-\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} h(y-u) e^{-i x(y-u)} d y \\
& =\hat{g}(x) \hat{h}(x) .
\end{aligned}
$$

In the second case, suppose, for example, that $s=1, t=2$. Thus $f$ is in $L^{2}$. Consider a sequence $h_{1}, h_{\mathbf{2}}, \ldots$ of step functions vanishing near $\pm \infty$ and such that $\left\|h-h_{n}\right\|_{2} \rightarrow 0$. Write $f_{n}=g * h_{n}$. By (2.31), with $r=2, s=1, t=2$, we find that

$$
\left\|f_{n}-f\right\|_{2}=\left\|g_{*}\left(h-h_{n}\right)\right\|_{2} \rightarrow 0
$$

Now

$$
\begin{equation*}
f_{n}=\hat{g} \hat{h}_{n} \tag{2.32}
\end{equation*}
$$

by the case already dealt with. Since
and

$$
\begin{gathered}
\left\|f-f_{n}\right\|_{2}=\left\|f-f_{n}\right\|_{2} \rightarrow 0 \\
\left\|\hat{g} \hat{h}_{n}-\hat{g} \hat{h}\right\|_{2} \leqslant(\max |\hat{g}|)^{2}\left\|\hat{h}-\hat{h}_{n}\right\|_{2} \rightarrow 0
\end{gathered}
$$

(2.32) leads to (2.29).

If $g$ and $h$ are in $L^{2}$, their convolution is bounded and continuous. Since bounded functions in general have no Fourier transforms, we cannot expect (2-29) to be valid in the same sense as before. If we observe, however, that

$$
\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} g(y) h(x-y) d y=\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} \hat{g}(y) \hat{h}(y) e^{i x y} d y
$$

a formula easily deducible from (2.18) and (2.27), we may interpret this as (2.29).
The inversion formulae (2-3) and (2.4) can be represented in various forms. One of these, particularly useful for functions of a complex variable, will be given here.

Suppose that $f(x)$ is defined for $0<x<\infty$. Consider the integral

$$
F(s)=\int_{0}^{\infty} x^{s-1} f(x) d x
$$

The function $F$ is usually called the Mellin transform of $f$. The familiar formula

$$
\Gamma(s)=\int_{0}^{\infty} e^{-x} x^{s-1} d x
$$

shows that $\Gamma(8)$ is the Mellin transform of $e^{-x}$. Though $f$ is a function of a real variable, it is important to consider $s$ complex, $s=\sigma+i t$.

Set $x=e^{-\nu}$. We can then write (2.34) in the form

$$
F(\sigma+i t)=\int_{-\infty}^{+\infty} f\left(e^{-y}\right) e^{-y \sigma} e^{-i v t} d y
$$

and so, formally (compare (2.3) and (2.4)),

$$
f\left(e^{-\nu}\right) e^{-\nu \sigma}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} F(\sigma+i t) e^{i \nu t} d t=\frac{1}{2 \pi} \lim _{\omega \rightarrow \infty} \int_{-\infty}^{+\infty},
$$

or

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} F(s) x^{-s} d s=\frac{1}{2 \pi i} \lim _{\omega \rightarrow+\infty} \int_{\sigma-i \omega}^{\sigma+i \omega} . \tag{2.37}
\end{equation*}
$$

The pair (2.34) and (2.37) are called Mellin inversion formulae. The preceding argument was formal, but since we know conditions for the validity of Fourier's inversion formulae, these conditions can easily be edjusted to the Mellin case. For example, if $x^{\sigma-1} f(x) \in \mathrm{L}(0, \infty)$, and $f$ is of bounded variation near $x$, then

$$
\begin{equation*}
\frac{1}{2}[f(x+0)+f(x-0)]=\frac{1}{2 \pi i} \lim _{\omega \rightarrow+\infty} \int_{\sigma-i \omega}^{\sigma+i \omega} F(s) x^{-s} d s . \tag{2.38}
\end{equation*}
$$

For the conditions on $f$ guarantee the absolute convergence of the integral in (2.35) and the validity of (2.36), with the left-hand side replaced by half the sum of its limits from the left and right.

Since Mellin's transform is merely another version of Fourier's, derived by a change of variable, all reeulte for Fourier transforms can be stated in the language of Mellin transforms.

We add that in general the domain of convergence of the integral (2.34) (considered as $\lim _{\alpha \rightarrow+\infty} \lim _{\alpha \rightarrow+0} \int_{a}^{\omega}$ is a strip $\alpha<\sigma<\beta$, and $F(s)$ is regular in it. For it is enough to write the integral (2.35) in the form $\int_{-\infty}^{0}+\int_{0}^{\infty}$ and obeerve that $\int_{0}^{\infty}$ converges in a halfplane $\sigma>\alpha$, and $\int_{-\infty}^{0}$ in a half-plane $\sigma<\beta$.

## 3. Fourier transforms (cont.)

In the previous section we inveetigated the Fourier transforms

$$
f(x)=\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} f(y) e^{-i x y} d y
$$

in the cases when either $f \in \mathrm{~L}$ or $f \in \mathrm{~L}^{\mathbf{2}}$. In the former, the integral converges absolutely; in the latter, it converges in $L^{2}$. It is natural to ask if the integral (3.1) has meaning for $f$ in other Lr.

In this section we use the notation

$$
\|f\|_{r}=\left\{\int_{-\infty}^{+\infty}|f(x)|^{r} d x\right\}^{1 / r}
$$

(3.2) Theorem. If $f \in L^{p}, 1<p \leqslant 2$, the right-hand side of (3.1) converges in $L^{p^{\prime}}=L^{p}(p-1)$ to an $f \in \mathrm{~L}^{p^{\prime}}$. The function $f$ satisfies the inequality

$$
\left(\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty}|f(x)|^{\prime} d x\right)^{1 / p^{\prime}} \leqslant\left(\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty}|f(x)|^{p} d x\right)^{1 / p},
$$

the equations (2.15) and (2-16) for almast all $x$, and we have

$$
f(x)=\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} f(y) e^{i x y} d y
$$

where the right-hand side converges in L p.

The inequality (3.3) is an extension to Fourier transforms of the theorem of Haus-dorff-Young (see Chapter XII, (2-3)). It asserts that if $f$ is in $L^{p}$, then $f$ exists and is in $L^{p^{\prime}}$, and conversely each $f$ in $L^{p}$ is the Fourier transform of some function from $L^{p^{p}}$.

For the proof of (3.2) we observe that (3.1) defines a linear operation $f=T f$ if for example, $f$ is a simple function (one taking only a finite number of vatues and vanishing near $\pm \infty$ ). Using the terminology of Chapter XII, § 1 , we may say that $T$ is of types ( $1, \infty$ ) and (2,2), and that the norms of $T$ satisfy

$$
M_{1, \infty}=(2 \pi)^{-1}, \quad M_{2,2}=1 .
$$

Hence, by the fundamental Theorem (1-11) of Chapter XII, theoperation Tis (uniquely) extensible to all $f$ in $L^{p}$ and is of type ( $p, p^{\prime}$ ), with $M_{p, p^{\prime}} \leqslant(2 \pi)^{i-1 / p}$. The last inequality is (3.3).

Given an $f$, let $f_{\omega}$ denote (as in the preceding section) the function equal to $f$ in ( $-\omega, \omega$ ) and to 0 elsewhere. If $f \in L^{\nu}$, then $f_{\omega} \in \mathrm{L}$, so that $f_{\omega}=T f_{\omega}$ satisfies (3.1). Since, by (3.3),

$$
\left\|f-f_{\omega}\right\|_{p^{\prime}} \leqslant\left\|f-f_{\omega}\right\|_{p} \rightarrow 0 \quad(\omega \rightarrow \infty),
$$

the right-hand side of ( $3 \cdot 1$ ) converges in $L^{p^{\prime}}$ to an $f \in L^{p^{\prime}}$.
The proof of (2.15) for $f \in L^{p}, 1<p<2$, is the same as in the case $p=2$, except that instead of Schwarz's inequality we now use Hölder's.

The proof of (2.16) is based on the following remark. Suppose that $g \in L$, and consider the Fourier repested integral of $g$, that is,

$$
\begin{equation*}
\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} \hat{g}(y) e^{i x y} d y \tag{3.5}
\end{equation*}
$$

Integrating this formally over a finite interval $(\alpha, \beta)$, we obtain the integral of $g$ over $(\alpha, \beta)$, that is,

$$
\begin{equation*}
\int_{a}^{\beta} g(x) d x=\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} \hat{g}(y) \frac{e^{i \beta \nu}-e^{i \alpha \nu}}{i y} d y \tag{3.6}
\end{equation*}
$$

where the integral on the right converges. This could be proved in many ways. The shortest is to assume, as we may, that $\beta-\alpha<2 \pi$, and observe that the partial integrals

$$
\begin{equation*}
\frac{1}{\sqrt{(2 \pi})} \int_{-\infty}^{\omega} \hat{g}(y) e^{i x y} d y \tag{3.7}
\end{equation*}
$$

of (3.5) are, by (1-3), uniformly equiconvergent over ( $\alpha, \beta$ ) with the partial sums of the Fourier series of a function coinciding with $g$ in $(\alpha-\epsilon, \beta+\epsilon)$; since Fourierseries when integrated termwise give the value of the integral of the function, (3.6) then follows.

Hence, observing that $f_{\omega} \in L$, we have for $|x|<\omega$ :

$$
\int_{0}^{x} f(t) d t=\int_{0}^{x} f_{\infty}(t) d t=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} f_{\omega}(y) \frac{e^{i x y}-1}{i y} d y
$$

Since $\left\|f-f_{\downarrow}\right\|_{p^{\prime}} \rightarrow \mathbf{0}$, Hölder's inequality shows that

$$
\int_{0}^{x} f(t) d t=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} f(y) \frac{e^{i x y}-1}{i y} d y
$$

and (2-16) follows.

It remains to show that the right-hand side of (3.4) converges in $L^{p}$ to $f$. This is an analogue of Theorem (6.4) of Chapter VII, which asserts that the partial sums of an $S[f]$ in $L^{p}$ converge to $f$ in $L^{p}$. The proof is also analogous, and is based on the following:
(3.8) Theorem. If $f \in \mathrm{~L}^{r}, r>1$, the Hilbert transform

$$
\begin{equation*}
f(x)=\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{f(t)}{x-t} d t=-\lim _{t \rightarrow 0} \frac{1}{\pi} \int_{0}^{\infty} \frac{f(x+t)-f(x-t)}{t} d t \tag{3.9}
\end{equation*}
$$

exists almost everywhere, and

$$
\|f\|_{r} \leqslant A_{r}\|f\|_{r}
$$

where $A_{r}$ depends on $r$ only.
That $f$ exists was pointed out in § 1. To prove (3•10), write

$$
g_{n}(x)=\frac{1}{2 \pi n} \int_{-\pi n}^{\pi n} f(t) \cot \frac{x-t}{2 n} d t \quad(|x|<\pi)
$$

and consider the difference $\delta_{n}(x)=f(x)-g_{n}(x)$. Clearly $\delta_{n}(x)$ is

$$
\frac{1}{2 \pi n} \int_{-\pi n}^{\pi n} f(t)\left\{\frac{2 n}{x-t}-\cot \frac{x-t}{2 n}\right\} d t+\frac{1}{\pi} \int_{-\infty}^{-\pi n} \frac{f(t)}{x-t} d t+\frac{1}{\pi} \int_{\pi n}^{+\infty} \frac{f(t)}{x-t} d t=\alpha_{n}+\beta_{n}+\gamma_{n}
$$

Hölder's inequality shows that $\beta_{n} \rightarrow 0, \gamma_{n} \rightarrow 0$ for each $x$. If $x$ is fixed and $n$ large enough we have

$$
\left|\alpha_{n}\right| \leqslant A n^{-1} \int_{-\pi n}^{\pi n}|f| d t \leqslant A n^{-1}\left(\int_{-\pi n}^{\pi n}|f|^{r} d t\right)^{1 / r}(2 \pi n)^{1 / r}=o(1),
$$

where $A$ is an absolute constant. Thus $\delta_{n} \rightarrow 0$.
The functions $g_{n}$ and $f$ are defined at exactly the same points inside ( $-\pi n, \pi n$ ), and $g_{n} \rightarrow f^{f}$ wherever $f^{n}$ exists. Observe that $g_{n}(n x)$ is the conjugate function of $f(n x)$ in $|x|<\pi$. Using the inequality (2.5) of Chapter VII we have

$$
\left(\int_{-\pi n}^{\pi n}\left|g_{n}\right|^{r} d x\right)^{1 / r} \leqslant A_{r}\left(\int_{-\pi n}^{\pi n}|f|^{r} d x\right)^{1 / r} \leqslant A_{r}\left(\int_{-\infty}^{+\infty}|f|^{r} d x\right)^{1 / r},
$$

whence, by Fatou's lemma (Chapter I, (11-2)),

$$
\left(\int_{-w}^{w}|f|^{r} d x\right)^{1 / r} \leqslant A_{r}\left(\int_{-\infty}^{+\infty}|f|^{r} d x\right)^{1 / r}
$$

for each $w>0$, and making $w \rightarrow \infty$ we obtain (3.10).
Consider now the formula (see (2-19))

$$
\frac{1}{\sqrt{ }(2 \pi)} \int_{-w}^{w} \hat{f}(y) e^{i x y} d y=\frac{1}{\pi} \int_{-\infty}^{+\infty} f(y) \frac{\sin w(x-y)}{x-y} d y .
$$

This was established for $f$ in $\mathrm{L}^{2}$, but holds also for $f \in \mathrm{~L}^{p}, 1<p<2$. (It is enough to use, in the proof, Hölder's inequality instead of Schwarz's.) If

$$
f_{1}(y)=f(y) \cos w y, \quad f_{8}(y)=f(y) \sin w y,
$$

then the right-hand side of $(3 \cdot 11)$ is $f_{1}(x) \sin w x-f_{2}(x) \cos w x$, and, denoting the lefthand side by $f^{\omega}(x)$, we have, by (3.10),

$$
\left\|f^{w}\right\| p_{p} \leqslant 2 A_{r}\|f\|_{p}
$$

It remains to show that $\left\|f-f^{w}\right\|_{p} \rightarrow 0$ as $w \rightarrow \infty$. It is now enough to prove this for a dense set of functions, for example for step functions. This will follow if we verify the result for the characteristic function of an interval $(a, b)$. Then

$$
\begin{gather*}
f(y)=(2 \pi)^{-i} y^{-1} i\left(e^{-i v b}-e^{-i v a}\right), \\
f^{w}(x)=\frac{1}{\pi}\left[\int_{0}^{(x-a) w} \frac{\sin y}{y} d y+\int_{0}^{(b-x) w} \frac{\sin y}{y} d y\right] . \tag{3•13}
\end{gather*}
$$

Since $f^{\omega}(x)$ is uniformly bounded in $x$ and $w$, and tends to $f(x)$ for $x \neq a, b$ as $w \rightarrow \infty$, the relation $\left\|f^{w}-f\right\|_{p} \rightarrow 0$ will be established if we show that the integral of $\left|f^{w}\right|^{p}$ over the set $|x|>A$ is small for $A$ large. This is immediate if we observe that, by the second mean-value theorem, the right-hand side of (3.13) is $w^{-1} O(1 / x)$ for $|x|$ large. This completes the proof of (3.2).

The following result partly generalizes (3.2):
(3.14) Theorem. Suppose that $f \in \mathrm{~L}^{p}, 1 \leqslant p<2$. Then the Fourier transform

$$
\begin{equation*}
f(x)=\lim _{\omega \rightarrow \infty} f_{\omega}(x)=\lim _{\omega \rightarrow \infty} \frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{\infty} f(y) e^{-i x y} d y \tag{3.15}
\end{equation*}
$$

converges almast everywhere. Moreover, the function
is in $\mathrm{L}^{p^{\prime}}$, and

$$
\begin{gather*}
\xi(x)=\sup _{\alpha, \beta \geq 0}\left|\int_{-\alpha}^{\beta} f(y) e^{-i x y} d y\right| \\
\|\xi\|_{\mathcal{D}^{\prime}} \leqslant A_{p}\|f\|_{p^{\prime}} .
\end{gather*}
$$

We may suppose that $l<p<2$. It is enough to prove (3.17), from which the existence almost everywhere of the limit (3-15) follows easily. To see this, write $f=g+h$, where $g$ is a step function vanishing near $\pm \infty$ and $\|h\|_{p}$ is small. Then $f_{\omega}=\hat{g}_{\omega}+\hat{h}_{\omega}$, $\hat{g}_{\omega}$ tends to a limit at each point, and, by (3.17) applied to $h, \lim \sup \hat{h}_{\omega}-\lim \inf \hat{h}_{\omega}$ is small except in a set of small measure. Since the latter difference is equal to $\lim \sup f_{\omega}^{\prime}-\lim \inf f_{\omega}$, the existence of $\lim f_{\omega}$ almost everywhere follows.

We may suppose that $f(x)=0$ for $x<0$, and that $\alpha=0$ in (3.16). We may also suppose that $f(x)=0$ for $x$ large enough, $x>\gamma$ say. For then (with $A_{p}$ independent of $\gamma$ ) the general result follows by a passage to the limit.

We fix a $\lambda>0$ and denote by $\xi^{\lambda}(x)$ the function analogous to $\xi(x)$, except that $\beta$ now runs through integral multiples of $\lambda$. It is clear that $\xi^{\lambda}(x) \rightarrow \xi(x)$ as $\lambda \rightarrow 0$.

Consider also the series

$$
\begin{equation*}
\sum_{k=0}^{\infty} a_{k}^{\lambda} e^{-i k \lambda x}, \quad \text { where } \quad a_{k}^{\lambda}=\int_{k \lambda}^{(k+1) \lambda} f(y) d y \tag{3.18}
\end{equation*}
$$

Denote the partial sums of the series by $\eta_{n}^{\lambda}(x)$, and let $\eta^{\lambda}(x)=\sup \left|\eta_{n}^{\lambda}(x)\right|$. Since the functions $\phi_{n}(x)=\left(\frac{1}{2} \lambda / \pi\right)^{\frac{1}{2}} e^{-i n \lambda x}$ form an orthonormal system on $(-\pi / \lambda, \pi / \lambda)$, and $\left|\phi_{n}\right| \leqslant\left(\frac{1}{2} \lambda / \pi\right)^{\frac{1}{2}}$, Theorem (10.1) of Chapter XIII and the inequality (5.12) of Chapter XII show that

$$
\begin{equation*}
\left\{\int_{-\pi / \lambda}^{\pi / \lambda}\left\{\eta^{\lambda}(x)\left(\frac{\lambda}{2 \pi}\right)^{\frac{1}{2}}\right\}^{p^{\prime}} d x\right\}^{1 / p^{\prime}} \leqslant A_{p}\left(\frac{\lambda}{2 \pi}\right)^{1 /(2-p) / p}\left(\sum_{k}\left|a_{k}^{\lambda}\right|^{p}\right)^{1 / p} \tag{3•19}
\end{equation*}
$$

Now

$$
\left(\sum_{k}\left|a_{k}^{\lambda}\right|^{p}\right)^{1 / p} \leqslant\left\{\sum_{k}\left(\int_{k \lambda}^{(k+1) \lambda}|f| d y\right)^{p}\right\}^{1 / p} \leqslant\left\{\sum_{k} \int_{k \lambda}^{(k+1) \lambda}|f|^{p} d y\right\}^{1 / p} \lambda^{1 / p^{\prime}},
$$

by Hölder's inequality, and (3-19) reduces to

$$
\begin{equation*}
\left\{\int_{-\pi / \lambda}^{\pi / \lambda}\left\{\eta^{\lambda}(x)\right\}^{p^{\prime}} d x\right\}^{1 / p^{\prime}} \leqslant A_{p}\|f\|_{p} \tag{3.20}
\end{equation*}
$$

with a different $A_{p}$.
Fix a $w>0$ and suppose that $\pi / \lambda>w$. By (3.20),

$$
\begin{equation*}
\left\{\int_{-w}^{\infty}\left\{\eta^{\lambda}(x)\right\}^{p^{\prime}} d x\right\}^{1 / p^{\prime}} \leqslant A_{p} \sharp f \|_{p} . \tag{3•21}
\end{equation*}
$$

Supposing that $n \lambda \leqslant \gamma$ and $|x| \leqslant w$, we have

$$
\begin{aligned}
\left|\eta_{n-1}^{\lambda}(x)-\int_{0}^{n \lambda} f(y) e^{-i x y} d y\right| & \leqslant \sum_{k=0}^{n-1} \int_{k \lambda}^{(k+1) \lambda}|f(y)|\left|e^{-i k \lambda x}-e^{-i x y}\right| d y \\
& \leqslant \lambda|x| \int_{0}^{\gamma}|f| d y \leqslant \lambda w\|f\|_{p} \gamma^{1 / p^{\prime}},
\end{aligned}
$$

so that

$$
\xi^{\lambda}(x) \leqslant \eta^{\lambda}(x)+\lambda w\|f\|_{p} \gamma^{1 / p^{\prime}},
$$

and, by (3.21),

$$
\left\{\int_{-\infty}^{\infty}\left(\xi^{\lambda}\right)^{p^{\prime}} d x\right\}^{1 / p^{\prime}} \leqslant A_{p}\|f\|_{p}+(2 w)^{1 / p^{\prime}} \lambda w\|f\|_{p} \gamma^{1 / p^{\prime}}
$$

Making here first $\lambda \rightarrow 0$ and then $w \rightarrow \infty$ we obtain (3•17). This completes the proof of Theorem (3.14).

Let $2<q<\infty$. It is not true in general that functions $f$ in $L^{q}$ have Fourier transforms. Consider the following example. Let $\alpha_{1}, \alpha_{2}, \ldots$ be a sequence of numbers such that $\sum\left|\alpha_{n}\right|^{4}<\infty, \Sigma\left|\alpha_{n}\right|^{2}=\infty$ (take, for instance, $\alpha_{n}=n^{-\frac{1}{2}}$ ), and let $f(x)$ be a function such that $f(x)=\alpha_{n}$ for $2^{n}-\frac{1}{2} \leqslant|x| \leqslant 2^{n}+\frac{1}{2}$ $(n=1,2, \ldots), f(x)=0$ elsewhere. Then

$$
\hat{f}_{U}(x)=\frac{2}{\sqrt{(2 \pi)}} \frac{2 \sin \frac{1}{2} x}{x} \sum_{2^{n} \leqslant \omega} \alpha_{n} \cos 2^{n} x+\alpha(1),
$$

where the of (1) is uniform in $x$. Since $\Sigma \alpha_{n} \cos 2^{n} x$ is not summable by any linear method in any eat of positive measure (Chapter V, (6-4)), $\hat{f}(x)$ cannot be defined as a (generalized) limit of $\hat{f}_{v}(x)$.

Nor does the formuls (2-15) help here, though the integral on the right converges absolutely and represents a continuous function if $f \in L$. We show that, for the $f$ just defined, this function is differentiable only in a set of measure zero. It is equal, except for a numerical factor, to

$$
\sum_{1}^{\infty} \alpha_{n} \int_{2^{n-1}}^{2^{n+t}+\sin x y} \frac{y}{y} d y=\sum \alpha_{n} \int_{2^{n-1}}^{2^{n+1}}\left(\frac{1}{y}-\frac{1}{2^{n}}\right) \sin x y d y+\sum_{2^{n}}^{\alpha_{n}} \int_{9^{n-1}}^{9^{n+1}} \sin x y d y=G_{1}(x)+G_{2}(x),
$$

say. We easily verify that the termwise differentiated series for $G_{1}$ has terms $O\left(2^{-n}\right)$, so that $G_{1}^{\prime}$ exists everywhere. But

$$
G_{1}(x)=\frac{2 \sin \frac{1}{2} x}{x} \Sigma \alpha_{n} \frac{\sin 2^{n} x}{2^{n}},
$$

and since the function $\Sigma \alpha_{n} 2^{-n} \sin 2^{n} x$ has a derivative in a set of measure zero only (otherwise the series $\Sigma \alpha_{n} \cos 2^{n} x$ would be summable by the method of Lebeague in a eet of positive measure), $G_{1}+G_{2}$ is differentiable only in a set of measure zero.

## 4. Fourier-Stieltjes transforms

Let $F(x)$ be of bounded variation in $(-\infty,+\infty)$. The function

$$
\phi(x)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} e^{-i x v} d F(y)
$$

is called the Fourier-Stieltjes transform of $F$, or the Fowrier transform of $d F$. We shall also denote it by $\hat{d F}$. If $F$ is the integral of an $f \in \mathrm{~L}(-\infty,+\infty)$, then $\hat{d \boldsymbol{F}}=f$.

The integral (4•1) converges absolutely and uniformly, and $\phi(x)$ is a bounded and continuous function. The example $F(x)=\operatorname{sign} x$ shows that $\phi(x)$ need not tend to 0 as $x \rightarrow \pm \infty$. This $F$ is discontinuous, but there are continuous $F$ with $\phi$ not tending to 0 . For example, if $F(x)$ coincides on $(0,2 \pi)$ with the Cantor-Lebesgue function (Chapter $\mathrm{V}, \S 3$ ), and is equal to $F(0)$ for $x \leqslant 0$, and to $F(2 \pi)$ for $x \geqslant 2 \pi$, then $(2 \pi)^{-\frac{1}{2}} \phi(n)$ is the $n$th Fourier-Stieltjee coefficient of $F(x), 0 \leqslant x \leqslant 2 \pi$, and so does not tond to 0 (Chapter V, (3.6)); and a fortiori $\phi(x)$ does not tend to 0 .

Let $\lambda_{1}, \lambda_{2}, \ldots$ be all the discontinuities of $F$, and $c_{1}, c_{2}, \ldots$ the corresponding jumps:

$$
c_{n}=F\left(\lambda_{n}+0\right)-F\left(\lambda_{n}-0\right)
$$

We call $F$ a function of jumps, if

$$
F(y)-F(-\infty)=\sum_{\lambda_{n} \leqslant \nu}^{\prime \prime} c_{n},
$$

where the dash indicates that if $y$ coincides with a $\lambda_{m}$, then $c_{m}$ in the sum is to be replaced by $F\left(\lambda_{m}\right)-F\left(\lambda_{m}-0\right)$. The series in (4-2) converges absolutely, and (4-1) can be written

$$
(2 \pi)^{\frac{1}{t}} \phi(x)=\Sigma c_{n} e^{-i \lambda_{n} x} .
$$

The case $\lambda_{n}=n, n=0, \pm 1, \pm 2, \ldots$, is of special interest, and the series (4-3) then becomes a general, absolutely convergent, trigonometric series

$$
\sum_{n=-\infty}^{+\infty} c_{n} e^{-i n x}
$$

We now show that $\phi$ determines $F$, apart from an arbitrary additive constant.
(4.5) Theorem. If $F$ is of bounded variation in $(-\infty,+\infty)$ and satisfies

$$
F(x)=\frac{1}{2}\{F(x+0)+F(x-0)\}
$$

for all $x$, then

$$
F(x)-F(0)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} \phi(\xi) \frac{e^{i \xi x}-1}{i \xi} d \xi=\frac{1}{\sqrt{(2 \pi)}} \lim _{\omega \rightarrow+\infty} \int_{-\infty}^{\infty}
$$

Fix $\rho$, write

$$
\phi(\xi) e^{i \rho \xi}=\frac{1}{\sqrt{ }(2 \pi)} \int_{-\infty}^{+\infty} e^{-i \xi(x-\rho)} d F(x)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} e^{-i \xi x} d F(x+\rho)
$$

and subtract (4•1) from this. Then, writing

$$
G(x)=F(x+\rho)-F(x),
$$

we have

$$
\phi(\xi)\left(e^{i \rho \xi}-1\right)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} e^{-i \xi x} d G(x)
$$

The function $G$ is of bounded variation and integrable over ( $-\infty,+\infty$ ). To verify the latter fact we may suppose that $F$ is non-decreasing. If, for example, $\rho \geqslant 0$, so that $G \geqslant 0$, we have

$$
\int_{-\infty}^{\omega} G(x) d x=\int_{-\infty}^{\omega}\{F(x+\rho)-F(x)\} d x=\left(\int_{0}^{\omega+\rho}-\int_{-\infty}^{-\omega+\rho}\right) F(x) d x \rightarrow \rho[F(+\infty)-F(-\infty)]
$$

as $\omega \rightarrow \infty$, which proves the integrability of $G$.

Since $G(x) \rightarrow 0$ as $x \rightarrow \pm \infty$, we obtain, on integrating by parts,

$$
\phi(\xi)\left(e^{i \rho \xi}-1\right)=\frac{1}{\sqrt{(2 \pi)}}-i \xi \int_{-\infty}^{+\infty} G(x) e^{-i \xi x} d x
$$

so that, in view of $(4 \cdot 6)$,

$$
G(x)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} \phi(\xi) \frac{e^{i \rho \xi}-1}{i \xi} e^{i \xi x} d \xi=\frac{1}{\sqrt{(2 \pi)}} \lim _{u \rightarrow+\infty} \int_{-\infty}^{\bullet}
$$

for each $x$. In particular, taking $x=0$, we deduce (4.7) with $\rho$ for $x$.
The integral (4.7) converges in general only conditionally (and symmetrically). But it converges boundedly over each finite interval of $x$; this is a consequence of $(1-3)$ and of the bounded convergence of Fourier series of functions of bounded variation (Chapter II, (8.1)).

From (4.7) we deduce that

$$
F(x)-F(-x)=\frac{2}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} \phi(\xi) \frac{\sin \xi x}{\xi} d \xi
$$

If we integrate this with respect to $x$ and change the order of integration on the right, we get the formula

$$
\int_{0}^{x}[F(y)-F(-y)] d y=\frac{2}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} \phi(\xi) \frac{1-\cos \xi x}{\xi^{2}} d \xi
$$

in which the integral converges absolutely, and so is easier to deal with than that of (4.7).

The behaviour of $\phi(x)$ as $x \rightarrow \pm \infty$ is to a certain degree influenced by the discontinuities of $F$. The result which we are going to prove is analogous to the formula (9.7) of Chapter III. Without loss of generality we may suppose that $F$ satisfies (4.6).

Let $h>0$. By (4.7),

$$
F(x+h)-F(x-h)=\frac{2}{\sqrt{(2 \pi)}} \int_{-\infty}^{+\infty} \phi(\xi) e^{i \xi x} \frac{\sin \xi h}{\xi} d \xi .
$$

Hence, by the Parseval-Plancherel formula (2.9),

$$
\frac{1}{h} \int_{-\infty}^{+\infty}|F(x+h)-F(x-h)|^{2} d x=4 \int_{-\infty}^{+\infty}|\phi(\xi)|^{2} \frac{\sin ^{2} \xi h}{\xi^{2} h} d \xi
$$

provided either side is finite (and so also in the general case.)
The left-hand side is finite. For, using (4.9) for non-decreasing $F$, we find that for general $F$ we have

$$
\begin{gather*}
\int_{-\infty}^{+\infty}|F(x+\rho)-F(x)| d x \leqslant V|\rho|, \\
\int_{-\infty}^{+\infty}|F(x+h)-F(x-h)| d x \leqslant 2 V h,
\end{gather*}
$$

where $V$ is the total variation of $F$. The last inequality and the boundedness of $F$ imply that the left-hand side of (4.13) is finite.

Let $\lambda_{1}, \lambda_{3}, \ldots$ be all the discontinuities of $F$, and $d_{k}=F\left(\lambda_{k}+0\right)-F\left(\lambda_{k}-0\right)$ the corresponding jumps. We prove the following formula:

$$
\lim _{h \rightarrow+0} \int_{-\infty}^{+\infty}|\phi(\xi)|^{2} \frac{\sin ^{2} h \xi}{h \xi^{2}} d \xi=\frac{1}{2} \Sigma\left|d_{k}\right|^{2}
$$

In view of (4.13) we have to show that

$$
\frac{1}{h} \int_{-\infty}^{+\infty}|F(x+h)-F(x-h)|^{2} d x \rightarrow 2 \Sigma\left|d_{k}\right|^{2}
$$

(a) This is certainly true if $F$ is everywhere continuous. It is then uniformly continuous in $(-\infty, \infty)$, and denoting its modulus of continuity by $\omega(\delta)$ we see that the left-hand side of (4-17) does not exceed

$$
\omega(2 h) h^{-1} \int_{-\infty}^{+\infty}|F(x+h)-F(x-h)| d x \leqslant 2 V \omega(2 h)
$$

(see (4.15)), and so tends to 0 with $h$.
(b) The formula (4-17) is true if $F$ is a step function having jumps $d_{1}, d_{2}, \ldots, d_{k}$ at the points $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ and continuous elsewhere. For if $h$ is small enough,

$$
F(x+h)-F(x-h)
$$

in (4.17) is equal to $d_{j}$ for $x$ inside $\left(\lambda_{j}-h, \lambda_{j}+h\right), j=1,2, \ldots, k$, and is 0 outside these intervals, so that the left-hand side is $2\left(d_{1}^{2}+\ldots+d_{k}^{2}\right)$, and the formula follows.
(c) In the general case write $F=F_{1}+F_{2}$, where $F_{1}$ is a step function of the type just considered, formed with the first $k$ discontinuities of $F$, and $k$ is so large that all the discontinuities of $F_{2}^{\prime}$ are numerically less than a given $\epsilon$. If $\omega(\delta)$ is the modulus of continuity of $F_{2}$, then $\omega(2 h)<\epsilon$ if $h$ is small enough. Hence the left-hand side of (4•17) with $F_{2}$ for $F$ can be made arbitrarily small if $k$ is large enough.

Denote the square root of the left-hand side of (4•17) by $\alpha_{h}(F)$. Since $\alpha_{h}(F)$ is contained between $\alpha_{h}\left(F_{1}\right) \pm \alpha_{h}\left(F_{2}\right)$, and since for $k$ large enough and $h$ sufficiently small $\alpha_{h}\left(F_{2}\right)$ can be made arbitrarily small and $\alpha_{h}\left(F_{1}\right)$ arbitrarily close to $\left(2 \Sigma d_{j}^{2}\right)^{1},(4 \cdot 17)$ and (4-16) follow.
(4-19) Theorem. Each of the following two conditions is both necessary and sufficient for a function $\boldsymbol{F}(x)$ of bounded variation to be continuous:

$$
\left.\begin{array}{l}
\int_{-\omega}^{\omega}|\phi(\xi)|^{2} d \xi=o(\omega)  \tag{4•20}\\
\int_{-\infty}^{\omega}|\phi(\xi)| d \xi=o(\omega)
\end{array}\right\} \quad(\omega \rightarrow \infty)
$$

This is an analogue of Theorem (9.6) of Chapter III and the observation following it, and the proof follows the same pattern.

In Chapter IV, §4, we discussed a kind of convergence of a sequence of nondecreasing functions $F_{1}(x), F_{2}(x), \ldots, 0 \leqslant x \leqslant 2 \pi$. We say that such a sequence converges if there is a (non-decreasing) $F(x)$ such that $F_{n}(x) \rightarrow F(x)$ at each point of continuity of $F$.

Denote the Fourier coefficients of $d F_{n}$ by $c_{\nu}^{n}$. We showed that if the $F_{n}$ are also uniformly bounded, then they converge in the sense just described if and only if $\lim c_{v}^{n}$ exists for each $\nu$. Moreover, if $c_{\nu}=\lim c_{v}^{n}$ does exist for each $\nu$, then the $c_{\nu}$ are the $n$
Fourier-Stieltjes coefficients of $F=\lim F_{n}$.

Consider now functions $F_{1}(x), F_{2}(x), \ldots$, non-decreasing and bounded in $(-\infty,+\infty)$, and denote the Fourier transform of $d F_{n}$ by $\phi_{n}(x)$. The following two examples show that results valid for the finite closed interval $(0,2 \pi)$ do not extend to $(-\infty,+\infty)$.
(a) Let $F_{n}(x)=0$ for $x<n, F_{n}(x)=1$ for $x \geqslant n$. Then $F_{n}(x) \rightarrow 0$ for each $x$, and yet $\phi_{n}(x)=(2 \pi)^{-\frac{1}{2}} e^{-i n x}$ does not tend to a limit as $n \rightarrow+\infty$, except at $x \equiv 0(\bmod 2 \pi)$.
(b) Let $F_{n}(x)$ be continuous, equal to 0 for $x \leqslant-n$, equal to 1 for $x \geqslant n$, and linear in $(-n,+n)$. Then $F_{n}(x) \rightarrow \frac{1}{2}$ for each $x$; but though $\phi_{n}(x)=(2 \pi)^{-\frac{1}{2}}(\sin n x) / n x$ has a limit $(2 \pi)^{-\frac{1}{2}}$ at 0,0 elsewhere, this limit is not the Fourier-Stieltjes transform of $\lim F_{n}$.

The resson of this failure is that the interval $(-\infty,+\infty)$ is not compact; and the situation can be restored if we confine our attention to non-decreasing $F$ which have fired limits at $\pm \infty$, for example, such that

$$
F(-\infty)=0, \quad F(+\infty)=1
$$

Such non-decreasing functions are called distribution functions. It is sometimes required that $F$ be continuous on a definite side, but we do not impose this restriction.

The Fourier-Stieltjes transform of a distribution function $F$ is called the characteristic function of $F$, but for historical reasons the factor $(2 \pi)^{-1}$ in $(4 \cdot 1)$ is then omitted and the characteristic function is defined by

$$
\phi(x)=\int_{-\infty}^{+\infty} e^{-x x y} d F(y)
$$

a rule to which we shall adhere through the rest of the section.
Thus a characteristic function is continuous, does not exceed 1 in absolute value, and takes the value 1 at the origin. It determines $F$ uniquely at the points of continuity of $\boldsymbol{F}$.
(4-24) Thborkm. Let $F_{1}, F_{2}, \ldots$ be distribution functions and $\phi_{1}, \phi_{2}, \ldots$ their characteristic functions. Then
(i) if $F_{n}$ converges to a distribution function $F$ (at the points of continuity of the latter), and if $\phi$ is the characteristic function of $F$, then

$$
\phi_{n}(x) \rightarrow \phi(x)
$$

and the convergence is uniform over each finite interval.
(ii) Conversely, suppase that the characteristic functions $\phi_{n}(x)$ tend to a limit at each $x$, and that the limit function $\phi(x)$ is continuous at the particular point $x=0$. Then the $F_{n}$ converge to a distribution function $F$ whose characteristic function is $\phi$.

Example ( $b$ ) above shows that the continuity of $\phi$ at 0 is important for the validity of (ii). This condition is certainly satisfied if the convergence of $\left\{\phi_{\boldsymbol{n}}\right\}$ is uniform near 0 .
(i) Given an $\epsilon>0$, select an $\omega>0$ such that $F$ is continuous at $\pm \omega$ and

$$
F(-\omega)<\epsilon, \quad 1-\boldsymbol{F}(\omega)<\epsilon .
$$

Then $F_{n}$ satisfies the same inequalities for $n$ large enough. Now $\phi(x)-\phi_{n}(x)$ can be written

$$
\int_{|y| \leqslant \omega} e^{-i x y} d\left\{F(y)-F_{n}(y)\right\}+\int_{|y|>\omega} e^{-i x y d F}(y)-\int_{|y|>\omega} e^{-i x y} d F_{n}(y)=P+Q+R,
$$

say. Clearly $|Q| \leqslant\{1-F(\omega)\}+F(-\omega)<2 \varepsilon$ for all $x$, and similarly $|R|<2 \varepsilon$ for $n$ large enough.

Integrating by parts we find that

$$
P=\left\{\left[F^{\prime}(y)-F_{n}^{\prime}(y)\right] e^{-i x y}\right\}_{-\omega}^{+\alpha}+i x \int_{|y| \leqslant \omega}\left[F(y)-F_{n}(y)\right] e^{-i x y} d y
$$

Since $F_{n}( \pm \omega) \rightarrow F( \pm \omega)$, the first term on the right tends to 0 uniformly in $x$. The second term doee not exceed

$$
|x| \int_{|v|<\omega}\left|F(y)-F_{n}(y)\right| d y
$$

in absolute value, and so tends to 0 uniformly over each finite interval.
Collecting results, we find that $\left|\phi_{n}(x)-\phi(x)\right| \leqslant 5 \varepsilon$ for $x$ in a fixed interval and $n$ large enough. This proves (i).
(ii) The $F_{n}$ being monotone and uniformly bounded, we can find a sequence $F_{n_{k}}(x)$ converging to a non-decreasing $F(x)$ (see Chapter IV, (4.6)). It is enough to show that $F$ is a distribution function, and that the $F_{n}$ tend to $F$ at each point of continuity of $F$.

Apply the formula (4.11) to the $F_{n_{k}}$ and recall that we are using the definition (4.23). We find

$$
\int_{0}^{h}\left\{F_{n_{k}}(y)-F_{n_{k}}(-y)\right\} d y=\frac{1}{\pi} \int_{-\infty}^{+\infty} \phi_{n_{k}}(\xi) \frac{1-\cos \xi h}{\xi^{2}} d \xi,
$$

where $h>0$. Since the $\phi_{n}$ are uniformly bounded and tend to $\phi,(4 \cdot 26)$ gives

$$
\begin{equation*}
h^{-1} \int_{0}^{\hbar}\{F(y)-F(-y)\} d y=\frac{1}{\pi} \int_{-\infty}^{+\infty} \phi(\xi) \frac{1-\cos \xi h}{\xi^{2} h} d \xi=\frac{1}{\pi} \int_{-\infty}^{+\infty} \phi\left(\frac{\xi}{h}\right) \frac{1-\cos \xi}{\xi^{2}} d \xi . \tag{4•27}
\end{equation*}
$$

Make $h \rightarrow \infty$. Since $\phi(t)$ is continuous at $0, \phi(t / h)$ converges to 1 uniformly in every finite interval, and from the absolute integrability of the function ( $1-\infty 08 \xi$ ) $\xi^{2}$ and the formula (2.22) we deduce that the last term of (4.27) tends to 1 . But the first term of (4.27) clearly tonds to $F(+\infty)-F(-\infty)$. Since $0 \leqslant F(x) \leqslant 1$, this implies that $F(-\infty)=0, F(+\infty)=1$, that is, that $F$ is a distribution function.

Suppose now that $\xi$ is a point of continuity of $F$ and $\left\{F_{n}(\xi)\right\}$ does not converge to $F(\xi)$. We can then find a sequence $\left\{F_{n_{k}}\right\}$ which converges everywhere to a distribution function $F^{*}(x)$ such that $F^{*}(\xi) \neq F(\xi)$, say $F^{*}(\xi)>F(\xi)$. In view of the continuity of $F$ at $\xi$, we have $F^{*}>F$ in an interval $(\xi, \xi+\eta$ ), which is impossible since, by (i), the oharacteristic function of $F^{*}$ is also $\phi$, and the characteristic function defines the distribution function essentially uniquely.

## 5. Applications to trigonometric series

Theorem (4.24) plays a fundamental role in the calculus of probability, especially in the study of the behaviour of sums of large numbers of independent random variables. In this section we make an analogous application of (4.24) to lacunary trigonometric series (Chapter V, §6) whose behaviour in many respects resembles that of series of independent random variables.

Consider the function

$$
G(x)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{x} e^{-\frac{1}{2} y^{2}} d y
$$

It is continuous and increasing, and satisfies the conditions $G(-\infty)=0, G(+\infty)=1$;
thus it is a distribution function. It is called the (standard) Gauss distribution function. In view of example ( $f$ ) on p. 252, the characteristic function of $G(x)$ is

$$
\gamma(x)=e^{-\frac{1}{l} x^{s}}
$$

Let $f(x)$ be a (measurable) function defined on a set $E$ of finite positive measure. For each $y$ denote by $\mathcal{E}(f \leqslant y ; E)$, or $\mathcal{E}(f \leqslant y)$, the subset of $E$ where $f \leqslant y$. The ratio

$$
F(y)=\frac{|\boldsymbol{E}(f \leqslant y)|}{|E|}
$$

is obviously a distribution function; it is called the distribution function of $f$ on $E$.
If we have a sequence of functions $f_{n}$ on $E$, and if their distribution functions on $E$, $F_{n}$ say, converge to a distribution function $F$, we say that the $f_{n}$ have asymptotically the distribution function $F$. In particular, if $F=G$ is given by ( $5 \cdot 1$ ), we say that the $f_{n}$ are asymptotically Gauss distributed.

Consider a lacunary trigonometric series

$$
\sum_{k=1}^{\infty}\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right)=\sum r_{k} \cos \left(n_{k} x+x_{k}\right)=\sum A_{n_{k}}(x)
$$

where $n_{k+1} / n_{k} \geqslant q>1$, and $r_{k} \geqslant 0$, for all $k$. Write

$$
\begin{aligned}
S_{k}(x) & =\sum_{j=1}^{k}\left(a_{j} \cos n_{j} x+b_{j} \sin n_{j} x\right), \\
A_{k} & =\left\{\frac{1}{2} \sum_{j=1}^{k}\left(a_{j}^{2}+b_{j}^{2}\right)\right\}^{\frac{1}{2}}
\end{aligned}
$$

(Note that $A_{m}$ and $A_{m}(x)$ mean different things.) We confine our attention primarily to series such that

$$
\text { (i) } A_{k} \rightarrow \infty, \quad \text { (ii) } r_{k} / A_{k} \rightarrow 0
$$

We know that if $A_{k} \rightarrow \infty$, then the $S_{k}(x)$ are unbounded at almost all points (Chapter V, (6.10)); the theorem which follows makes this fact in some respects more precise. The seoond condition (5.4) is satisfied if, for example, the $r_{k}$ are bounded but $\Sigma A_{n_{k}}(x)$ is not in $L^{2}$. It is not satisfied if the $r_{k}$ increase too rapidly, for example if $r_{k}=2^{k a}$, $\alpha>0$.
(5.5) Theorem. Under the hypothesis (5.4), the functions $S_{k}(x) \mid A_{k}$ are asymptotically Gauss distributed on ( $0,2 \pi$ ). More generally, they are asymptotically Gauss distributed on each set $E \subset(0,2 \pi)$ of positive measure, that is

$$
\begin{equation*}
|E|^{-1}\left|\mathscr{E}\left(S_{k} / A_{k} \leqslant y ; E\right)\right| \rightarrow \frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{y} e^{-j x^{2}} d x \tag{5.6}
\end{equation*}
$$

In view of (4.24) and (5.2), it is enough to show that the characteristic function of the left-hand side of (5.6) tends to $e^{-\$ x^{2}}$. For simplicity of notation we suppose that (5.3) is a pure cosine series, but the argument is unchanged if we replace $a_{j} \cos n_{j} x$ by $r_{j} 008\left(n_{j} x+x_{j}\right)$. We first suppose that $q \geqslant 3$, in which case the proof is somewhat simpler.

Denote the left-hand side of (5.6) by $F_{k}(y)$ and its characteristic function by $\phi_{k}(x)$,

$$
\phi_{k}(x)=\int_{-\infty}^{+\infty} e^{-\langle x y} d F_{k}(y)
$$

From the definition of the Lebesgue integral, applied to the real and imaginary parts of the right-hand side, we find that

$$
\begin{align*}
\phi_{k}(x) & =|E|^{-1} \int_{E} \exp \left\{-i x S_{k}(t) \mid A_{k}\right\} d t \\
& =|E|^{-1} \int_{E} \exp \left\{-i x A_{k}^{-1} \sum_{j=1}^{k} a_{j} \cos n_{j} t\right\} d t . \tag{5.7}
\end{align*}
$$

It is not difficult to see that (5.4) is equivalent to

$$
\begin{equation*}
\left(\max _{1<j<k}\left|a_{j}\right|\right) / A_{k} \rightarrow 0 . \tag{5•8}
\end{equation*}
$$

Hence, using the fact that

$$
\exp z=(1+z) \exp \left\{\frac{1}{2} z^{2}+O\left(|z|^{2}\right)\right\}=(1+z) \exp \left\{\frac{1}{z^{2}}+o\left(|z|^{2}\right)\right\}
$$

for $z \rightarrow 0$, we can write (5.7) in the form

$$
\begin{equation*}
|E|^{-1} \int_{E} e^{\alpha(1)} \prod_{j=1}^{k}\left\{\left(1-i x a_{j} A_{k}^{-1} \cos n_{j} t\right) \exp \left(-\frac{x^{2} a_{j}^{2}}{2 A_{k}^{2}} \cos ^{2} n_{j} t\right)\right\} d t \tag{5.9}
\end{equation*}
$$

where the term o(1) in $e^{\alpha(1)}$ tends to 0 uniformly in $t a s k \rightarrow \infty$, provided $x=O(1)$, which we assume from now on.

Observe now (since $1+u \leqslant e^{u}$ ) that

$$
\left|\prod_{j=1}^{k}\left(1-i x a_{j} A_{k}^{-1} \cos n_{j} t\right)\right| \leqslant\left\{\prod_{j=1}^{k}\left(1+x^{2} a_{j}^{2} A_{k}^{-2}\right)\right\}^{\frac{1}{*}} \leqslant e^{x^{2}},
$$

and that if we write

$$
\sum_{j=1}^{k} \frac{a_{j}^{2}}{A_{k}^{\frac{2}{2}}} \cos ^{2} n_{j} t=1+\sum_{j=1}^{k} \frac{a_{j}^{2}}{2 A_{k}^{2}} \cos 2 n_{j} t=1+\xi_{k}(t),
$$

then the measure of the set of points in $E$ where $\left|\xi_{k}(t)\right| \geqslant \eta>0$ is less than

$$
\begin{aligned}
\eta^{-2} \int_{E} \xi_{k}^{2}(t) d t \leqslant \eta^{-2} \int_{0}^{9 \pi} \xi_{k}^{2}(t) d t & =1 \pi \eta^{-2}\left(\sum_{j=1}^{k} a_{j}^{4}\right) A_{k}^{-4} \\
& \leqslant \frac{1}{2} \pi \eta^{-2}\left(\max _{1<j \leqslant k} a_{j}^{2}\right) / A_{k}^{2},
\end{aligned}
$$

and so, by (5.8), tends to 0 as $k \rightarrow \infty$. Since $\left|\xi_{k}(t)\right| \leqslant 1$, it follows that (5.9) is

$$
|E|^{-1} e^{-k x^{3}} \int_{E} \prod_{j=1}^{k}\left(1-i x a_{j} A_{k}^{-1} \cos n_{j} t\right) d t+o(1)
$$

where the o(l) is uniform in $x$. Denote the last integral by $I_{k}$. It is enough to show that $I_{k} \rightarrow|E|$.

Write

$$
\begin{gather*}
\prod_{j=1}^{k}\left(1-i x a_{j} A_{k}^{-1} \cos n_{j} t\right)=\alpha_{0}^{(k)}+\sum_{v>1} \alpha_{v}^{(k)} \cos \nu t, \\
\epsilon_{j}^{(k)}=|x|\left|a_{j}\right| / A_{k}
\end{gather*}
$$

so that the $\alpha_{\nu}^{(k)}$ depend also on $x$. The numbers $\alpha$ which actually occur in the sum (that is, those such that $\alpha_{\eta}^{(k)} \neq 0$ ) correspond to the indices $\nu \geqslant 0$ of the form

$$
n_{h_{1}} \pm n_{i_{2}} \pm \ldots \pm n_{h_{r}} \quad\left(i_{1}>i_{2}>\ldots>i_{r}\right) .
$$

If $q \geqslant 3$, such a representation, if it existe, is unique (see Chapter $V$, p. 209). In particular, $\alpha_{0}^{(k)}=1$, so that

$$
I_{k}=|E|+\pi \sum_{\nu>1} h_{\nu} \alpha_{v}^{(k)}
$$

where the $h_{\nu}$ are the cosine coefficients of the characteristic function of $E$. (Thus if $E=(0,2 \pi)$, then $I_{k}=|E|$ and the proof is completed.) If a positive $\nu$ is of the form (5.14), then

$$
\left|\alpha_{v}^{(k)}\right| \leqslant 2^{1-\tau} \epsilon_{j_{1}}^{(k)} \epsilon_{j_{2}}^{(k)} \ldots \epsilon_{j_{r}}^{(k)}
$$

and, in view of (5.8), each $\alpha_{\nu}^{(k)}$ tends to 0 as $k \rightarrow \infty$, and $\nu=1,2, \ldots$. Hence, if $\nu_{0}$ is fixed,

$$
\sum_{\nu \geqslant 1}\left|h_{\nu} \alpha_{\nu}^{(k)}\right|=\sum_{\nu=1}^{\nu_{0}}+\sum_{\nu_{0}+1}^{\infty} \leqslant o(1)+\left(\sum_{\nu_{0}+1}^{\infty} h_{\nu}^{s}\right)^{\frac{1}{2}}\left(\sum_{\nu_{0}+1}^{\infty}\left|\alpha_{\nu}^{(k)}\right|^{2}\right)^{t}
$$

The first factor in the last product is arbitrarily small if $\nu_{0}$ is large enough (since $\Sigma h_{\nu}^{2}<\infty$ ) and the last factor is bounded, by (5.12), (5.10), and Parseval's formula. Hence $I_{k} \rightarrow|E|$, and the theorem is proved for $q \geqslant 3$.

The proof in the case $1<q<3$ is similar, except that we operate not with individual terms of $\Sigma A_{n_{k}}(x)$ but with blocks of them. We may suppose that $n_{k+1} / n_{k}>q$ for all $k$.

Let $r$ be an integer such that $q^{r} \geqslant Q \geqslant 3$, where $Q$ will be chosen later. Write $\Sigma A_{n_{k}}(x)$ in the form $\Delta_{1}+\Delta_{2}+\ldots$, where

$$
\Delta_{f}(t)=\sum_{i=(j-1) r+1}^{j r} a_{i} \cos n_{i} t \quad(j=1,2, \ldots) .
$$

In view of (5.4), it is enough to prove (5.6) when $k$ is an even multiple of $r, k=2 N r$. Decompose $S_{k}=S_{2 N_{r}}$ into two sums, one consisting of the $\Delta_{j}$ with $j$ odd, the other of those with $j$ even. Applying the estimate $e^{z}=(1+z) \exp \left(\frac{1}{2} z^{2}+o\left(|z|^{2}\right)\right)$ to the blocks $\Delta_{j}$ and using (5.4), we obtain for $\phi_{k}$ the expression (see (5.9) and (5.11))

$$
\begin{align*}
& |E|^{-1} \int_{E} e^{\alpha(1)} \\
& \quad \times \prod_{j=1}^{N}\left\{\left(1-i x \Delta_{2 j-1} A_{k}^{-1}\right) \exp \left(-\frac{1}{2} x^{2} A_{k}^{-2} \Delta_{2 j-1}^{2}\right)\left(1-i x \Delta_{2 j} A_{k}^{-1}\right) \exp \left(-\frac{1}{2} x^{2} A_{k}^{-2} \Delta_{2 j}^{2}\right)\right\} d t \\
& =o(1)+|E|^{-1} \int_{E} \prod_{j=1}^{N}\left\{\left(1-i x \Delta_{2 j-1} A_{k}^{-1}\right)\left(1-i x \Delta_{2 j} A_{k}^{-1}\right)\right\} \exp \left(-\frac{1}{2} x^{2} A_{k}^{-2} \sum_{1}^{2 N} \Delta_{j}^{2}\right) d t .
\end{align*}
$$

In this argument we used the fact that the product $\Pi\}$ is bounded (compare (5.10)). Write

$$
A_{k}^{-2} \sum_{j=1}^{2 N} \Delta_{j}^{2}=1+\xi_{N}(t)
$$

If we show that

$$
\int_{0}^{2 \pi} \xi_{N}^{2} d t \rightarrow 0
$$

then, as before, $(5 \cdot 16)$ will reduce to

$$
o(1)+|E|^{-1} e^{-i x^{2}} \int_{E} \prod_{j-1}^{N}\left\{\left(1-i x A_{k}^{-1} \Delta_{y-1}\right)\left(1-i x A_{k}^{-1} \Delta_{z}\right)\right\} d t
$$

and it will be enough to show that the last integral, $I_{N}$ say, tends to $|\boldsymbol{E}|$.

Take (5.17) temporarily for granted, and write

$$
\begin{align*}
\prod_{j=1}^{N}\left(1-i x A_{k}^{-1} \Delta_{2 j-1}\right) & =\alpha_{0}^{(N)}+\sum_{1}^{\infty} \alpha_{\mu}^{(N)} \cos \mu t \\
\prod_{j=1}^{N}\left(1-i x A_{k}^{-1} \Delta_{x j}\right) & =\beta_{0}^{(N)}+\sum_{1}^{\infty} \beta_{\nu}^{(N)} \cos \nu t .
\end{align*}
$$

The $\mu$ and $\nu$ which actually occur here are of the form (5•14), where now $i_{1}-i_{2}>r$, $i_{2}-i_{3}>r, \ldots$. Such a $\mu$ is contained between

$$
n_{i_{1}}\left(1-Q^{-1}-Q^{-2}-\ldots\right) \quad \text { and } \quad n_{i_{1}}\left(1+Q^{-1}+Q^{-2}+\ldots\right)
$$

that is, between $n_{i_{1}}(Q-2) /(Q-1)$ and $n_{i_{1}} Q /(Q-1)$. Since $Q \geqslant 3$, there is no cancellation of terms in the products (5•18) and (5.19), and in particular $\alpha_{0}^{(N)}=\beta_{0}^{(N)}=1$.

The condition $n_{i+1} / n_{i}>q>1$ implies that the intervals ( $n_{i} q^{-\frac{1}{2}}, n_{i} q^{\mathbf{k}}$ ) have no points in common. Take $r$ so large that

$$
q^{-t}<(Q-2) /(Q-1)<Q /(Q-1)<q^{t} .
$$

Hence the $\mu$ and $\nu$ which actually occur in (5.18) and (5.19) are confined to the intervals ( $n_{i} q^{-\boldsymbol{k}}, n_{i} q^{\boldsymbol{t}}$ ), where the $n_{i}$ come respectively from blocks $\Delta$ with odd or even indices. This implies, in particular, that the series (5•18) and (5.19) do not overlap, except for the constant terms. (Hence, if $|E|=(0,2 \pi)$, then $I_{N}=|E|$, and the theorem is established once we prove (5-17).) Indeed, more than mere non-overlapping is true; if $\mu$ and $\nu$ actually occur in $(5 \cdot 18)$ and $(5 \cdot 19)$ respectively, then either

$$
\mu / \nu \leqslant q^{-\ddagger} \quad \text { or } \quad \mu / \nu \geqslant q^{\ddagger} .
$$

If $h_{\lambda}$ are the cosine coefficients of the characteristic function of $E$, then

$$
\begin{equation*}
I_{N}=|E|+\frac{1}{2} \pi \sum_{\substack{\mu \nu \gg 0 \\ \mu+\nu>0}} \alpha_{\mu}^{(N)} \beta_{\nu}^{(N)}\left(h_{\mu+\nu}+h_{\mu-\nu}\right) \tag{5•22}
\end{equation*}
$$

We prove, as before, that $\alpha_{\mu}^{(N)}$ and $\beta_{\nu}^{(N)}$ tend to 0 as $N \rightarrow \infty$, for each $\mu, \nu=1,2, \ldots$. Hence to prove $I_{N} \rightarrow|E|$ we need only show that

$$
\begin{equation*}
\sigma=\sum_{\mu+\nu>\rho}\left|\alpha_{\mu}^{(\mu)} \beta_{\nu}^{(N)} h_{\mu \pm \nu}\right| \tag{5•23}
\end{equation*}
$$

can be made arbitrarily small if $\rho$ is large enough.
Now using the observation (5.21) we easily find that each integer $n \neq 0$ can be represented in at most a limited number of ways, $\omega$ say, in the form $\mu \pm \nu$ (compare the argument in Chapter V, p. 203). By Schwarz's inequality,

$$
\sigma^{2} \leqslant \sum_{\mu+\nu>\rho}\left|\alpha_{\mu}^{(N)} \beta_{\nu}^{(N)}\right|_{\mu+\nu>\rho}^{2} h_{\mu \pm \nu} \leqslant\left(\sum_{0}^{\infty}\left|\alpha_{\mu}^{(N)}\right|^{2}\right)\left(\sum_{0}^{\infty}\left|\beta_{\nu}^{(N)}\right|^{2}\right) \omega \sum_{n>n_{0}} h_{n}^{2},
$$

where $n_{0}$ is the least integer representable in the form $\mu \pm \nu$ with $\mu+\nu \geqslant \rho$. It is not difficult to see that $n_{0}$ is large with $\rho$. Hence the last factor is arbitrarily small if $\rho$ is large enough. But the preceding two factors are bounded, in view of the boundedness of (5.18) and (5.19). Hence $I_{N} \rightarrow|E|$.

It remains to prove (5.17). Write $\delta_{j}=A_{k}^{-2} \Delta_{j}^{2}$. The non-constant terms of $\delta_{j}$ are

$$
\begin{gather*}
A_{k}^{-2} \sum_{i^{\prime}<i}^{(j)} a_{i} a_{i^{\prime}} \cos \left(n_{i}-n_{i^{\prime}}\right) t
\end{gather*}+A_{k}^{-2} \sum_{i^{\prime}<i}^{(j)} a_{i} a_{i^{\prime}} \cos \left(n_{i}+n_{i^{\prime}}\right) t .
$$

where the superscript $j$ means that the $n_{i}$ come from $\Delta_{j}$. The integral over $(0,2 \pi)$ of the square of the last sum is $\pi \sum^{(0)} a_{i}^{4}$. It is clear that if $i$ and $i^{\prime}$ differ by not less than a certain $d=d(q)$, then the numbers $n_{i}+n_{\boldsymbol{i}^{\prime}}$ of the second sum are all distinct, from which we easily deduce that if we square the sum and integrate we obtain $C_{q}^{\left(\stackrel{()}{\Sigma} a_{i}^{4}\right.}$ at most. The same holds for the first sum; and collecting results we deduce that

$$
\int_{0}^{2 \pi} \delta_{j}^{2} d t \leqslant C_{q} A_{k}^{-4} \stackrel{(j)}{\sum} a_{i}^{4} .
$$

Similarly, if $\left|j-j^{\prime}\right| \geqslant d$ then $\delta_{j}$ and $\delta_{j^{\prime}}$ are mutually orthogonal. Hence

$$
\int_{0}^{2 \pi}\left(\sum_{j=1}^{2 N} \delta_{j}\right)^{2} d t=\sum_{\mid j-j^{\prime} ;<d} \int_{0}^{2 \pi} \delta_{j} \delta_{j^{\prime}} d t \leqslant \sum_{\left|j-j^{\prime}\right|<d} \int_{0}^{2 \pi} \frac{1}{2}\left(\delta_{j}^{2}+\delta_{j^{\prime}}^{2}\right) d t \leqslant d \sum_{j=1}^{2 N} \int_{0}^{2 \pi} \delta_{j}^{2} d t
$$

and combining this with (5.25) we get

$$
\int_{0}^{2 \pi} \xi_{N}^{2} d t \leqslant C_{q}^{1} A_{k}^{-4} \sum_{1}^{k} a_{i}^{4}
$$

which, as before, leads to (5•17).
This completes the proof of (5.5).
The theorem which follows indicates that if $A_{k} \rightarrow \infty$ then the second condition (5.4) is indispensable for the validity of (5.5).
(5-27) Theorem. Suppose that $A_{k} \rightarrow \infty$ and that the distribution functions $F_{k}(y)$ of the ratios $S_{k} / A_{k}$ formed for $\sum A_{n_{k}}(x)$ tend to a distribution function $F$ which is not constant outside a finite interval (that is, either $F(y)>0$ for all $y$ or $F(y)<1$ for all $y$ ). Then (5.4) (ii) must hold.

Suppose e.g. that $F(y)<1$ for all $y$, and that (5.4) (ii) does not hold. There is then an $\epsilon>0$ such that $r_{k} \left\lvert\, A_{k}>2^{\frac{1}{2}} \epsilon\right.$ for infinitely many $k$; consider only such $k$. Let $E_{k}(y)$ denote the subset of $E$ where $S_{k} \mid A_{k} \leqslant y$. From $A_{k}^{2}{ }_{1}+\frac{1}{2} r_{k}^{2}=A_{k}^{2}$ we deduce that

$$
A_{k-1} / A_{k}<\left(1-\epsilon^{2}\right)^{\frac{1}{2}} .
$$

Since the last term in

$$
\frac{S_{k}}{A_{k}}=\frac{S_{k-1}}{A_{k-1}} \frac{A_{k \cdot 1}}{A_{k}}+\frac{a_{k} \cos n_{k} x+b_{k} \sin n_{k} x}{A_{k}}
$$

does not exceed $\sqrt{ } 2$, it follows that if $y>0$ then at each point of $E_{k \cdot 1}(y)$ we have $S_{k} / A_{k} \leqslant y\left(1-\epsilon^{2}\right)^{\frac{1}{2}}+\sqrt{ } 2$. It follows that $E_{k-1}(y) \subset E_{k}\left(y\left(1-\epsilon^{2}\right)^{\frac{1}{2}}+\sqrt{ } 2\right)$, so that

$$
F_{k-1}(y) \leqslant F_{k}\left(y\left(1-\epsilon^{2}\right)^{\frac{1}{2}}+\sqrt{ } 2\right) .
$$

Let $y$ be a point of continuity of $F$. Making $k \rightarrow \infty$ we obtain

$$
\begin{equation*}
F(y) \leqslant F\left(y\left(1-\epsilon^{2}\right)^{\frac{1}{2}}+\sqrt{ } 2\right) . \tag{5•28}
\end{equation*}
$$

But from the hypothesis that $F(y)<1$ for all $y$ and the fact that $F(y) \rightarrow 1$ as $y \rightarrow \infty$ it follows that there are points of continuity $y>0$ such that

$$
F(y)>F\left(y\left(1-\epsilon^{2}\right)^{\prime}+\sqrt{ } 2\right) .
$$

This contradicts (5.28) and completes the proof of (5.27).
If the series (5.3) is an $S[f], f \in L^{2}$, then it converges almost everywhere (see Chapter $\mathrm{V},(6 \cdot 3))$. Let $R_{k}(x)=f(x)-S_{k-1}(x)$. The proof of the following result follows the same pattern as that of (5.5):
(5-29) Theorem. Suppose that $\sum A_{n_{\hbar}}(x)$ is an $\mathrm{S}[f], f \in \mathrm{~L}^{2}$, and that

$$
r_{k} \mid B_{k} \rightarrow 0, \quad \text { where } \quad B_{k}=\left(\frac{1}{2} \sum_{j=k}^{\infty} r_{j}^{2}\right)^{t}
$$

Then the distribution function of $R_{k}(x) / B_{k}$ over each set $E$ of positive measure is asymptotically Gaussian.

Theorem (5.5) and (5.29) have analogues for general linear methods of summability, but the case of main interest is that of summability A. The following result corresponds to (5.5):
(5.31) Theorem. Suppose that (5-4) is satisfied. Then on each set of pasitive measure the distribution function of

$$
\Sigma\left(a_{k} \cos n_{k} x+b_{k} \sin n_{k} x\right) r^{n_{k}} /\left\{\sum_{1}^{\infty} \frac{1}{2}\left(a_{k}^{2}+b_{k}^{2}\right) r^{2 n_{k}}\right\}^{\frac{1}{2}}
$$

is asymptotically Gaussian as $r \rightarrow 1$.
Theorem (5•29) has a similar analogue.

## 6. Applications to trigonometric series (cont.)

Denote by $S$ a series

$$
\sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right)
$$

and by $S_{l}$ the series

$$
\sum_{1}^{\infty}\left(a_{n} \cos n x+b_{n} \sin n x\right) \psi_{n}(t)
$$

where $\psi_{2}(t), \psi_{2}(t), \ldots$ are the Rademacher functions (Chapter I, § 3). In Chapter V, §8, we saw that for almost all $t$ the series $S_{\ell}$ converges or diverges almost everywhere in ( $0,2 \pi$ ) according as $\Sigma\left(a_{n}^{2}+b_{n}^{2}\right)$ is finite or not. We shall now study the distribution functions of the partial sums $S_{k, t}(x)$ of (6-2) qua functions of $x$.

We shall consider functions $\Omega(u), u>0$, which are positive, monotonically increasing to $+\infty$, and such that $u / \Omega(u)$ also monotonically increases to $+\infty$, and

$$
\int_{1}^{\infty} u^{-2} \Omega(u) d u<\infty
$$

For example, we may take $\Omega(u)=u^{\alpha}$, where $0<\alpha<1$.
We write

$$
r_{k}=\left(a_{k}^{2}+b_{k}^{\frac{2}{2}}\right)^{\frac{1}{2}}, \quad A_{k}=\left(\frac{1}{2} \sum_{1}^{k} r_{j}^{\mathbf{s}}\right)^{t}
$$

(6.4) Theorem. Suppose that

$$
A_{k} \rightarrow \infty, \quad r_{k}^{2}=O\left\{\Omega\left(A_{k}^{2}\right)\right\}
$$

where $\Omega(u)$ satisfies the conditions just stated. Then for almost all the functions $S_{k, 1}(x)!A_{k}$ are asymptotically Gauss distributed on ( $0,2 \pi$ ).

The conditions (6.5) are equivalent to

$$
\max _{1 \leqslant j \leqslant k} r_{j}^{2}=O\left\{\Omega\left(A_{k}^{2}\right)\right\}
$$

They are satisfied if, for example, $r_{k}=O(1), A_{k} \rightarrow \infty$. Since (6.5) implies that $r_{k}=o\left(A_{k}\right)$, the condition ( 6.5 ) is stronger than ( $5 \cdot 4$ ).

Denote the distribution function of $S_{k, l} / A_{k}$ by $F_{k, 1}(y)$, and the characteristic function of $F_{k, t}$ by $\phi_{k, t}$; we shall also use the abbreviated notation $F_{k}, \phi_{k}$, and shall denote the partial sums of (6.2) by $S_{k}$; no confusion should arise from this. We suppose for simplicity that $S$ is a cosine series, so that $r_{k}=\left|a_{k}\right|$.

We have (compare (5.7) and (5.9))

$$
\begin{aligned}
\phi_{k, l}(\lambda) & =\frac{1}{2 \pi} \int_{0}^{9 \pi} \exp \left\{-i \lambda S_{k, l}(x) / A_{k}\right\} d x \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{\alpha(1)} \prod_{j=1}^{k}\left\{\left(1-i \lambda a_{j} A_{k}^{-1} \psi_{j}(t) \cos j x\right) \exp \left(-\frac{\lambda^{2} a_{j}^{2}}{2 A_{k}^{\frac{8}{2}}} \cos ^{8} j x\right)\right\} d x
\end{aligned}
$$

where the $o(1)$ is uniform in $\lambda=O(1)$.
Observe now that

$$
\left|\prod_{j=1}^{k}\left(1-i \lambda a_{j} A_{k}^{-1} \psi_{j}(t) \cos j x\right)\right| \leqslant \prod_{j=1}^{k}\left(1+\lambda^{2} a_{j}^{8} A_{k}^{-2}\right)^{2} \leqslant e^{\lambda^{2}},
$$

and that, if

$$
\sum_{1}^{k} a_{j}^{2} A_{k}^{-2} \cos ^{2} j x=1+\sum_{1}^{k} \frac{1}{2} a_{j}^{8} A_{k}^{-2} \cos 2 j x=1+\xi_{k}(x)
$$

then the measure of the set of points where $\left|\xi_{k}(x)\right|>\delta>0$ does not exceed

$$
\delta^{-2} \int_{0}^{2 \pi} \xi_{k}^{\xi} d x=\frac{1}{2} \pi \delta^{-2}\left(a_{1}^{4}+\ldots+a_{k}^{4}\right) A_{k}^{-4}
$$

and so tends to 0 as $N \rightarrow \infty$.
Hence, with an error tending to 0 as $k \rightarrow \infty$ (uniformly in $\lambda=O(1)$ ), $\phi_{k}(\lambda)$ is equal to

$$
e^{-\frac{t}{2} \lambda} \frac{1}{2 \pi} \int_{0}^{2 \pi} \prod_{j=1}^{k}\left(1-i \lambda a_{j} A_{k}^{-1} \psi_{j}(t) \cos j x\right) d x
$$

and it remains to show that

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \prod_{j=1}^{k}\left(1-i \epsilon_{j} \psi_{j}(t) \cos j x\right) d x \rightarrow 1
$$

for almost all $t$, where $\epsilon_{j}=\epsilon_{j}(k)=\lambda a_{j} A_{\boldsymbol{k}}^{-\mathbf{1}}$.
Denote the last integrand by $\Pi(x)$ and write

$$
J_{k}(t)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \Pi(x) d x-1=\frac{1}{2 \pi} \int_{0}^{9 \pi}\{\Pi(x)-1\} d x
$$

Then

$$
\begin{aligned}
\left|J_{k}(t)\right|^{2} & =\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi}\{\Pi(x)-1\}\{\bar{\Pi}(y)-1\} d x d y \\
\int_{0}^{1}\left|J_{k}(t)\right|^{2} d t & =\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} d x d y \int_{0}^{1}\{\Pi(x)-1\}\{\Pi(y)-1\} d t
\end{aligned}
$$

Since

$$
\int_{0}^{1} \Pi(x) d t=\int_{0}^{1} \bar{\Pi}(y) d t=1
$$

and $\quad \int_{0}^{1} \Pi(x) \bar{\Pi}(y) d t=\int_{0}^{1} \prod_{1}^{k}\left\{1+\epsilon_{j}^{2} \cos j x \cos j y+i \epsilon_{j}(\cos j x-\cos j y) \psi_{j}(t)\right\} d t$

$$
=\prod_{1}^{k}\left(1+\epsilon^{2} \cos j x \cos j y\right),
$$

we deduce that

$$
\begin{aligned}
\int_{0}^{1}\left|J_{k}(t)\right|^{2} d t & =\frac{1}{4 \pi^{2}}\left\{\int_{0}^{2 \pi} \int_{0}^{2 \pi} \prod_{j=1}^{k}\left(1+\epsilon_{j}^{2} \cos j x \cos j y\right) d x d y\right\}-1 \\
& \leqslant \frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \exp \left(\sum_{1}^{k} \epsilon_{i}^{2} \cos j x \cos j y\right) d x d y-1
\end{aligned}
$$

If we now apply the equation $e^{u}=1+u+\frac{1}{2} u^{2} e^{\eta u}, 0<\eta<1$, to

$$
u=\sum_{1}^{k} \epsilon_{j}^{2} \cos j x \cos j y
$$

and observe that

$$
|u| \leqslant \sum_{1}^{k} \epsilon_{j}^{2}=2 \lambda^{2}, \quad \int_{0}^{2 \pi} \int_{0}^{2 \pi} u d x d y=0
$$

we get

$$
\begin{aligned}
\int_{0}^{2 \pi}\left|J_{k}(t)\right|^{2} d t & \leqslant \frac{e^{2 \lambda^{2}}}{8 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left(\sum_{1}^{k} \epsilon_{j}^{2} \cos j x \cos j y\right)^{2} d x d y=\frac{1}{8} e^{2 \lambda 2} \sum_{1}^{k} \epsilon_{j}^{4} \\
& =\frac{1}{8} \lambda^{4} e^{2 \lambda^{2}} A_{k}^{-4} \sum_{1}^{k} a_{y^{4}}^{k}
\end{aligned}
$$

which, in view of (6.6), gives

$$
\int_{0}^{1}\left|J_{k}(t)\right|^{2} d t=O\left\{\omega\left(A_{k}^{2}\right)\right\}
$$

where $\omega(u)=\Omega(u) / u$ decreases monotonically to 0 .
We now fix a $\theta>1$ and denote by $n_{j}$ the first integer satisfying $\theta^{\prime} \leqslant A_{n_{j}}^{2}<\theta^{j+1}$. Such an integer exists for all large enough $j$, for otherwise for infinitely many $j$ and suitable $n$ we should have $\theta^{j} \leqslant A_{n}^{2}<\theta^{j+1}, A_{n-1}^{2}<\theta^{j-1}$, that is,

$$
\frac{1}{2} a_{n}^{2}>\theta^{j}-\theta^{\prime-1}, \quad \frac{1}{2} a_{n}^{2} / A_{n}^{2}>\left(\theta^{j}-\theta^{j-1}\right) / \theta^{\prime+1}=(\theta-1) / \theta^{2},
$$

contradicting the relation $a_{n}^{2}=o\left(A_{n}^{2}\right)$. Thus, by (6.8),

$$
\int_{0}^{1}\left|J_{n j}(t)\right|^{2} d t=O\left\{\omega\left(\theta^{\prime}\right)\right\} .
$$

Since the condition (6.3) is equivalent to the convergence of $\Sigma \omega(n) / n$, and so also to that of $\Sigma \omega\left(\theta^{n}\right),(6.9)$ implies that $J_{n_{j}} \rightarrow 0$, that is,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i \lambda \delta_{n j} / \Delta_{n}, d x \rightarrow e^{-i \lambda \lambda^{2}}}
$$

for almost all $t$, uniformly over each finite interval of $\lambda$.

Consider now any integer $m$ such that $n_{j} \leqslant m<n_{j+1}$, and let

$$
\Delta=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i \lambda S_{m} / \Delta_{m}} d x-\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i \lambda S_{n j} / A_{n}} d x .
$$

Using the estimate $\left|e^{i v}-e^{i v^{\prime}}-i\left(v-v^{\prime}\right)\right| \leqslant \frac{1}{2}\left(v-v^{\prime}\right)^{2}$ and the fact that the integrals of $S_{m}$ and $S_{n j}$ over $(0,2 \pi)$ are 0 , we find

$$
\begin{aligned}
|\Delta| & \leqslant \frac{\lambda^{2}}{4 \pi} \int_{0}^{2 \pi}\left(\frac{S_{m}}{A_{m}}-\frac{S_{n_{j}}}{A_{n_{j}}}\right)^{2} d x \\
& \leqslant \frac{\lambda^{2}}{2 \pi} \int_{0}^{2 \pi\left(\frac{S_{m}}{}-S_{n_{j}}\right)^{2}} A_{m}^{2}-d x+\frac{\lambda^{2}}{2 \pi} \int_{0}^{2 \pi} S_{n_{j}}^{2}\left(\frac{1}{A_{m}}-\frac{1}{A_{n_{j}}}\right)^{2} d x \\
& \leqslant \lambda^{2} \frac{A_{n_{j+1}}^{2}-A_{n_{j}}^{2}}{A_{n_{j}}^{2}}+\lambda^{2} \frac{\left(A_{n_{j+1}}-A_{n_{j}}\right)^{2}}{A_{n_{j}}^{2}} \\
& \leqslant 2 \lambda^{2} \frac{A_{n_{j+1}}^{2}-A_{n_{j}}^{2}}{A_{n_{j}}^{2}} \leqslant 2 \lambda^{2} \frac{\theta^{j+2}-\theta^{j}}{\theta^{j}}
\end{aligned}
$$

that is,

$$
|\Delta| \leqslant 2 \lambda^{2}\left(\theta^{2}-1\right) .
$$

Since $\theta$ can be arbitrarily close to 1 , we deduce from this, ( $6 \cdot 11$ ) and ( $6 \cdot 10$ ) that

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i \lambda S_{m} / \Delta_{m}} d x \rightarrow e^{-\xi \lambda^{2}}
$$

for almost all $t$, and ( $6 \cdot 4$ ) is established.
A modification of the proof shows that the functions $S_{k, t}(x) / A_{k}$ are, for almost all $t$, asymptotically Gauss distributed not only on ( $0,2 \pi$ ) but on each subset of $(0,2 \pi)$ of positive measure, so that ( $6 \cdot 4$ ) is a complete analogue of ( $5 \cdot 5$ ). There are corresponding analogues of (5.29) and (5.31), and their proofs do not require new ideas.

## 7. The Paley-Wiener theorem

We shall now characterize the Fourier transforms of functions which are in $L^{2}$ and vanish outside a finite interval; for the sake of simplicity we assume the interval to be symmetric with respect to the origin. It turns out that the problem has connexions with the theory of integral functions of exponential type, that is to say, functions $F(z)$ regular in the complex plane and such that

$$
\begin{equation*}
F(z)=O\left(e^{a|z|}\right) \quad(z \rightarrow \infty) \tag{7•1}
\end{equation*}
$$

for some positive $a$. The lower bound $\sigma$ of such $a$ is called the type of $F$; it is necessarily non-negative. The class of integral functions of type at most $\sigma$ will be denoted by $\mathrm{E}^{\sigma}$. The functions $F$ in $E^{\sigma}$ satisfy

$$
F(z)=O\left\{e^{(\sigma+\sigma)|s|}\right\} \quad(z \rightarrow \infty)
$$

for each $\epsilon>0$.
(7-2) Theorbm of Paley-Wiener. Let $\sigma>0$. We have

$$
F(x)=\int_{-\sigma}^{\sigma} f(\xi) e^{\imath \xi x} d \xi
$$

for some $f$ in $\mathrm{L}^{2}(-\sigma, \sigma)$ if and only if $F(x)$ is in $\mathrm{L}^{2}(-\infty,+\infty)$ and can be extended to the complex plane as a function in $\mathrm{E}^{\sigma}$.

It is immediate that if we have (7.3) where $f$ is in $L^{2}$ (and so also in $L$ ), then

$$
F(z)=\int_{-\sigma}^{\sigma} f(\xi) e^{i \delta z} d \xi
$$

is an integral function of a complex variable $z=x+i y$ and

$$
|F(z)| \leqslant e^{\sigma|s|} \int_{-\sigma}^{\sigma}|f(\xi)| d \xi
$$

so that $F(z) \in \mathrm{E}^{\sigma}$; clearly $F(x) \in \mathrm{L}^{2}(-\infty,+\infty)$.
The converse lies deeper. We have to show that if an $F(z)$ in $\mathrm{E}^{\sigma}$ is in $\mathrm{L}^{2}$ on the real axis, then the function

$$
f(x)=\int_{-\infty}^{+\infty} F(\xi) e^{-i \xi x x} d \xi
$$

is 0 for almost all $x$ outside $(-\sigma, \sigma)$; the integral (7.5) is meant as the limit in $\mathrm{L}^{2}$ of the partial integrals $\int_{-\omega}^{\omega}$ for $\omega \rightarrow \infty$.

Suppose that $F(z) \in \mathrm{E}^{\sigma}$. Consider the function

$$
g(z ; \theta)=\int_{0}^{\infty} F(\zeta) e^{-\zeta z} d \zeta \quad(z=x+i y)
$$

where the integral is taken along the ray $\arg \zeta=-\theta$. We show that
(i) the integral (7.6) converges absolutely and uniformly in each half-plane contained together with its boundary in the half-plane

$$
x \cos \theta+y \sin \theta>\sigma .
$$

This latter is that half-plane bounded by the tangent to $|\zeta|=\sigma$ at $e^{i \theta}$ which does not contain the origin; call it $H_{\theta}$.

It is clear that at $\zeta=\rho e^{-i \theta}$ the integrand of (7.6) is majorized by

$$
O\left\{\exp \left((\sigma+\epsilon) \rho-\mathscr{R}\left((x+i y) \rho e^{-i \theta}\right)\right)\right\}=O\{\exp ((\sigma+\epsilon) \rho-\rho(x \cos \theta+y \sin \theta))\}
$$

for each $\epsilon>0$, and so tends to 0 exponentially if $z \in H_{\theta}$; from this (i) follows.
(ii) If $0<\left|\theta^{\prime \prime}-\theta^{\prime}\right|<\pi$, the functions $g\left(z ; \theta^{\prime}\right)$ and $g\left(z ; \theta^{\prime \prime}\right)$ coincide in the intersection of $H_{\theta^{\prime}}$ and $H_{\theta^{\prime \prime}}$; hence each function is an analytic continuation of the other.

Suppose that $0<\theta^{\prime \prime}-\theta^{\prime}<\pi$, and that $z \in H_{\theta^{\prime}} H_{\theta^{\prime \prime}}$. Fix $z$ and consider the integrand $G(\zeta)$ of $(7 \cdot 6)$ as a function of $\zeta$ alone. It is geometrically obvious that $z$ belongs to all $H_{\theta}, \theta^{\prime} \leqslant \theta \leqslant \theta^{\prime \prime}$, and that $G(\zeta)$ tends exponentially to 0 as $\zeta \rightarrow \infty$ in the angle ( $-\theta^{\prime \prime},-\theta^{\prime}$ ). By Cauchy's theorem, we can rotate the ray of integration within this angle without changing the value of the integral. This proves (ii).

Write $g_{0}(z)=g(z ; 0), g_{1}(z)=g(z ; \pi)$.
(iii) The functions $g_{0}$ and $g_{1}$ are regular in the half-planes $x>0$ and $x<0$ respectively, and are analytic continuations of each other across the segments $y>\sigma$ and $y<-\sigma$ of the imaginary axis. (In particular, $g_{0}$ and $g_{1}$ define jointly a function regular in the complex plane cut along the segment $-\sigma \leqslant y \leqslant \sigma$ of the imaginary axis.)

If $x \geqslant \varepsilon>0$, then

$$
\left|g_{0}(z)\right|=\left|\int_{0}^{\infty} F(\xi) e^{-\xi(x+i y)} d \xi\right| \leqslant\left(\int_{0}^{\infty}|F(\xi)|^{2} d \xi\right)^{t}\left(\int_{0}^{\infty} e^{-2 c \xi} d \xi\right)^{t},
$$

which shows that $g_{0}$ is regular for $x>0$. Similarly, we prove the regularity of $g_{1}$ for $x<0$.
 subset $\mathscr{R} z>\sigma$ of $H_{\ddagger n}$. Since $g_{0}$ is regular in the whole half-plane $x>0$, it follows that $g\left(z ; \frac{1}{2} \pi\right)$ is the analytic continuation of $g_{0}$ across the segment $y>\sigma$ of the imaginary axis. Similarly, $g\left(z ; \frac{1}{2} \pi\right)$ is the analytic continuation of $g_{1}$ across that same segment, so that $g_{0}$ and $g_{1}$ are analytic continuations of each other across the segment. A similiar argument holds for the segment $y<-\sigma$, and (iii) is established.

Consider the integral

$$
\begin{equation*}
g_{0}(x+i y)=\int_{0}^{\infty} F(\xi) e^{-f x} e^{-i \xi y} d \xi \tag{7•7}
\end{equation*}
$$

for $x>0$. It is, except for the factor (2 2$)^{-\frac{1}{2}}$, the Fourier transform of the function equal to $F(\xi) e^{-f x}$ for $\xi>0$, and to 0 elsewhere. Since

$$
\int_{0}^{\infty}\left|F(\xi)\left(1-e^{-\xi x}\right)\right|^{2} d \xi
$$

tends to 0 as $x \rightarrow+0,(7 \cdot 7)$ tends in $L^{2}$ to

$$
\begin{equation*}
\int_{0}^{\infty} F(\xi) e^{-i \zeta \nu} d \xi . \tag{7•8}
\end{equation*}
$$

Similarly, $\quad g_{1}(x+i y)=\int_{0}^{-\infty} F(\xi) e^{-\xi(x+i y)} d \xi=-\int_{-\infty}^{0} F(\xi) e^{-\xi(x+i y)} d \xi$
tends in $L^{2}$, as $x \rightarrow-0$, to

$$
-\int_{-\infty}^{0} F(\xi) e^{-i \xi y} d \xi .
$$

Hence as $x \rightarrow+0$, the difference $g_{0}(x+i y)-g_{1}(-x+i y)$ tends in $L^{2}$ to

$$
\begin{equation*}
\int_{-\infty}^{+\infty} F(\xi) e^{-4 \xi v} d \xi . \tag{7•11}
\end{equation*}
$$

But, by (iii), this difference tends pointwise to 0 if $|y|>\sigma$. Hence the function (7•11) is 0 for almost all such $y$. This completes the proof of (7.2).

The argument just concluded holds for $\sigma=0$, and from (7•4) we deduce that $F \equiv 0$ is the only function from $\mathrm{E}^{0}$ which is in $\mathrm{L}^{2}$ on the real axis.

From (7.2) and the Riemann-Lebesgue theorem we deduce that if an $F(z) \in \mathrm{E}^{\sigma}$ is in $\mathrm{L}^{2}$ on the real axis, then $F(x) \rightarrow 0$ as $x \rightarrow \pm \infty$.

Theorem (7.2) leads to interesting representations of functions from $\mathbf{E}^{\sigma}$ which are in $L^{2}$, or are merely bounded, on the real axis.

We have already observed (see §2) that if $\left\{\phi_{n}\right\}$ is an orthonormal system on $(-\infty,+\infty)$, then the Fourier transforms $\left\{\hat{\phi}_{n}\right\}$ are also an orthonormal system on $(-\infty,+\infty)$; if $\left\{\phi_{n}\right\}$ is complete, so is $\left\{\hat{\phi}_{n}\right\}$.

Consider the functions $\phi_{n}$ defined by

$$
\begin{equation*}
\phi_{n}(x)=(2 \pi)^{-\frac{1}{2}} e^{i n x} \quad(|x| \leqslant \pi), \quad \phi_{n}(x)=0 \quad(|x|>\pi), \tag{7•12}
\end{equation*}
$$

where $n=0, \pm 1, \pm 2, \ldots$. This system is orthonormal over $(-\infty,+\infty)$. It is not complete: the Fourier coefficients of any function vanishing in $(-\pi, \pi)$ are all 0 . It is easy to see that

$$
\phi_{n}(x)=(-1)^{n} \frac{\sin \pi x}{\pi(x-n)}
$$

Given any $F \in L^{2}(-\infty,+\infty)$, consider its Fourier series with respect to the system (7-13):

$$
\begin{equation*}
F(x) \sim \sum a_{n} \hat{\phi}_{n}=\Sigma a_{n}(-1)^{n} \frac{\sin \pi x}{\pi(x-n)} \tag{7•14}
\end{equation*}
$$

where $a_{n}$ are the Fourier coefficients of $F$. The system $\left\{\phi_{n}\right\}$ is not complete, so that in general the series (7-14) does not represent $F$. We may ask which functions $F$ are representable by their Fourier series, that is, which $F$ satisfy

$$
\begin{equation*}
\left\|F-\sum_{-N}^{N} a_{n} \phi_{n}\right\| \rightarrow 0 \tag{7•15}
\end{equation*}
$$

as $N \rightarrow+\infty$. (We write $\|f\|$ for $\left(\int_{-\infty}^{+\infty}|f|^{2} d x\right)^{\frac{1}{2}}$.)
We know (Chapter IV, § 1) that a necessary and sufficient condition for the validity of (7.15) is that for each $\epsilon>0$ we can find a finite linear combination $\Sigma \alpha_{n} \phi_{n}$ with constant coefficients such that

$$
\left\|F-\Sigma \alpha_{n} \hat{\phi}_{n}\right\|<\epsilon
$$

Let $f$ be the function whose Fourier transform is $F$. Then (7-16) is equivalent to

$$
\begin{equation*}
\left\|f-\Sigma \alpha_{n} \phi_{n}\right\|<\varepsilon \tag{7•17}
\end{equation*}
$$

Since the $\phi_{n}$ are all 0 outside $(-\pi, \pi)$, we can have (7.17) if and only if $f ⿷ 0$ outside ( $-\pi, \pi$ ). Hence, by (7•2), we have (7.15) if and only if $F$ is in $E^{\pi}$ and in $L^{2}(-\infty,+\infty)$.

Suppose these conditions satisfied. Observing that $\Sigma a_{n}^{1}$ and $\Sigma(\sin \pi x)^{2} /(x-n)^{2}$ converge, and applying Schwarz's inequality, we find that the series (7-14) converges uniformly over $(-\infty,+\infty)$. Since $F$ is continuous, we can replace the sign ' $\sim$ ' in (7.14) by ' $=$ ':

$$
\begin{equation*}
F(x)=\frac{\sin \pi x}{\pi} \Sigma a_{n} \frac{(-1)^{n}}{x-n} \tag{7•18}
\end{equation*}
$$

Setting here $x=n$ we find the intereating fact that

$$
a_{n}=F(n) \quad(n=0, \pm 1, \pm 2, \ldots)
$$

The last series converges also in the complex plane, uniformly in each band $-a \leqslant \delta z \leqslant a$. Hence it represents an integral function and we may replace $x$ by $z$ in (7.18). Thus we have the following theorem:
(7-19) Theorem. If $F$ is in $\mathrm{E}^{\pi}$ and its restriction to the real axis is in $\mathrm{L}^{\mathbf{z}}$, we have the interpolation formula

$$
\begin{equation*}
F(z)=\frac{\sin \pi z}{\pi} \sum_{-\infty}^{+\infty}(-1)^{n} \frac{F(n)}{z-n} . \tag{7•20}
\end{equation*}
$$

From this we can easily obtain interpolation formulae for functions $F$ in $\mathrm{E}^{\boldsymbol{n}}$ which are merely bounded on the real axis. For then $G(z)=\{F(z)-F(0)\} / z$ is both in $\mathrm{E}^{\pi}$ and in $L^{2}(-\infty,+\infty)$, and applying (7.20) to $G$ we find

$$
F(z)=F(0)+\frac{\sin \pi z}{\pi}\left[F^{\prime}(0)+\sum_{n-\infty}^{+\infty}(-1)^{n} z \frac{F(n)-F(0)}{n(z-n)}\right] .
$$

If we use the development

$$
\frac{\pi}{\sin \pi z}=\frac{1}{z}+\sum_{-\infty}^{+\infty}\left(\frac{1}{z-n}+\frac{1}{n}\right)(-1)^{n}=\frac{1}{z}+z \sum_{-\infty}^{+\infty} \frac{(-1)^{n}}{n(z-n)}
$$

we may rewrite (7.21) as follows:

$$
\begin{equation*}
F(z)=\frac{\sin \pi z}{\pi}\left\{F^{\prime}(0)+\frac{F(0)}{z}+\sum_{-\infty}^{+\infty}(-1)^{n} F(n)\left(\frac{1}{z-n}+\frac{1}{n}\right)\right\} . \tag{7•22}
\end{equation*}
$$

Both (7.20) and (7.21) presuppose that $F \in \mathrm{E}^{\pi}$. If $F$ is in $\mathrm{E}^{\sigma}, \sigma>0$, then $F(z \pi / \sigma)$ is in $\mathrm{E}^{\boldsymbol{\pi}}$, and we may apply previous results and obtain modifications of preceding formulae. In concrete problems, however, it is easier to reverse the procedure and reduce the case $\mathrm{E}^{\sigma}$ to $\mathrm{E}^{\pi}$.

In Chapter X, §3, we proved a number of inequalities for the derivatives of trigonometric polynomials $T(x)=\sum_{-n}^{+n} c_{k} e^{i k x}$. Typical, and the most important, of these results is Bernstein's inequality

$$
\begin{equation*}
\max _{x}\left|T^{\prime}(x)\right| \leqslant n \max _{x}|T(x)| \tag{7•23}
\end{equation*}
$$

where we actually have strict inequality unless $T$ is a monomial $A \cos (n x+\alpha)$. Since $T(x)$ is the restriction to the real axis of the integral function $\sum_{-n}^{n} c_{k} e^{i k s}$ which belongs to $\mathbf{E}^{n}$ and is bounded on the real axis, (7-23) is a special case of the following result likewise due to Bernstein:
(7-24) Theorem. If $F$ is in $\mathrm{E}^{\sigma}$, and bounded on the real axis, and if $M=\sup |F(x)|$ then

$$
\begin{equation*}
\left|F^{\prime}(x)\right| \leqslant \sigma M \quad(-\infty<x<+\infty), \tag{7•25}
\end{equation*}
$$

the sign of equality being possible if and only if

$$
\begin{equation*}
F(z)=a e^{i \sigma t}+b e^{-i \sigma t} \tag{7-26}
\end{equation*}
$$

where $a$ and $b$ are arbitrary consiants.
We may suppose that $\sigma>0$, for when this case is proved, (7.25) with $\sigma=0$ follows by taking limits. (Hence for $\sigma=0$ constants are the only admissible functions.) Furthermore, we may suppose that $\sigma=\pi$, for otherwise we take $F(z \pi / \sigma)$ instead of $F(z)$.

The termwise differentiation of (7-22) leads to a series converging uniformly for all real $z$. Hence, denoting by $F_{1}(z)$ the contents of the curly brackets in (7-22), we have

$$
F^{\prime}(x)=\cos \pi x F_{1}(x)+\frac{\sin \pi x}{\pi} \sum_{n=-\infty}^{+\infty} \frac{(-1)^{n-1} F(n)}{(x-n)^{2}}
$$

and taking $x=\frac{1}{2}$ we find

$$
\begin{align*}
& \text { find } \quad F^{\prime}\left(\frac{1}{5}\right)=\frac{4}{\pi} \sum_{-\infty}^{+\infty} \frac{(-1)^{n-1} F(n)}{(2 n-1)^{2}}  \tag{7•27}\\
& \left|F^{\prime}\left(\frac{1}{2}\right)\right| \leqslant \frac{4}{\pi} M \sum_{-\infty}^{+\infty} \frac{1}{(2 n-1)^{2}}=\frac{4}{\pi} M \cdot \frac{1}{3} \pi^{2}=M \pi \tag{7.28}
\end{align*}
$$

Take an $x_{0}$ and consider the function $G(z)=F\left(x_{0}+z-\frac{1}{2}\right)$, which is in $E^{\pi}$ and satisfies $|G| \leqslant M$ on the real axis. By the result just obtained,
and (7.25) follows.

$$
\left|F^{\prime}\left(x_{0}\right)\right|=\left|G^{\prime}\left(\frac{1}{2}\right)\right| \leqslant M \pi
$$

Applying (7.27) to $G$ and replacing $x_{0}$ by $x$ we obtain

$$
\begin{equation*}
F^{\prime}(x)=\frac{4}{\pi} \sum_{-\infty}^{+\infty} \frac{(-1)^{n} F\left(x+n+\frac{1}{1}\right)}{(2 n+1)^{2}} \tag{7•29}
\end{equation*}
$$

This is a generalization of a formula for the derivative of a trigonometric polynomial (see Chapter X, (3•11)).

Suppose now that we have equality in (7.25) for $x=x_{1}$. It follows from (7.29) that then

$$
F\left(x_{1}+n+\frac{1}{2}\right)(-1)^{n}=M e^{i \alpha} \quad(n=0, \pm 1, \pm 2, \ldots)
$$

Set $F\left(x_{1}+z+\frac{1}{2}\right)=H(z)$. Then $H(n)(-1)^{n}=M e^{i \alpha}=H(0)$. If we apply (7-22) to $H(z)$ and use the formula

$$
\pi \cot \pi z=\frac{1}{z}+\sum_{-\infty}^{+\infty}\left(\frac{1}{z-n}+\frac{1}{n}\right)
$$

we find that

$$
H(z)=\frac{\sin \pi z}{\pi}\left\{H^{\prime}(0)+\pi H(0) \cot \pi z\right\}=A \cos \pi z+B \sin \pi z=A_{1} e^{i \pi s}+B_{1} e^{-i \pi s}
$$

which, since $F(z)=H\left(z-x_{1}-\frac{1}{2}\right)$, leads to (7-26) with $\sigma=\pi$.
It is immediate that for the function (7.26) we actually have equality in (7.25) for some $x$. For as $x$ increases the arguments of the numbers $a e^{i \sigma x}$ and $b e^{-i \sigma x}$ vary in opposite directions, so that for some $x=x_{1}$ the arguments differ by $2 \pi$, and

$$
\left|F^{\prime}\left(x_{1}\right)\right|=\sigma(|a|+|b|)=\sigma \underset{x}{\max } F(x)
$$

Concerning the cases of equality in $(\mathbf{7} \cdot \mathbf{2 5})$ for $F$ in $\mathbf{E}^{\sigma}$, it is interesting to note that the equality

$$
\begin{equation*}
\sup _{x}\left|F^{\prime}(x)\right|=\sigma \sup |F(x)| \tag{7•30}
\end{equation*}
$$

can occur for functions other than (7-26). For example,

$$
F(z)=\cos \sqrt{ }\left(1+z^{2}\right)
$$

is a function in $\mathrm{E}^{1}$ for which $\max |F(x)|=\sup \left|F^{\prime}(x)\right|=1$, so that (7•30) holds with $\sigma=1$. But for this $F$ we have $\left|F^{\prime}(x)\right|<1$ for all $x$.

The formula (7.29) is a source of a number of inequalities analogous to those we proved for the trigonometric polynomials. We state only one, an analogue of the formula (3-17) of Chapter X.
(7.32) Theorem. Suppose that $F$ is in $\mathbf{E}^{\sigma}$ and is bounded on the real axis. Then for any $\omega(u)$ which is convex, non-negative, and non-decreasing we have

$$
\int_{-\infty}^{+\infty} \omega\left(\sigma^{-1}\left|F^{\prime}(x)\right|\right) d x \leqslant \int_{-\infty}^{+\infty} \omega(|F(x)|) d x .
$$

The case $\omega(u)=u^{p}, p \geqslant 1$, is the most interesting.

## 8. Riemann theory of trigonometric integrals

In this and the next section we consider general trigonometric integrals

$$
\int_{-\infty}^{+\infty} e^{i \lambda x} d \chi(\lambda)
$$

where $\mathcal{\chi}$ is of bounded variation in each finite interval and the integral is meant as the limit, ordinary or generalized, of the symmetric partial integrals $\int_{-\infty}^{\omega}$ as $\omega \rightarrow+\infty$; the latter are meant in the Riemann-Stieltjes sense. Without loss of generality we may assume that $\chi$ has no removable discontinuities.

Since $e^{i \lambda x}$ is of bounded variation over each finite interval of $\lambda$, the partial integrals $\int_{-\infty}^{\omega}$ exist if $\chi$ is merely continuous, or even merely bounded and with no more than a denumerable set of discontinuities. We do not investigate this generalization systematically (though occasionally we have to consider it), but concentrate on the case when $\chi$ is locally of bounded variation.

Integrals

$$
\begin{equation*}
\int_{-\infty}^{+\infty} e^{i \lambda x} h(\lambda) d \lambda, \tag{8.2}
\end{equation*}
$$

where $h$ is integrable over each finite interval, and series

$$
\sum_{-\infty}^{+\infty} c_{n} e^{i n x}
$$

are both special cases of (8.1), the latter when $\chi$ is a step function discontinuous at most at the points $\lambda=n$.

In Chapter IX we discussed Riemann's theory of trigonometric series, especially for those series with coefficients tending to 0 . In this section we prove a number of analogous results for the integrals (8.1). In spite of certain dissimilarities (see below), the two theories run parallel and no basically new ideas are involved. Our approach will, however, be different and, as in §l of this chapter, our main purpose will be to show that under certain conditions the general integral (8.1) is, in each interval of length less than $2 \pi$, uniformly equiconvergent with a certain series $\Sigma \mathrm{c}_{\boldsymbol{n}} \mathrm{e}^{\text {inx }}$ having coefficients tending to 0 . This will enable us to translate results about trigonometric series into results about integrals (8.1).

While the terms of a convergent series $u_{0}+u_{1}+\ldots+u_{n}+\ldots$ must necessarily tend to 0 , an integral $\int_{0}^{\infty} u(x) d x=\lim \int_{0}^{\omega}$ may converge without $u(x)$ tending to 0 . This is the main difference in the behaviour of trigonometric eeries and integrals, and the only one which requires serious attention.

The theorem of Cantor-Lebesgue, which asserts that if $\Sigma \mathrm{c}_{n} e^{i n x}$ converges in a set of positive measure then $c_{n} \rightarrow 0$ as $n \rightarrow \pm \infty$ (Chapter IX, (1.2)), has the following analogue for trigonometric integrals:
(8.4) Theorem. If (8.1) converges in a set $E$ of positive measure, then

$$
\lim _{\lambda \rightarrow \pm \infty}\left\{\sup _{0<\lambda<1}|\chi(\lambda+h)-\chi(\lambda)|\right\}=0 .
$$

The integral (8.1) can be written

$$
\int_{0}^{\infty}\left\{\cos \lambda x d \chi_{1}(\lambda)+\sin \lambda x d \chi_{2}(\lambda)\right\}
$$

where

$$
\chi_{1}(\lambda)=\chi(\lambda)-\chi(-\lambda), \quad \chi_{2}(\lambda)=i[\chi(\lambda)+\chi(-\lambda)],
$$

and it is enough to show that $\chi_{1}$ and $\chi_{2}$ satisfy conditions analogous to (8.5) for $\lambda \rightarrow+\infty$. Without loss of generality we may suppose that $\chi_{1}$ and $\chi_{2}$ are real-valued, otherwise we consider the real and imaginary parts of (8.6) separately.

Let $\mathscr{E}$ be a closed subset of $E$, of positive measure, such that ( $8 \cdot 6$ ) converges uniformly on $\mathscr{E}$. Suppose first that $x=0$ is a point of density of $\mathscr{E}$, and so also belongs to $\mathscr{E}$. Substituting $-x$ for $x$ in (8.6) and taking half the sum and half the difference of the integrals, we see that both integrals

$$
\begin{equation*}
\int_{0}^{\infty} \cos \lambda x d \chi_{1}(\lambda), \quad \int_{0}^{\infty} \sin \lambda x d \chi_{2}(\lambda) \tag{8•7}
\end{equation*}
$$

converge uniformly on a closed set $\mathscr{E}^{*}$ having 0 as a point of density. ( $\mathcal{S}^{*}$ is the intersection of $\mathscr{E}$ with its reflexion in $x=0$.) If we set $x=0$ in the first integral, we see that $\int_{0}^{\infty} d \chi_{1}$ converges, and the condition for $\chi_{1}$ follows.

The uniform convergence of the second integral (8.7) on $\boldsymbol{E}^{*}$ implies that

$$
\begin{equation*}
\int_{u}^{x+\lambda} \sin \lambda x d \chi_{\mathbf{8}}(\lambda) \tag{8•8}
\end{equation*}
$$

tends to 0 as $u \rightarrow \pm \infty$, uniformly in $x \in \mathscr{E}^{*}$ and $0 \leqslant h \leqslant 1$. Since 0 is a point of density for $\mathscr{E}^{*}$, each interval $\left(\frac{1}{8} \pi u^{-1}, \frac{1}{8} \pi u^{-1}\right)$ contains a point $x=x_{u}$ of $\mathscr{E}^{*}$, provided $u$ is large enough. It follows that

$$
\begin{equation*}
\int_{u}^{u+\lambda} \sin \lambda x_{u} d \chi_{2}(\lambda) \tag{8.9}
\end{equation*}
$$

tends to 0 , uniformly in $0 \leqslant h \leqslant 1$. Observing that $\lambda x_{u}=u x_{u}+(\lambda-u) x_{u}$ is in the interval ( $\frac{1}{8} \pi, \frac{1}{2} \pi$ ) for $u$ large enough and $u \leqslant \lambda \leqslant u+1$, we see that the factor $\sin \lambda x_{u}$ in (8.9) is monotonically increasing. By the second mean-value theorem,

$$
\chi_{2}(u+h)-\chi_{2}(u)=\int_{u}^{u+n} \frac{1}{\sin \lambda x_{u}} \sin \lambda x_{u} d \chi_{3}(\lambda)=\frac{1}{\sin u x_{u}} \int_{u}^{u+h^{\prime}} \sin \lambda x_{u} d \chi_{3}(\lambda),
$$

where $0<h^{\prime}<h$; and since the last integral, being of type (8.9), tends to 0 , we find that $\chi_{2}$ satisfies a condition analogous to (8.5).

Consider now the general case when 0 is not necessarily a point of density of $\mathbb{\&}$. Let $x_{0}$ be a point of density of 8 . Making the substitution $x=x^{\prime}+x_{0}$, we write (8.6) in the form
where

$$
\begin{gather*}
\int_{0}^{\infty}\left\{\cos \lambda x^{\prime} d \chi_{1}^{*}(\lambda)+\sin \lambda x^{\prime} d \chi_{2}^{*}(\lambda)\right\}, \\
\chi_{1}^{*}(\lambda)=\int_{0}^{\lambda}\left\{\cos \mu x_{0} d \chi_{1}(\mu)+\sin \mu x_{0} d \chi_{3}(\mu)\right\}, \\
\chi_{2}^{*}(\lambda)=\int_{0}^{\lambda}\left\{-\sin \mu x_{0} d \chi_{1}(\mu)+\cos \mu x_{0} d \chi_{2}(\mu)\right\} .
\end{gather*}
$$

Since (8.10) converges uniformly in a closed set having $x^{\prime}=0$ as a point of density, the expressions

$$
\begin{align*}
& \chi_{1}^{*}(u+h)-\chi_{1}^{*}(u)=\int_{u}^{u+\hbar}\left\{\cos \mu x_{0} d \chi_{1}(\mu)+\sin \mu x_{0} d \chi_{2}(\mu)\right\}, \\
& \chi_{2}^{*}(u+h)-\chi_{2}^{*}(u)=\int_{u}^{u+\hbar}\left\{-\sin \mu x_{0} d \chi_{1}(\mu)+\cos \mu x_{0} d \chi_{2}(\mu)\right\} \tag{8.12}
\end{align*}
$$

tend to 0 as $u \rightarrow+\infty$, uniformly in $0 \leqslant h \leqslant 1$. The same holds if we multiply the integrand of (8.11) by $\cos \mu x_{0}$ and that of (8.12) by $-\sin \mu x_{0}$, since both multipliers have only a finite number of maxima and minima in $u \leqslant \mu \leqslant u+1$, and it is enough to apply the second mean-value theorem to each intervel in which the multiplier is monotone. Adding the two resulting integrals we obtain

$$
\int_{u}^{u+h} d \chi_{1}(\mu)=\chi_{1}(u+h)-\chi_{1}(u),
$$

which proves the condition for $\chi_{1}$. It we multiply the integrands in (8.11) and (8.12) by $\sin \mu x_{\theta}$ and $\cos \mu x_{0}$ respectively and add, we obtain the result for $\chi_{2}$. This completes the proof of (8.4).

For the integrals (8.2) the condition (8.5) is equivalent to

$$
\lim _{u \rightarrow \pm \infty}\left\{\max _{0 \leqslant h \leqslant 1}\left|\int_{u}^{u+h} h(\lambda) d \lambda\right|\right\}=0,
$$

and for the series (8.3) to the condition $c_{n} \rightarrow 0$ (the conclusion of the Cantor-Lebergue theorem). We call the condition (8.5) condition $\mathrm{N}_{0}$, and consider almost exclusively integrals ( $8 \cdot 1$ ) satisfying this condition.

From (8.11), (8.12) and the second mean-value theorem we deduce that condition $\mathrm{N}_{0}$ remains invariant under translation $x \rightarrow x+x_{0}$ of the variable; and the condition is satisfied uniformly in $x_{0}$ if $x_{0}=O(1)$.

It is also easily seen that if the integral

$$
\int_{0}^{\infty} e^{i \lambda x} d \chi(\lambda)
$$

(an analogue of a power series) converges at a single point $x_{0}$, then $\chi$ satisfies condition $\mathbf{N}_{0}$.

We immediately see that condition $\mathbf{N}_{0}$ implies

$$
\chi(u)=o(|u|)
$$

as $u \rightarrow \pm \infty$; more generally

$$
\int_{0}^{u} e^{i \lambda x_{0}} d \chi(\lambda)=o(|u|)
$$

uniformly in $x_{0}=O(1)$.
In Chapter IX we associated with a trigonometric series $\Sigma c_{n} e^{i n x}$ having coefficients tending to 0 a continuous function

$$
F(x)=\frac{1}{2} c_{0} x^{2}-\sum_{-\infty}^{+\infty} c_{n} n^{-2} e^{i n x}
$$

obtained by integrating the series twice. Integrating (8.1) formally twice we introduce in the integrand the factor $-\lambda^{-8}$, which is unbounded near $\lambda=0$ and may reault in
the divergence of the new integral. To avoid this difficulty we define the function $F$ for ( 8.1 ) somewhat differently and write

$$
\begin{equation*}
F(x)=-\int_{|\lambda|<1} \frac{e^{i \lambda x}-1-i \lambda x}{\lambda^{2}} d \chi(\lambda)-\int_{|\lambda|>1} \frac{e^{i \lambda x}}{\lambda^{2}} d \chi(\lambda) . \tag{8•13}
\end{equation*}
$$

Formal differentiation of the right-hand side twice still gives (8.1), and the integral converges uniformly over each finite interval of $x$, provided $\chi$ satisfies condition $\mathrm{N}_{0}$. To see this we write

$$
\chi^{*}(\lambda)=\int_{0}^{\lambda} e^{i \mu x} d \chi(\mu)=\chi_{x}(\lambda),
$$

integrate by parts and use the fact that $\chi^{*}(\lambda)=o(|\lambda|)$ uniformly in $x$ over each finite interval.

The two theorems of Riemann about the function $F$ (see Chapter IX, (2.4), (2.8)) have the following analogues:
(8-14) Theorem. If $\chi$ satisfies condition $\mathrm{N}_{0}$ and (8-1) converges at a point $x_{0}$ to value 8 , then

$$
D^{2} F\left(x_{0}\right)=\lim _{h \rightarrow 0} \frac{F\left(x_{0}+2 h\right)+F\left(x_{0}-2 h\right)-2 F\left(x_{0}\right)}{4 h^{2}}
$$

exists and is equal to 8.
(8.16) Theorem. If $\chi$ satisfies condition $\mathrm{N}_{0}$, then $F$ is smooth, that is,

$$
\frac{F(x+2 h)+F(x-2 h)-2 F(x)}{4 h} \rightarrow 0,
$$

as $h \rightarrow 0$, for each $x$.
To prove (8.14) write

$$
\begin{equation*}
\chi^{*}(\lambda)=\int_{-\lambda}^{\lambda} e^{i x_{0} \mu} d \chi(\mu) \tag{8•18}
\end{equation*}
$$

We may suppose that $\chi$ is continuous at 0 . (Otherwise we subtract from $\chi$ a fixed multiple of the function sign $\lambda$, for which (8.1) is identically $2, F(x)$ is $x^{2}$, and (8.15) is obvious.) The ratio in (8.15) is then equal to

$$
\int_{-\infty}^{+\infty} e^{i x_{0} \lambda}\left(\frac{\sin \lambda h}{\lambda \bar{h}}\right)^{2} d \chi(\lambda)=\int_{0}^{\infty}\left(\frac{\sin \lambda h}{\lambda h}\right)^{2} d \chi^{*}(\lambda)=-\int_{0}^{\infty} \chi^{*}(\lambda) \frac{d}{d \lambda}\left(\frac{\sin \lambda h}{\lambda h}\right)^{2} d \lambda
$$

since the integrated terms in the integration by parts vanish. Substituting

$$
\chi^{*}(\lambda)=8+\epsilon(\lambda), \quad \text { where } \quad \epsilon(\lambda) \rightarrow 0,
$$

we split the last integral into two, the first of which is 8 ; then we have only to show that the second tends to 0 with $h$. This is immediate if we obeerve that the total variation of $(\sin \lambda h)^{2} / \lambda^{2} h^{2}$ over each finite interval tends to 0 with $h$, that it is bounded (constant) over $(0, \infty)$ and that $\epsilon(\lambda)$ is arbitrarily small outside a sufficiently large interval.

To prove (8.16) we use the notation (8.18) and write the ratio (8.17) in the form

$$
\int_{0}^{\infty} \frac{\sin ^{2} \lambda h}{\lambda^{2} h} d \chi^{*}(\lambda)=\sum_{n=0}^{\infty} \int_{n \pi / h}^{\left(n+\frac{1}{2}\right) \pi / h}+\sum_{n=0}^{\infty} \int_{\left(n+\frac{1}{2}\right) \pi / h}^{(n+1) \pi / h}=P+Q,
$$

say. The function $\sin ^{2} \lambda h$ is increasing in each integral in $P$ and decreasing in each integral in $Q$. Since $\chi^{*}$ satisfies condition $N_{0}$, the oscillation of $\chi^{*}$ over each interval occurring either in $P$ or $Q$ is $o(1 / h)$ as $8^{\circ} h \rightarrow 0$. Hence, applying the second mean-value
theorem to the factors $\sin ^{2} \lambda h$ and $\lambda^{-2}$ in each integral of $P$ except the first, in which we apply it instead to the (decreasing) ratio $(\sin \lambda h)^{2} / \lambda^{2}$, we find that

$$
P=h^{2} \cdot h^{-1} \cdot o\left(h^{-1}\right)+\sum_{n=1}^{\infty} \frac{1^{2}}{(n \pi / h)^{2}} h^{-1} o\left(h^{-1}\right)=o(1)
$$

The relation $Q=o(1)$ is proved similarly, and (8.17) is established. It holds uniformly over any finite interval of $x$.

The integral

$$
-i \int_{-\infty}^{+\infty}(\operatorname{sign} \lambda) e^{i \lambda x} d \chi(\lambda)
$$

may be called conjugate to (8.1). Since sign $\lambda$ is discontinuous at $\lambda=0$, and the integrals are taken in the Riemann-Stieltjes sense, we may suppose for the sake of simplicity that $\chi$ is continuous at 0 .

In the rest of this section we consider the 'formal multiplication' of trigonometric integrals. It is analogous to the formal multiplication of trigonomotric series discussed in Chapter IX, though the details are somewhat less simple. We restrict ourselves to results which will be useful in the proofs of the main theorems of the next section.

Given two integrals

$$
\begin{align*}
& \int_{-\infty}^{+\infty} e^{i \lambda x} d \phi(\lambda)  \tag{8.20}\\
& \int_{-\infty}^{+\infty} e^{i \lambda x} d \psi(\lambda) \tag{8.21}
\end{align*}
$$

we define their formal product as
where

$$
\chi(\lambda)=\int_{-\infty}^{+\infty}\left\{\phi(\lambda-\mu)-\phi\left(\lambda_{0}-\mu\right)\right\} d \psi(\mu)
$$

$\lambda_{0}$ being any fixed number. If the integral (8.23) exists for some $\lambda_{0}$ (and all $\lambda$ ), then it exists for any other $\lambda_{0}$, and the two $\chi$ 's differ by an additive constant. We assume once for all that $\phi$ and $\psi$ (but not necessarily $\chi$ ) are of bounded variation over each finite interval.

The integral (8.23) converges, even absolutely, if $\phi$ satisfies condition $N_{0}$ and $\psi$ is of bounded variation over $(-\infty,+\infty)$; moreover, $\chi$ satisfies condition $N_{0}$. For if $0 \leqslant h \leqslant 1$, then

$$
|\chi(\lambda+h)-\chi(\lambda)| \leqslant \int_{-\infty}^{+\infty}|\phi(\lambda+h-\mu)-\phi(\lambda-\mu)||d \psi(\mu)|=\int_{-M}^{M}+\int_{R}
$$

where $R$ is the complement of ( $-M, M$ ). Since the last integral is arbitrarily smsll if $M$ is large enough, and the preceding integral tends to 0 as $\lambda \rightarrow \pm \infty$ and $M$ remains fixed, the assertion easily follows. The hypotheses do not guarantee, however, that $\chi$ is of bounded variation in any interval.

Under the same hypotheses we may interchange the roles of $\phi$ and $\psi$ in (8.23). For, integrating by parts and making the substitution $\lambda-\mu=\nu$, we find for the partial integral of (8.23) over $A \leqslant \mu \leqslant B$ the value

$$
\begin{align*}
&\left\{\phi(\lambda-B)-\phi\left(\lambda_{0}-B\right)\right\} \psi(B)-\left\{\phi(\lambda-A)-\phi\left(\lambda_{0}-A\right)\right\} \psi(A) \\
&+\int_{\lambda-B}^{\lambda-A} \psi(\lambda-\nu) d \phi(\nu)-\int_{\lambda_{0}-B}^{\lambda_{0}-A} \psi\left(\lambda_{0}-\nu\right) d \phi(\nu) . \tag{8.24}
\end{align*}
$$

The integrated terms tend to 0 as $A \rightarrow-\infty, B \rightarrow+\infty$, since the expressions in curly brackets tend to 0 and $\psi$ is bounded. Supposing $\phi$ and $\psi$ real-valued, and decomposing $\psi$ into a difference of two non-decreasing positive and bounded functions, we find that if we omit $\lambda, \lambda_{0}$ in the limits of the last two integrals we commit errors o(1). Hence the difference between (8.24) and

$$
\int_{-B}^{-\Delta}\left\{\psi(\lambda-\nu)-\psi\left(\lambda_{0}-\nu\right)\right\} d \phi(\nu)
$$

tends to 0 , and the symmetry of $\chi$ with respect to $\phi$ and $\psi$ is proved.
If $\phi$ satisfies condition $\mathrm{N}_{0}$ and $\int_{-\infty}^{+\infty}|\mu||d \psi(\mu)|<\infty$, we may take for $\chi$ the integral

$$
\int_{-\infty}^{+\infty} \phi(\lambda-\mu) d \psi(\mu)
$$

which converges absolutely since $\phi(u)=o(|u|)$ for large $|u|$, and which differs from (8.23) by an additive constant.

If the two functions in (8.23) have a common discontinuity, the integral does not exist in the Riemann-Stieltjes sense. We may then either use the Lebesgue-Stieltjes definition or assume that one of the functions $\phi, \psi$ is continuous. The latter course is sufficient for most purposes since in our main applications (8.21) will be the Fourier integral of a function $L(x)$ vanishing outside a finite interval and having any prescribed number of continuous derivatives. $\dagger$ In this case (8.21) is
where

$$
\begin{gather*}
\int_{-\infty}^{+\infty} e^{i \lambda x} g(\lambda) d \lambda \\
g(\lambda)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i \lambda x} L(x) d x \tag{8.27}
\end{gather*}
$$

Such a $g$ is even analytic, and integration by parts shows that if $L$ has $k$ continuous derivatives then each derivative of $g$ is $O\left(|\lambda|^{-k}\right)$ at infinity.

It is useful to have a simple sufficient condition which guarantees that $\chi$ is of bounded variation over each finite interval. Suppose that $\phi$ satisfies condition $\mathbf{N}_{0}$, and denote the indefinite integral of $\phi$ by $\Phi$. If $d \psi(\lambda)=g(\lambda) d \lambda$, and if $\lambda g^{\prime}(\lambda) \in L(-\infty,+\infty)$, then, as we easily see, $g(\lambda)=o(l / \lambda)$ and, integrating by parts, we can write (8.23) in the form

$$
\int_{-\infty}^{+\infty}\left[\Phi(\lambda-\mu)-\Phi\left(\lambda_{0}-\mu\right)\right] g^{\prime}(\mu) d \mu
$$

This function is in $\Lambda_{1}$ (and in particular is of bounded variation) over each finite interval, since the formally differentiated integral is a locally bounded function.

It is also easy to verify that, if $\phi$ satisfies a condition stronger than $\mathbf{N}_{0}$, namely

$$
\int_{\lambda}^{\lambda+1}|d \phi(\mu)|=o(1) \quad(\lambda \rightarrow+\infty)
$$

and if $\psi$ is of bounded variation over ( $-\infty,+\infty$ ), then the $\chi$ in (8.23) is of bounded variation over each finite interval (and the result holds if $o(1)$ is replaced by $O(1)$ ).

[^42]The following result is an analogue of Theorem (4-20) of Chapter IX:
(8-28) Theorem. Suppose that $\phi$ satisfies condition $\mathbf{N}_{0}$, that $\int_{-\infty}^{+\infty}|\lambda||d \psi(\lambda)|<\infty$, and that $(8.22)$ is the formal product of $(8.20)$ and $(8.21)$. Then, if $L(x)$ is the value of (8.21), the two differences

$$
\begin{align*}
& \Delta_{\omega}(x)=\int_{-\omega}^{\omega} e^{i x \lambda} d \chi(\lambda)-L(x) \int_{-\omega}^{\omega} e^{i x \lambda} d \phi(\lambda)  \tag{8.29}\\
& \tilde{\Delta}_{\omega}(x)=\int_{-\omega}^{\omega}(-i \operatorname{sign} \lambda) e^{i x \lambda} d \chi(\lambda)-L(x) \int_{-\omega}^{\omega}(-i \operatorname{sign} \lambda) e^{i x \lambda} d \phi(\lambda) \tag{8.30}
\end{align*}
$$

converge uniformly over each finite interval as $\omega \rightarrow+\infty$, the former to limit 0 .
We consider only (8.29), the proof for (8.30) being similar, and take first, for simplicity, $x=0$. We may define $\chi$ by (8.25). Then

$$
\begin{align*}
\Delta_{\omega}(0) & =\chi(\omega)-\chi(-\omega)-L(0)\{\phi(\omega)-\phi(-\omega)\} \\
& =\int_{-\infty}^{+\infty}\{\phi(\omega-\mu)-\phi(\omega)\} d \psi(\mu)-\int_{-\infty}^{+\infty}\{\phi(-\omega-\mu)-\phi(-\omega)\} d \psi(\mu),
\end{align*}
$$

and it is enough to show that the last two integrals tend to 0 . This, in turn, will follow if we show that given an $\epsilon>0$ we have

$$
\begin{equation*}
|\phi(\omega-\mu)-\phi(\omega)|<\epsilon|\mu|, \quad|\phi(-\omega-\mu)-\phi(-\omega)|<\epsilon|\mu| \tag{8•32}
\end{equation*}
$$

for all $\mu$, provided $\omega$ is large enough. It is enough to consider the first inequality.
We observe that if $\mu^{\prime}$ and $\mu^{\prime \prime}$ tend both to $+\infty$ or to $-\infty$, then $\phi\left(\mu^{\prime \prime}\right)-\phi\left(\mu^{\prime}\right)$ is $o\left(\left|\mu^{\prime \prime}-\mu^{\prime}\right|+1\right)$. It follows that

$$
\begin{equation*}
\phi(\omega-\mu)-\phi(\omega)=o(|\mu|) \tag{8.33}
\end{equation*}
$$

if $\omega \rightarrow \infty, \mu \leqslant \frac{1}{2} \omega$, for then both $\omega$ and $\omega-\mu$ tend to $+\infty$. We also have (8.33) if $\omega \rightarrow \infty$, $\mu \geqslant 2 \omega$, for then the left-hand side is $o(\mu-\omega)+o(\omega)=o(\mu)$. Finally, if $\frac{1}{2} \omega \leqslant \mu \leqslant 2 \omega$, the left-hand side is $o(\omega)=o(\mu)$. Hence we have (8.33) for $\omega \rightarrow \infty$, uniformly in $\mu$, and the relation $\Delta_{\omega}(0) \rightarrow 0$ follows.

Passing to general $x$, write

$$
\int_{0}^{u} e^{i x t} d \phi(t)=\phi_{x}(u),
$$

and define $\psi_{x}(u), \chi_{x}(u)$ correspondingly. The first term on the right of (8.28) is $\chi_{x}(\omega)-\chi_{x}(-\omega)$, and is equal to

$$
\begin{aligned}
& \chi(\omega) e^{i x \omega}-\chi(-\omega) e^{-i x \omega}-i x \int_{-\omega}^{\omega} e^{i x \lambda} \chi(\lambda) d \lambda \\
& =\int_{-\infty}^{+\infty} e^{i x(\omega-\mu) \phi(\omega-\mu) e^{i x \mu} d \psi(\mu)-\int_{-\infty}^{+\infty} e^{i x(-\omega-\mu)} \phi(-\omega-\mu) e^{i x \mu} d \psi(\mu)} \\
& -i x \int_{-\infty}^{\omega} d \lambda \int_{-\infty}^{+\infty} e^{i x(\lambda-\mu)} \phi(\lambda-\mu) e^{i x \mu} d \psi(\mu) .
\end{aligned}
$$

The inner integral in the repeated integral converges absolutely. If we interchange the order of integration and combine the three integrals in one we obtain

$$
\int_{-\infty}^{\infty}\left\{\phi_{x}(\omega-\mu)-\phi_{x}(-\omega-\mu)\right\} d \psi_{x}(\mu) .
$$

Since the last term in (8.29) is $\left\{\phi_{x}(\omega)-\phi_{x}(-\omega)\right\} \int_{-\infty}^{+\infty} d \psi_{x}(\mu)$, we easily obtain the formula

$$
\Delta_{\omega}(x)=\int_{-\infty}^{+\infty}\left\{\phi_{x}(\omega-\mu)-\phi_{x}(\omega)\right\} d \psi_{x}(\mu)-\int_{-\infty}^{+\infty}\left\{\phi_{x}(-\omega-\mu)-\phi_{x}(-\omega)\right\} d \psi_{x}(\mu)
$$

analogous to (8.31). Since $\phi_{x}(\lambda)$ satisfiee condition $N_{0}$ uniformly in each finite interval of $x$, and $\left|d \psi_{x}\right|=|d \psi|$, the previous argument shows that $\Delta_{\omega}(x)$ tends to 0 uniformly over each finite interval. This completes the proof of (8.28).

The lemma which follows will be used in the next section. It is obviously a special case of a more general result which, however, is not needed.
(8.35) Lemma. If $\phi$ is bounded and
then

$$
\begin{gather*}
\sup _{0 \leq h<1}|\phi(u+h)-\phi(u)|=o\left(u^{-2}\right) \quad(u \rightarrow \pm \infty), \\
\int_{-\infty}^{+\infty} u^{2}|d \psi(u)|<\infty, \quad \psi( \pm \infty)=0 \tag{8•37}
\end{gather*}
$$

as $u \rightarrow \pm \infty$.
We first show that, if $\epsilon_{p}=o\left(p^{-2}\right)$, and $\eta(u)$ is bounded and $o\left(u^{-2}\right)$, then

$$
\begin{equation*}
\sum_{p=-\infty}^{+\infty} \epsilon_{p} \eta(u-p)=o\left(u^{-2}\right) . \tag{8.39}
\end{equation*}
$$

We suppose that $u \rightarrow+\infty$, and split the sum into two parts, $A$ and $B$, extended over $|p| \leqslant \frac{1}{2} u$ and $|p|>\frac{1}{2} u$ respectively. Then

$$
\begin{aligned}
& |A| \leqslant \sup _{v \geqslant \nmid u}|\eta(v)|_{p \mid<t u}\left|\epsilon_{p}\right|=o\left(u^{-2}\right) \cdot O(1)=o\left(u^{-2}\right), \\
& |B| \leqslant \sup _{|p|>\nmid u}\left|\epsilon_{p}\right|_{|p|> \pm u}|\eta(u-p)|=o\left(u^{-2}\right) \cdot O(1)=o\left(u^{-2}\right),
\end{aligned}
$$

and (8.39) follows.
Return to (8.38), and again suppose that $u \rightarrow+\infty$. We have

$$
\chi(u)=-\int_{-\infty}^{+\infty} \psi(v) d_{v} \phi(u-v),
$$

the integrated term being 0 since $\phi=O(1), \psi( \pm \infty)=0$. Split the integral into two, extended over $v \geqslant 0$ and $v \leqslant 0$ respectively; it is enough to show that the first of them is $o\left(u^{-2}\right)$.

We may suppose that $\phi$ and $\psi$ are real-valued, and also that $\psi(u)$ is monotonically decreasing to 0 in $(0, \infty)$; for otherwise we decompose $\psi$ into a difference of two such functions, the positive and negative variations of $\psi$, which also satisfy (8.37). Then if, for instance, $p>0$, (8.37) implies

$$
\psi(p)=-\int_{p}^{\infty} d \psi(u) \leqslant \frac{1}{p^{2}} \int_{p}^{\infty} u^{2}|d \psi(u)|=o\left(p^{-2}\right)
$$

Denote the upper bound of the left-hand side of (8-36) for $w \leqslant u \leqslant w+1$ by $\alpha(w)$;
clearly $\alpha(w)=o\left(w^{-2}\right)$. By the second mean-value theorem, denoting by $\theta_{p}$ numbers between 0 and 1, we have

$$
\left|\int_{0}^{\infty} \psi(v) d_{v} \phi(u-v)\right|=\left|\sum_{p=1}^{\infty} \psi(p-1) \int_{p-1}^{p-\theta_{p}} d_{v} \phi(u-v)\right| \leqslant \sum_{p=1}^{\infty} \psi(p-1) \alpha(u-p) .
$$

The last sum is $o\left(u^{-2}\right)$ by the previous remark about $\left\{\epsilon_{\nu}\right\}$ and $\eta(u)$.

## 9. Equiconvergence theorems

In Chapter IX, §4, we proved that if $\Sigma \mathrm{c}_{n} e^{i n x}$ is any series with coefficients tending to $0, F(x)$ the function obtained by integrating the series termwise twice, and $L(x)$ a periodic sufficiently differentiable function equal to 1 in an interval $J, a \leqslant x \leqslant b$, and to 0 outside an interval $J^{\prime}, a^{\prime} \leqslant x \leqslant b^{\prime}$, where $a^{\prime}<a<b<b^{\prime}$, then the differences

$$
\begin{gather*}
\sum_{|n| \leqslant N} c_{n} e^{i n x}-\frac{1}{\pi} \int_{J} F(t) L(t) D_{N}^{N}(x-t) d t, \\
\sum_{|n| \leqslant N}(-i \operatorname{sign} n) c_{n} e^{i n x}-\frac{1}{\pi} \int_{J^{\prime}} F(t) L(t) D_{N}^{\prime \prime}(x-t) d t \tag{9.2}
\end{gather*}
$$

converge uniformly in $J^{\prime}$, the limit of the first being 0 .
We need a corresponding result for integrals

$$
\int_{-\infty}^{+\infty} e^{i \lambda x} d \chi(\lambda)
$$

We denote by $F$ the function (8.13).
(9-4) Theorem. If $\chi$ satisfies condition $\mathrm{N}_{0}$, and $L(x)$ is differentiable five times, is equal to 1 in the interval $J, a \leqslant x \leqslant b$, and to 0 outside the interval $J^{\prime}, a^{\prime} \leqslant x \leqslant b^{\prime}$, then the differences

$$
\begin{gather*}
\int_{-\omega}^{\omega} e^{i \lambda x} d \chi(\lambda)-\frac{1}{\pi} \int_{J^{\prime}} F^{\prime}(t) L(t) \frac{d^{2}}{d t^{2}} \frac{\sin \omega(x-t)}{x-t} d t, \\
\int_{-\alpha}^{\omega}(-i \operatorname{sign} \lambda) e^{i \lambda x} d \chi(\lambda)-\frac{1}{\pi} \int_{J^{\prime}} F(t) L(t) \frac{d^{2}}{d t^{2}} \frac{1-\cos \omega(x-t)}{x-t} d t
\end{gather*}
$$

converge uniformly in $J$, the limit of $(9.5)$ being 0 .
We consider only $(9 \cdot 5)$. We may suppose that $\chi$ is constant in $(-1,+1)$. For if (9.3) is of the form $\int_{-1}^{+1} e^{i \lambda x} d \chi(\lambda)$, then the corresponding $F$ is an entire function, and the second integral in (9.5) is, after integration by parts,

$$
\pi^{-1} \int_{J^{\prime}}(F L)^{\pi} \frac{\sin \omega(x-t)}{x-t} d t
$$

and so converges uniformly to $\int_{-1}^{+1} e^{i \lambda x} d \chi(\lambda)$ in $J$.
Under our hypothesis, therefore,

$$
F(x)=\int_{-\infty}^{+\infty}\left(-e^{i \lambda x}\right) \lambda^{-2} d \chi(\lambda)
$$

It is natural to expect that if $I_{3}$ is the formal product of the trigonometric integrals $I_{1}$ and $I_{2}$, then

$$
I_{8}^{\prime \prime}=I_{1}^{\prime \prime} I_{2}+2 I_{1}^{\prime} I_{8}^{\prime}+I_{1} I_{2}^{\prime \prime}
$$

where products are formal products, and dashes denote formal differentiation. Take this formula temporarily for granted.

Denote the integral (9.7) by $\mathfrak{J}$ and write it as
where

$$
\begin{gather*}
\int_{-\infty}^{+\infty} e^{i \lambda x} d \mathrm{X}(\lambda),  \tag{9.9}\\
X(\lambda)=-\int_{-\infty}^{\lambda} \mu^{-2} d \chi(\mu) .
\end{gather*}
$$

Denote the Fourier integral of $L$ by $\mathfrak{F}[L]$. Then

$$
\begin{equation*}
\mathfrak{F}[L] \equiv \int_{-\infty}^{+\infty} e^{i \lambda x} g(\lambda) d \lambda \tag{9.11}
\end{equation*}
$$

where

$$
\begin{equation*}
g(\lambda)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} L(x) e^{-\imath \lambda x} d x=\frac{1}{2 \pi} \int_{J^{\prime}} L(x) e^{-\imath \lambda x} d x \tag{9.12}
\end{equation*}
$$

If $\mathfrak{F}$ is the formal product of $\mathfrak{J}$ and $\mathfrak{F}[L]$, we have, by $(9 \cdot 8)$,

$$
\begin{equation*}
\mathfrak{F}^{\prime \prime}=\mathfrak{J}^{\prime \prime} \mathfrak{F}[L]+2 \mathfrak{F}^{\prime} \mathfrak{F}\left[L^{\prime}\right]+\mathfrak{F} \mathfrak{F}\left[L^{\prime \prime}\right] \tag{9.13}
\end{equation*}
$$

since $\mathfrak{F}^{(k)}[L]=\mathfrak{F}\left[L^{(k)}\right]$ for $k=1,2$. Observing that $L=1, L^{\prime}=L^{\prime \prime}=0$ in $J$, and that the Fourier transforms of $L, L^{\prime}, L^{\prime \prime}$ are $O\left(\lambda^{-5}\right), O\left(\lambda^{-4}\right), O\left(\lambda^{-3}\right)$ respectively, we obtain, by an application of (8-29),

$$
\mathfrak{B}_{\alpha}^{\prime \prime}-\mathfrak{S}_{\omega}^{\prime \prime} \rightarrow 0
$$

uniformly in $J$, where $\mathfrak{J}_{\omega}$ and $\mathfrak{P}_{\omega}$ are symmetric partial integrals of $\mathfrak{J}$ and $\mathfrak{B}$. Since $\mathfrak{Y}_{0}^{\prime \prime}$ is the first integral $(9 \cdot 5)$, the theorem will be proved if we show that

$$
\begin{equation*}
\mathfrak{B}_{\omega}=\frac{1}{\pi} \int_{J^{\prime}} F(t) L(t) \frac{\sin \omega(x-t)}{x-t} d t \tag{9.14}
\end{equation*}
$$

It is enough to show that, under our hypotheses,

$$
\begin{equation*}
\mathfrak{F} \equiv \int_{-\infty}^{+\infty} e^{i \lambda x} p(\lambda) d \lambda \tag{9.15}
\end{equation*}
$$

where $p$ is continuous and

$$
\begin{equation*}
p(\lambda)=o\left(\lambda^{-2}\right) . \tag{9.16}
\end{equation*}
$$

For the last relation implies that $p(\lambda) \in L(-\infty,+\infty)$, and since, by (8.29), $\mathfrak{p}_{\mu}$ converges everywhere to $F(x) L(x)$, the equations (9•15) and

$$
p(\lambda)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} F(x) L(x) e^{-i \lambda x} d x
$$

lead to (9.14).
Now, in any case,

$$
\mathfrak{B} \equiv \int_{-\infty}^{+\infty} e^{i \lambda x} d P(\lambda),
$$

where

$$
P(\lambda)=\int_{-\infty}^{+\infty} g(\lambda-\mu) X(\mu) d \mu .
$$

Since $\mathbf{X}(\mu)=O(1), g(\mu)=O\left(\mu^{-5}\right)$, the last integral converges absolutely and uniformly provided $\lambda$ remains in a finite interval. The same holds if we substitute $g^{\prime}(\lambda-\mu)$ for
$g(\lambda-\mu)$ since, by $(9 \cdot 12), g^{\prime}(\lambda)$ is the Fourier transform of $-i x L(x)$. Hence $P$ has a continuous derivative

$$
p(\lambda)=P^{\prime}(\lambda)=\int_{-\infty}^{+\infty} g^{\prime}(\lambda-\mu) \mathrm{X}(\mu) d \mu=\int_{-\infty}^{+\infty} \mathrm{X}(\lambda-\mu) g^{\prime}(\mu) d \mu,
$$

and, by Lemma (8.35), $p(\lambda)=o\left(\lambda^{-2}\right)$.
Hence (9.4) is establishod. The estimate (9.16) was much better than we actuslly needed, but the equation

$$
\frac{1}{2 \pi} \int_{-\infty}^{+\infty} F(t) L(t) e^{-i \lambda t} d t=o\left(\lambda^{-2}\right)
$$

which follows from (9.16) and (9.17), will be useful later.
Return to ( $9 \cdot 8$ ). This is an analogue of a formula for the formal product of trigonomotric series (see Chaptor IX, (4-32)), but the proof for intograls is somewhat less simple. While $I_{1} I_{2}$, and so also $\left(I_{1} I_{2}\right)^{\prime \prime}$, has meaning if, for example, the $\phi$ in $I_{1}=\int_{-\infty}^{+\infty} e^{i \lambda x} d \phi$ satisfies condition $\mathrm{N}_{0}$ and the $\psi^{\prime}$ in $I_{2}=\int_{-\infty}^{+\infty} e^{i \lambda x} d \psi$ is of bounded variation over $(-\infty,+\infty)$, the right-hand side of (9.8) requires stronger conditions on $\phi$ and $\psi$ to be meaningful; wo prove ( $9 \cdot 8$ ) under the hypotheses (8.36) and (8.37), so that all terms in ( $9 \cdot 8$ ) have meaning.

We define $\chi$ by (8.23), write

$$
\chi_{k}(\lambda)=\int_{\lambda_{0}}^{\lambda} \mu^{k} d \chi(\mu)
$$

for $k=1,2$, and define $\phi_{k}(\lambda), \psi_{k}(\lambda)$ similarly. The right-hand side of (9.8) is $i^{2} \int_{-\infty}^{+\infty} e^{i \lambda x} d \chi_{*}(\lambda)$, where $\chi_{*}(\lambda)$ is

$$
\begin{aligned}
\int_{-\infty}^{+\infty}\left\{\left[\phi_{2}(\lambda-\mu)-\phi_{2}\left(\lambda_{0}-\mu\right)\right]\right. & +2\left[\phi_{1}(\lambda-\mu)-\phi_{1}\left(\lambda_{0}-\mu\right)\right] \mu \\
& \left.+\left[\phi(\lambda-\mu)-\phi\left(\lambda_{0}-\mu\right)\right] \mu^{2}\right\} d \psi(\mu) \\
= & \int_{-\infty}^{+\infty}\left\{\int_{\lambda_{0}-\mu}^{\lambda-\mu}\left(t^{2}+2 t \mu+\mu^{2}\right) d \phi(t)\right\} d \psi(\mu) \\
= & \int_{-\infty}^{+\infty}\left\{\int_{\lambda_{0}}^{\lambda} t^{2} d_{t} \phi(t-\mu)\right\} d \psi(\mu) \\
= & \int_{-\infty}^{+\infty}\left\{\lambda^{2}\left[\phi(\lambda-\mu)-\phi\left(\lambda_{0}-\mu\right)\right]\right. \\
& \left.-2 \int_{\lambda_{0}}^{\lambda} t\left[\phi(t-\mu)-\phi\left(\lambda_{0}-\mu\right)\right] d t\right\} d \psi(\mu) .
\end{aligned}
$$

If we split the last integral into two and invert the order of integration (this being justified by the hypotheses on $\phi$ and $\psi$ ), we obtain

$$
\lambda^{2} \chi(\lambda)-2 \int_{\lambda_{0}}^{\lambda} t \chi(t) d t=\int_{\lambda_{0}}^{\lambda} t^{2} d \chi(t)
$$

so that $\chi_{*}(\lambda)=\chi_{2}(\lambda)$, which implies (9.8).

The following two theorems are the main results of this section:
(9-19) First bquiconvergence theorem. If $\chi$ satisfies condition $\mathrm{N}_{0}$, then for any interval $J$ of length less than $2 \pi$ there is a trigonometric series $\Sigma c_{n} e^{i n x}$ with coefficients tending to 0 , such that the two differences

$$
\begin{gather*}
\int_{-\infty}^{\sim} e^{i \lambda x} d \chi(\lambda)-\sum_{|n|<\omega} c_{n} e^{i n x}, \\
\int_{-\infty}^{\omega}(-i \operatorname{sign} \lambda) e^{i \lambda x} d \chi(\lambda)-\sum_{|n| \leqslant \omega}(-i \operatorname{sign} n) c_{n} e^{i n x}
\end{gather*}
$$

tend uniformly to limits in $J$ as $\omega \rightarrow+\infty$, the first limil being 0 .
(9-22) Second equiconvrrarnce theorem. If $\chi$ satisfies condition $\mathbf{N}_{0}$, then for any interval $J$ of finite length there is an integral $\int_{-\infty}^{+\infty} c(\lambda) e^{i \lambda x} d \lambda$, where $c(\lambda)$ is continuous and tends to 0 with $1 / \lambda$, such that
and

$$
\begin{gather*}
\int_{-\infty}^{+\infty} e^{i \lambda x} d \chi(\lambda)-\int_{-\infty}^{\infty} e^{i \lambda x} c(\lambda) d \lambda  \tag{9.23}\\
\int_{-\infty}^{+\infty}(-i \operatorname{sign} \lambda) e^{i \lambda x} d \chi(\lambda)-\int_{-\infty}^{\infty}(-i \operatorname{sign} \lambda) e^{i \lambda x} c(\lambda) d \lambda \tag{1}
\end{gather*}
$$

tend uniformly to limits in $J$ as $\omega \rightarrow+\infty$, the first limil being 0 .
We consider only the differences (9.20) and (9.23) and begin with (9.20). Since $\lambda$ satisfies condition $\mathrm{N}_{0}$, it is enough to take $\omega=N+\frac{1}{2}$, where $N$ is an integer.

Let $J^{\prime}$ be an interval of length $2 \pi$ containing $J$ in its interior. Lot $L(x)$ be a function having five continuous derivatives, and equal to 1 in $J$ and to 0 outside $J^{\prime}$. Wo have (9.18) and, in particular,

$$
\frac{1}{2 \pi} \int_{J^{\prime}} F(x) L(x) e^{-i n x} d x=o\left(n^{-2}\right)
$$

so that the Fourier series of the periodic function coinciding with $F L$ in $J^{\prime}$ has coefficients o( $n^{-2}$ ).

Let $\Sigma c_{n} e^{i n x}$ be obtained by differentiating that Fourier series twice; then $c_{n} \rightarrow 0$ and, incidentally, $c_{0}=0$. Clearly

$$
\begin{equation*}
\sum_{|n|<N} c_{n} e^{i n x}=\frac{1}{\pi} \int_{J} F(t) L(t) \frac{d^{2}}{d t^{2}} \frac{\sin \left(N+\frac{1}{2}\right)(x-t)}{2 \sin \frac{1}{2}(x-t)} d t . \tag{9.26}
\end{equation*}
$$

By Theorem (9.4) with $\omega=N+\frac{1}{2}$,

$$
\begin{equation*}
\int_{-(N+i)}^{(N+i)} e^{i \lambda x} d \chi(\lambda)-\frac{1}{\pi} \int_{J} F(t) L(t) \frac{d^{2} \sin \left(N+\frac{1}{\frac{1}{2}}\right)(x-t)}{d t^{2}} d t \tag{9•27}
\end{equation*}
$$

tends uniformly to 0 in $J$ as $N \rightarrow+\infty$. If we show that

$$
\begin{equation*}
\int_{J} F(t) L(t) \frac{d^{2}}{d t^{2}}\left[\left\{\frac{1}{2 \sin \frac{1}{2}(x-t)}-\frac{1}{x-t}\right\} \sin \left(N+\frac{1}{2}\right)(x-t)\right] d t \tag{9.28}
\end{equation*}
$$

tends uniformly to 0 in $J$, the assertion of Theorem (9-19) concerning (9.20) will follow.

Fix an $x$ in $J$ and denote the difference in curly brackets in (9.28) by $\Delta(x-t)$. Performing the differentiation, we expreas (9-28) as a sum of three terms, one of which is

$$
\begin{equation*}
-\left(N+\frac{1}{2}\right)^{2} \int_{J^{r}} F(t) L(t) \Delta(x-t) \sin \left(N+\frac{1}{2}\right)(x-t) d t \tag{9.29}
\end{equation*}
$$

and the other two contain lower powers of $\left(N+\frac{1}{2}\right)$ (and higher derivatives of $\Delta$ ). We show that the terms tend to 0 ; it is enough to consider (9.29).

We need only observe that $\Delta(u)$ is analytic in $-2 \pi<u<2 \pi$, so that $L_{x}(t)=L(t) \Delta(x-t)$ has, like $L(t)$, five continuous derivatives; the fact that (9•29) tends to 0 then becomes a consequence of the general relation (9.18). Moreover, if $x \in J$ and $t \in J^{\prime}$, then $x-t$ stays in an interval $(-2 \pi+\epsilon, 2 \pi-\epsilon)$, and all estimates for $L_{x}(t)$ are uniform in $x$, with the result that (9.29) tends uniformly to $0 \mathrm{in} J$. We may consider the proof of $(9 \cdot 19)$ as completed.

The proof of (9.22) is even easier. By (9.18) the Fourier transform of $F L$ is $o\left(\lambda^{-2}\right)$. Hence, if $\int_{-\infty}^{+\infty} c(\lambda) e^{\gamma \lambda x} d \lambda$ is obtained by differentiating the Fourier integral of $F L$ twice, we have
and since, by (9.4),

$$
\int_{-\infty}^{\alpha} c(\lambda) e^{i \lambda x} d \lambda=\frac{1}{\pi} \int_{J^{\prime}} F(t) L(t) \frac{d^{2}}{d t^{2}} \frac{\sin \omega(x-t)}{x-t} d t
$$

$$
\int_{-\infty}^{\omega} e^{i \lambda x} d \chi(\lambda)-\frac{1}{\pi} \int_{J^{\prime}} F(t) L(t) \frac{d^{2}}{d t^{2}} \frac{\sin \omega(x-t)}{x-t} d t
$$

tends uniformly to 0 in $J$, the difference ( $9 \cdot 23$ ) also tends uniformly to 0 in $J$.
Incidentally, not only is the $c(\lambda)$ in (9.22) continuous but it may have as many derivatives as we please-oven infinitely many if $L$ is differentiable infinitely many times.
(9.30) Theorem. Suppose that $\chi$ satisfies condition $\mathrm{N}_{0}$ and that the $F$ in (8.13) satisfies in an interval $J$ of length less than $2 \pi$ an equation

$$
\begin{equation*}
F(x)=\int_{x_{0}}^{x} d u \int_{x_{0}}^{u} f(t) d t+A x+B \tag{9.31}
\end{equation*}
$$

where $A, B$ are constants, $x_{0}$ is a point of $J$, and $f$ is integrable over $J$. Then, if $J^{\prime}$ is any interval of length $2 \pi$ containing $J$ in its interior, $f^{*}$ a periodic function coinciding with $f$ in $J^{\prime}$, and $\Sigma c_{n}^{*} e^{i n x}$ the Fourier series of $f^{*}$, the differences

$$
\begin{gather*}
\int_{-\infty}^{\omega} e^{i \lambda x} d \chi(\lambda)-\sum_{|n|<\omega} c_{n}^{*} e^{i n x},  \tag{9.32}\\
\int_{-\infty}^{\infty}(-i \operatorname{sign} \lambda) e^{i \lambda x} d \chi(\lambda)-\sum_{|n|<\omega}(-i \operatorname{sign} n) c_{n}^{*} e^{i n x} \tag{9•33}
\end{gather*}
$$

converge uniformly in every interval $J^{*}$ interior to $J$, the limit of the first being 0 .
This is a consequence of (9.4). Consider, for example, (9.5). Integrating the second integral by parts, we find that $\int_{-\infty}^{+\infty} e^{i \lambda x} d \chi(\lambda)$ is uniformly equiconvergent on $J$ with the Fourier integral of the function $(F L)^{*}$, which on $J$ is equal to $f$ and so also to $f^{*}$. Since, by (1-3), the Fourier integral of $(F L)^{\prime \prime}$ is uniformly equiconvergent on $J^{*}$ with $S\left[f^{*}\right]$, the assertion follows.

Suppose that $\chi$ satisfies condition $\mathbf{N}_{9}$, and consider the function

$$
\begin{equation*}
\Phi(z)=\int_{0}^{\infty} e^{-\lambda s} d \chi(\lambda) \tag{9.34}
\end{equation*}
$$

of the complex variable $z=x+i y$. Integrating by parts we easily find that the integral (9.34) converges uniformly in each bounded closed subdomain of the half-plane $x>0$; in particular, $\Phi(z)$ is regular in this half-plane.

The following theorem genetalizes the theorem of Fatou-Riesz on the convergence of power series on the circle of convergence (see Chapter IX, (5•7)):
(9.35) Theorem. If $\chi$ satisfies condition $N_{0}$ and the $\Phi(z)$ in (9.34) is analytically continuable across a finite closed segment $J, a \leqslant y \leqslant b$, of the imaginary axis, then the integral $(9 \cdot 34)$ converges uniformly on $J$.

This is a simple consequence of (9.30). We may suppose that $\chi=0$ for $0 \leqslant \lambda \leqslant 1$, and that $b-a<2 \pi$. Denote $J$ by $J^{\prime \prime}$ and reserve the notation $J$ for a slightly larger closed segment across which $\Phi$ is still continuable. Consider the function

$$
\begin{equation*}
\Psi(z)=\int_{1}^{\infty} \lambda^{-2} e^{-\lambda v} d \chi(\lambda) \tag{9.36}
\end{equation*}
$$

It is regular in the half-plane $x>0$ and it is easy to see that the integral (9.36) converges uniformly in each bounded subset of the closed half-plane $x \geqslant 0$. For $x>0$ we have $\Psi^{\prime \prime}=\Phi$, so that $\Psi$ is continuable across $J$, and $-\Psi(i y)$ is a second integral of $\Phi(i y)$ on $a \leqslant y \leqslant b$. Since $-\Psi(i y)$ is the function $F$ formed for the integral $\int_{1}^{\infty} e^{-i \lambda \nu} d \chi(\lambda)$, and since the Fourier series of a periodic function which coincides with $\Phi(i y)$ for $a \leqslant y \leqslant b$ is obviously uniformly convergent on $J^{\prime \prime}$, the theorem follows.

We have already observed ( p .280 ) that if the integral (9.34) has at least one point of convergence on the imaginary axis, then $\chi$ must satisfy condition $\mathbf{N}_{0}$.

## 10. Problems of uniqueness

We shall now investigate the uniqueness of representation of functions by integrals

$$
\int_{-\infty}^{+\infty} e^{i \lambda x} d \phi(\lambda)
$$

and, in particular, by integrals

$$
\int_{-\infty}^{+\infty} e^{i \lambda x} c(\lambda) d \lambda,
$$

where $c(\lambda)$ is integrable over each finite interval. We may assume that $\phi$ has only regular discontinuities.
(10.3) Theorem. Suppose that (10.2) converges everywhere to a function $f(x)$ which is finite and integrable over each finite interval. Then

$$
c(\lambda)=(\mathrm{C}, 1) \frac{1}{2 \pi} \int_{-\infty}^{+\infty} f(x) e^{-i \lambda x} d x=\lim _{\omega \rightarrow+\infty} \frac{1}{2 \pi \omega} \int_{0}^{\omega} d w \int_{-\infty}^{\infty} f(x) e^{-i \lambda x} d x
$$

for almost all $\lambda$.

In view of Theorem (8.4), the function $\phi(\lambda)=\int_{0}^{\lambda} c(\mu) d \mu$ satisfies condition $\mathrm{N}_{0}$ :

$$
\begin{equation*}
\max _{0 \leqslant \Lambda \leqslant 1}\left|\int_{\lambda}^{\lambda+\Lambda} c(\mu) d \mu\right|=0(1) \quad(\lambda \rightarrow \pm \infty) . \tag{10.5}
\end{equation*}
$$

We begin by making a stronger assumption, from which we free ourselvee later, namely that $c(\lambda) \rightarrow 0$ as $\lambda \rightarrow \pm \infty$.

The theorem is obvious if $c(\lambda)$ vanishes outside a finite interval. We may therefore suppose without loss of genorality that $c(\lambda)=0$ in $(-1,1)$. Wo writo

$$
F(x)=-\int_{-\infty}^{+\infty} \mu^{-2} c(\mu) e^{i \mu x} d \mu .
$$

By Theorem (9.19), in each interval $J$ of length less than $2 \pi$ the integral (10.2) is uniformly equiconvergent with a sories $\Sigma c_{n} e^{i n x}$ having coofficients tending to 0 (and depending on $J$ ):

$$
\int_{-\infty}^{\infty} c(\lambda) e^{i \lambda x} d \lambda-\sum_{|n|<\infty} c_{n} e^{i n x} \rightarrow 0 \quad(x \in J) .
$$

We may suppose that, $c_{0}=0$ (see p. 289). If we intograte (10.7) twice ovor a subinterval $\left(x_{0}, x\right)$ of $J$ we get

$$
\begin{equation*}
\int_{-\infty}^{\omega}\left(-\lambda^{-2}\right) c(\lambda) e^{i \lambda x} d \lambda-\sum_{|n| \leqslant \omega}^{\prime}\left(-n^{-2}\right) c_{n} e^{i n x}-A_{\lrcorner} x-B_{u} \rightarrow 0 \quad(x \in J), \tag{10.8}
\end{equation*}
$$

where $A_{\lrcorner}$and $B_{\lrcorner}$are constants depending on $\omega$ and $x_{0}$ only. It is clear that $A_{\lrcorner}$and $B_{\alpha}$ must tend to limits as $\omega \rightarrow+\infty$. By Theorem (2.4), and Lemma (3.13) of Chapter IX, the series $-\Sigma^{\prime} n^{-2} c_{n} e^{i n x}$ converges in $J$ to a second integral of $f$. Hence

$$
\begin{equation*}
F(x)=\int_{0}^{x} d y \int_{0}^{y} f(t) d t+A x+B \tag{10.9}
\end{equation*}
$$

for $x$ in $J$. It might appear that the constants $A$ and $B$ may vary with $J$, but using the continuity and smoothness of $F$ (see (8•17)) we find that $A$ and $B$ are independent of $J$ and, since $J$ is arbitrary, (10.9) holds for $-\infty<x<+\infty . \dagger$

The hypothesis $c(\lambda)=o(1)$ implies that $c(\lambda) \lambda^{-2}$ is in $L(-\infty,+\infty)$, and the Riemann Lebeegue theorem applied to (10.6) shows that $F(x) \rightarrow 0$ as $x \rightarrow \pm \infty$. Inverting (10.6) we find that

$$
-\frac{c(\lambda)}{\lambda^{2}}=(\mathrm{C}, 1) \frac{1}{2 \pi} \int_{-\infty}^{+\infty} F(x) e^{-i \lambda x} d x=\lim _{\omega \rightarrow \infty} \frac{1}{2 \pi \omega} \int_{0}^{\omega} d w \int_{-w}^{w} F(x) e^{-i \lambda x} d x
$$

for almost all $\lambda$.
Now

$$
\int_{-\infty}^{w} F(x) e^{-i \lambda x} d x=\left[i F(x) \frac{e^{-i \lambda x}}{\lambda}+F^{\prime}(x) \frac{e^{-i \lambda x}}{\lambda^{2}}\right]_{x=-w}^{\infty}-\frac{1}{\lambda^{2}} \int_{-w}^{\omega} f(x) e^{-i \lambda x} d x
$$

if $\lambda \neq 0$. We have just observed that $F( \pm \infty)=0$, and integration by parts gives

$$
(\mathrm{C}, 1) \lim _{w \rightarrow+\infty} F^{\prime}( \pm w) e^{\mp i \lambda w}=0 .
$$

From this and the preceding two formulae we get (10.4).

[^43]Remark. If $c(\lambda)$ is continuous, or has only rogular discontinuitios of the first kind, then ( $10 \cdot 4$ ) holds for all $\lambda$. For $\lambda \neq 0$ this follows from the preceding argument. To prove the result for $\lambda=0$ we have to show, since $c(\lambda)=0$ near $\lambda=0$, that

$$
\omega^{-1} \int_{0}^{\omega} d w \int_{-\infty}^{\infty} f(t) d t \rightarrow 0 \quad(\omega \rightarrow+\infty)
$$

But, in view of ( 10.9 ), the left-hand side is

$$
\omega^{-1} \int_{0}^{\omega}\left[F^{\prime}(w)-F^{\prime}(-w)\right] d w=\omega^{-1}\left[F(\omega)+F(-\omega)-2 F^{\prime}(0)\right]=o(1)
$$

which proves the desired result.
Before we proceed with the proof we apply the results above to the integral (10.1). Suppose that ( $10 \cdot 1$ ) converges everywhere to an $f(x)$ integrable over each finito interval. Fix a $\rho \neq 0$. We have

$$
\int_{-\infty}^{+\infty} e^{i x \lambda} d \phi(\lambda)=f(x), \quad \int_{-\infty}^{+\infty} e^{i \lambda x} d \phi(\lambda+\rho)=f(x) e^{-i x \rho} .
$$

Subtracting these equations and integrating by parts we have

$$
\int_{-\infty}^{+\infty}[\phi(\lambda+\rho)-\phi(\lambda)] e^{i x \lambda} d \lambda=f(x) \frac{e^{-i \rho x}-1}{-i x}
$$

since the integrated term is 0 because of the condition $N_{0}$ for $\phi$. Hence, by the result alneady established,

$$
\phi(\lambda+\rho)-\phi(\lambda)=(\mathrm{C}, 1) \frac{1}{2 \pi} \int_{-\infty}^{+\infty} f(x) e^{-i \lambda x} \frac{e^{-i x \rho}-1}{-i x} d x
$$

since $\phi$ has only regular discontinuities. We come therefore to the following conclusion:
(10-15) Theorem. If (10.1) converges everywherc to an $f(x)$ integrable over each finite interval, we have ( 10.14 ) for all $\lambda$ and $\rho$.

Return to (10.3). It remains to remove the hypothesis $c(\lambda)=o(1)$. This was used to show that we have ( $10 \cdot 10$ ) and that the integrated terms in ( $10 \cdot 11$ ) tend to 0 as $w \rightarrow+\infty$. The latter need not be true under the hypothesis ( $10 \cdot 5$ ), but for our purposes it is enough to show that these terms tend to 0 by the method of the first arithmetic mean. We have to show that

$$
\begin{align*}
& \int_{0}^{\omega} F^{\prime}(w) e^{-i \lambda w} d w=o(\omega) \\
& \int_{0}^{\omega} F^{\prime}(w) e^{-i \lambda w} d w=o(\omega)
\end{align*}
$$

for each $\lambda \neq 0$, and that this still holds if $w$ is replaced by $-w$ in the integrand. It is enough to prove ( 10.16 ) and ( $10 \cdot 17$ ). Integration by parts shows that ( $10 \cdot 17$ ) is a consequence of ( 10.16 ) and the relation

$$
F(w)=0(w) \quad(\underset{\sim}{w} \rightarrow \pm \infty)
$$

and wo confine our attention to the latter two relations.
To prove ( $10 \cdot 18$ ), we may suppose that $w \rightarrow+\infty$ and that $c(\lambda)=0$ in $(-k, k)$, where
$k$ is arbitrarily large but fixed (by the Riemann-Lebesgue theorem the contribution of the interval $(-k, k)$ to $F(w)$ is $o(1)$ as $w \rightarrow \infty)$. Write (10.6) in the form

$$
F(w)=-\sum_{n=0}^{\infty} \int_{\pi n w^{-1} \leqslant|\mu| \leqslant \pi(n+1) w^{-1}} \mu^{-2} c(\mu) e^{i \mu w} d \mu
$$

Since $c(\lambda)=0$ in $(-k, k)$, it is enough to sum over those $n$ such that $\pi(n+1) w^{-1}>k$. Let $n_{0}$ be the smallest $n$ satisfying this inequality; clearly $n_{0} \simeq k w / \pi$. In each interval of integration in ( $10 \cdot 19$ ) the real and imaginary parts of $e^{i \kappa w}$ have at most oneextremum. Applying the second mean-value theorem and observing that the real and imaginary parts of $\phi$ satisfy condition $N_{0}$, we find that the series ( $10 \cdot 19$ ) is majorized in absolute value by a fixed multiple of

$$
\sum_{n=n_{0}}^{\infty}\left(\pi n w^{-1}\right)^{-2} \cdot O(1)=O\left(w^{2}\right) \sum_{n \geqslant n_{0}} n^{-2}=O\left(n_{0}^{-1} w^{2}\right)=O(w / k)
$$

and this proves ( $10 \cdot 18$ ).
Passing to ( $10 \cdot 16$ ), we observe that it is obviously true if $c(\mu)$ vanishes outside a finite interval, since in this case $F(w)=o(1)$. Fixing our $\lambda$, we may therefore suppose that $c(\mu)=0$ for $|\mu| \leqslant|\lambda|+1$. By (10.6) we may write the integral (10.16) in the form

$$
i \int_{-\infty}^{+\infty} \mu^{-8} c(\mu) \frac{e^{i(\mu-\lambda k \omega}-1}{\mu-\lambda} d \mu=i e^{-i \lambda \omega} \int_{-\infty}^{+\infty} \mu^{-2} c^{*}(\mu) e^{i \mu \omega} d \mu+O(1)
$$

where $c^{*}(\mu)=c(\mu) /(\mu-\lambda)$. By the second mean-value theorem, $c^{*}(\mu)$ satisfies a condition analogous to ( $\mathbf{1 0 . 5 \text { ), so that, applying to the last integral the decomposition of }}$ ( $10 \cdot 19$ ), with $\omega$ for $w$, and using estimates analogous to those of ( $10 \cdot 20$ ), we obtain (10.16).

It remains to prove (10.10). Since the integral representing $F(x)$ converges uniformly in every finite interval, we have

$$
\frac{1}{2 \pi \omega} \int_{0}^{\omega} d w \int_{-w}^{w} F(x) e^{-i x \lambda} d x=\frac{1}{\pi} \int_{-\infty}^{+\infty}\left(-\frac{c(\mu)}{\mu^{2}}\right) \frac{2 \sin ^{2} \frac{1}{2} \omega(\mu-\lambda)}{\omega(\mu-\lambda)^{2}} d \mu
$$

(see the remark on p. 247). If we show that the right-hand side tends to $-c(\lambda) / \lambda^{2}$ for almost every $\lambda$, the proof of $(10 \cdot 3)$ will be completed. Since this is true for functions $c(\lambda)$ vanishing outside a finite interval, it is enough to show that if $\lambda$ is fixed and if $c(\mu)=0$ for $-k \leqslant \mu \leqslant k$, where, say, $k \geqslant|\lambda|+1$, then the integrad is small for $k$ large, but fixed, and $\omega \rightarrow \infty$. Writing $c_{*}(\mu)=-c(\mu) /(\mu-\lambda)^{2}$, we present the integral in the form

$$
\frac{2}{\omega} \cdot \sum_{n \geqslant n_{0}} \int_{\pi n \omega^{-1}<|\mu|<\pi(n+1) \omega^{-1}} c_{*}(\mu) \mu^{-2} \sin ^{2} \frac{1}{2} \omega(\mu-\lambda) d \mu
$$

and the argument follows the same line as in (10.20).
Remarks. (a) If the $f$ of Theorem (10.3) is identically 0 , then $c(\lambda) \equiv 0$. In this special case the proof given above simplifies somewhat. A similar remark applies to Theorem (10.15).
(b) If instead of assuming the convergence of (10.2) we merely suppose that $\phi$ satisfies condition $\mathrm{N}_{0}$ and the two functions

$$
f_{*}(x)=\liminf _{\omega \rightarrow+\infty} \int_{-\infty}^{\omega} e^{i \lambda x} c(\lambda) d \lambda, \quad f *(x)=\limsup _{\omega \rightarrow+\infty} \int_{-\infty}^{+\infty} e^{i \lambda x} c(\lambda) d \lambda
$$

are finite except for a denumerable set of $x$, and one of them is integrable over each finite interval, then $f_{*}=f^{*}$ almost everywhere and we have ( 10.4 ) for almost all $\lambda$, where $f(x)$ is the common value of $f_{*}(x)$ and $f^{*}(x)$. This follows from the preceding argument and the corresponding result for Fourier series (Chapter IX, (3.25)).

We recall certain definitions and results from Chapter IX. A point set $E$ is said to be a set of uniqueness for trigonometric series, or a U-set, if each series

$$
\sum_{-\infty}^{+\infty} c_{n} e^{i n x}
$$

which converges to 0 in the complement of $E$, vanishes identically. A set which is not U is called a set of multiplicity, or an M-set.

Similar definitions may be introduced for trigonometric integrals
or integrals

$$
\begin{align*}
& \int_{-\infty}^{+\infty} c(\lambda) e^{i \lambda x} d \lambda,  \tag{10-22}\\
& \int_{-\infty}^{+\infty} e^{i \lambda x} d \chi(\lambda) . \tag{10.23}
\end{align*}
$$

A set $E$ is a $U$-set for integrals (10.22), if the convergence of an integral (10.22) in the complement of $E$ to 0 implies that $c(\lambda) \equiv 0$; for integrals ( 10.23 ) we replace the latter condition by $\chi=$ const. Sets which are not $U$ are called $M$-sets. To avoid misunderstanding, $U$-sets for expressions ( 10.21 ), ( 10.22 ), and ( 10.23 ) will be denoted respectively by $U_{s}, U_{i}$, and $U_{i^{\prime}}$, and the corresponding $M$-sets by $M_{i}, M_{i}, M_{i}$. Sets $U_{s}$ and $M_{8}$ if considered on $(-\infty,+\infty)$, are periodic, of period $2 \pi$; the other sets are, in general, non-periodic.

We confine our attention to measurable sets. Sets $U_{s}$ are then of measure 0 (Chapter IX, §6). The converse is not true: among sets of measure 0 there are $\mathrm{M}_{\mathbf{s}}$-sets (see Chapter IX, § 6, and Chapter XII, (11-17), (11-18)). Sets $\mathrm{U}_{i}$ and $\mathrm{U}_{i^{\prime}}$ are also of measure 0 ; the proof is the same as for sets $U_{\text {. }}$.

Formal multiplication of trigonometric series shows that
(a) If $a \mathrm{U}_{\text {s }}$-set $E$ is contained in an open interval $J$, and if a series $\Sigma c_{n} e^{i n x}$ converges to 0 in $J-E$, then the series converges to 0 in $J$.

Let $\lambda(x)$ have three continuous derivatives, be distinct from 0 in $J$, and equal to 0 elsewhere. The formal product of $\Sigma c_{n} e^{i n x}$ by $S[\lambda]$ converges to 0 in the complement of $E$, and so everywhere. It follows that $\Sigma c_{n} e^{i n x}$ converges to 0 in $J$.

From this it follows at once that
(b) If a set $E$ is locally $\mathrm{U}_{s}$ (that is, if for every $x$ there exists a neighboushood $N_{x}$ of $x$ such that $E N_{x}$ is $\mathrm{U}_{s}$ ), then $E$ is a $\mathrm{U}_{s}-s e t$.

Results $(a)$ and $(b)$ hold for sets $\mathrm{U}_{i}$ and $\mathrm{U}_{i}$, and the proofs are essentially unchanged.
(10.24) Theorem. Sets $\mathrm{U}_{s}, \mathrm{U}_{i}, \mathrm{U}_{i^{\prime}}$ are locally the same.

It is clear that each set $\mathrm{U}_{i^{\prime}}$ is both $\mathrm{U}_{s}$ and $\mathrm{U}_{i}$, and the theorem will be established if we show that
(i) every set $\mathrm{U}_{s}$ of diameter less than $2 \pi$ is $\mathrm{U}_{i}$;
(ii) every set $U_{i}$ of finite diameter is $U_{i}$.
(i) Suppose that $E$ is a $U_{s}$-set of diameter less than $2 \pi$, and that an integral (10.23) converges to 0 in the complement of $E$. Let $J$ be an open interval containing $E$ and
of length less than $2 \pi$. By ( $9 \cdot 19$ ), there is a series $\Sigma c_{n} e^{i n x}$, with coefficients tending to 0 , equiconvergent with the integral on $J$. By proposition (a) above, the series converges to 0 in $J$. Hence the same holds for the integral, and since the latter, by hypothesis, converges to 0 outside $J$, it converges to 0 everywhere, and so is identically 0 . This gives (i), and the proof of (ii) is similar, except that instead of (9.19) we use (9.22).

Proposition (i) shows that every set $E$ which is an $\mathbf{M}_{i^{\prime}}$ and has diameter less than $2 \pi$ is an $M_{g}$. But the argument just used gives also a series of multiplicity for $E$. For if an integral ( 10.23 ) converges to 0 in the complement of $E$ but is not identically 0 , and if $J$ and $\Sigma c_{n} e^{i n x}$ have the same meaning as above, then the latter series converges to 0 in $J-E$ but not at each point of $J$. Hence the formal product of $\Sigma \sum_{n} e^{i n x}$ by $S[L]$, where $L$, sufficiently differentiable, is 0 outside $J$ and different from 0 in $J$, is a trigonometric series which converges to 0 in the complement of $E$ but not everywhere. A similar remark applies to (ii).

Given a set $E$ and a number $l$, we denote by $E_{l}$ the set of points $l x$, where $x \in E$.
We now prove the following result which was stated in Chapter IX, (6•18):
(10.25) Theorem. If $E$ is contained in $J_{0}: 0 \leqslant x<2 \pi$, and is a $U_{s}$-set, then each $E_{l}$, $l>0$, which is contained in $J_{0}$ is also a $\mathrm{U}_{s}$-set.

We may suppose that $x=0$ is not in $E$, since otherwise we first prove the theorem for the set $E$ minus the point 0 , and then add $x=0$ to $E_{l}$ (since adding a point to a $U_{s}$-set does not affect the $\mathrm{U}_{s}$-character of the set). Then both $E$ and $E_{l}$ are interior to ( $0,2 \pi$ ).

Consider a series $\Sigma c_{n} e^{i n x}, S$ say, converging to 0 at each point of $(0,2 \pi)$ which is not in $E_{l}$. Let $x_{0}$ be a point of $E$; it is enough to show that $S$ converges to 0 at $l x_{0}$.

Denote by $J$ an open interval containing $x_{0}$; then $J_{l}$ contains $l x_{0}$. We take $J$ so small that both $J$ and $J_{l}$ are contained, together with their endpoints, in the interior of $(0,2 \pi)$. Since $S$ converges to 0 in $J_{l}-E_{l}$, the series

$$
\Sigma c_{n} e^{i n l x}
$$

converges to 0 in $J-E$. Treating (10.26) as an integral $\int_{-\infty}^{+\infty} e^{i \lambda x} d \chi(\lambda)$ and applying (9•19), we find a trigonometric series $\Sigma c_{n}^{\prime} e^{i n x}$ with coefficients tending to $0, S^{\prime}$ sey, equiconvergent with ( $10 \cdot 26$ ) on $J$. By proposition (a) above, $S^{\prime}$ converges to 0 in $J$. Hence ( $10 \cdot 26$ ) converges to 0 in $J$, and in particular at $x_{0}$. It follows that $S$ converges to 0 at $l x_{0}$, and the proof of $(10 \cdot 25)$ is completed.

The fact that if $E$ is a $\mathrm{U}_{i}$-set, then each $E_{l}$ is also a $\mathrm{U}_{i}$-set, is much more obvious and follows by a change of variable in the integral. Similarly it is immediate that if $E$ is a $\mathrm{U}_{i^{\prime}}$-set, so is $E_{l^{\prime}}$.

A set $E$ of period $2 \pi$ and measure 0 will be called a $U_{s}^{*}$-set, if every trigonometric series converging in the complement of $E$ to a finite and integrable function $f$ is necessarily $S[f] . \dagger$ Every $U_{s}^{*}$-set is obviously a $U_{s}$-set; whether the converse is true seems not to be known except in the case when $E$ is closed. For, by the principle of localization, if $\Sigma c_{n} e^{i n x}$ converges outside a closed set $E,|E|=0$, to an $f \in \mathrm{~L}$, then the difference between the series and $S[f]$ converges to 0 outside $E$, and so is identically 0 if $E$ is U .
(10-27) Theorem. If a set $E$ is locally $\mathrm{U}_{s}^{*}$, then it is $\mathrm{U}_{s}^{*}$.
Suppose a trigonometric series $S$ converges in the complement of $E$ to a finite and integrable function $f$. Consider any point $x_{0}$ and an open interval $J$ containing $x_{0}$ $\dagger$ Cf. Chapter IX, p. $\mathbf{8 5 0}$.
such that $J E$ is $U_{0}^{*}$. Let $J^{\prime}$ be an interval containing $x_{0}$ and totally interior to $J, L(x)$ a sufficiently differentiable function equal to 1 on $J^{\prime}$ and to 0 outaide $J$, and $T=S S[L]$. Clearly $T=S[f L]$, and since $S$ and $T$ are uniformly equiconvergent on $J^{\prime}$, the function $F$ obtained by integrating $S$ twice is, on $J^{\prime}$, a second integral of $f$ :

$$
\begin{equation*}
F(x)=\int_{0}^{x} d y \int_{0}^{y} f(t) d t+A x+B \quad\left(x \in J^{\prime}\right) . \tag{10.28}
\end{equation*}
$$

By the Heine-Borel theorem, and the continuity and smoothness of $F,(10.28)$ is valid for all $x$, with $A$ and $B$ independent of $x$. Hence $S=S[f]$.

A set $E \subset(-\infty,+\infty)$ of measure 0 will be called a $U_{i}^{*}$-set, if every trigonometric integral (10.2) converging outside $E$ to a finite function $f(x)$ integrable over each finite interval is the Fourier integral of $f$ in the sense of (10-4).
(10.29) Theorgm. Every set $E$ which is locally $\mathrm{U}_{s}^{*}$, is $\mathrm{U}_{i}^{*}$. Every set $E$ which is $\mathrm{U}_{i}^{*}$ and of diameter less than $2 \pi$, is $\mathrm{U}_{i}^{*}$.

Suppose that a set $E \subset(-\infty,+\infty)$ is locally $U_{s}^{*}$, and that an integral (10.22), $I$ say, converges outside $E$ to a finite $f(x)$ integrable over each finite interval. Let $J$ be an interval of length less than $2 \pi$, and $S$ a trigonometric series with coefficients tending to 0 uniformly equiconvergent with $I$ on $J$. As in the proof of (10.27), we find that $S$ when integrated twice represents in $J$ a second integral of $f$. Hence by integrating $I$ formally twice we also obtain a function which on $J$ is a second integral of $f$. This leads to the formula ( 10.9 ), valid for all $x$, with $A$ and $B$ independent of $x$, and the Fourier character of $I$ follows as in the proof of Theorem (10-3).
The proof of the second part of ( 10.29 ) is similar.
The idea of extending results from trigonometric series to trigonometric integrals by using the equiconvergence theorems of the preceding section can be applied in many other cases. For example, we may obtain an analogue of Theorem (10.25) for $\mathrm{U}_{i}^{*}$-sets; we may obtain uniqueness theorems for integrals ( $\mathbf{1 0 \cdot 2 2}$ ) or ( $\mathbf{1 0 . 2 3 \text { ) sumabable }}$ by Abel's method; we may consider limits of indetermination for integrals, etc. No new difficulties appear if it is only a matter of translating results from series to integrals (or conversely), and there is no point in considering such results in detail.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. If $\phi \in L^{2}(-\infty,+\infty)$, the Hilbert transform $\phi$ satisfies

$$
\|\phi\|_{2}=\|\phi\|_{2} .
$$

2. If $\left\{\phi_{\nu}\right\}$ is orthonormal over $(-\infty,+\infty)$, so is $\left\{\phi_{\nu}\right\}$; if $\left\{\phi_{\nu}\right\}$ is, in addition, complete, so is $\left\{\phi_{\nu}\right\}$.
3. Let $\psi_{0}, \psi_{1}, \psi_{2}, \ldots$ be orthonormal and complete over a finite interval $(-\sigma, \sigma)$, and let $\psi_{\nu}$ be the Hilbert transform of the function equal to $\psi_{\nu}$ in $(-\sigma, \sigma)$ and to 0 elsewhere. Then the system $\left\{\mathcal{Z}_{\nu}\right\}$ is orthonormsal over $(-\infty,+\infty)$, and is complete with respect to functions which are in $L^{2}(-\infty,+\infty)$ and restrictions to the real axis of functions from $E^{\sigma}$ (p.272).

In particular, if $P_{0}(x), P_{1}(x), \ldots$ are Legendre polynomials, the functions

$$
Q_{n}(x)=\frac{1}{\pi} \int_{-1}^{+1} \frac{P_{\pi}(\ell)}{x-\ell} d t
$$

are orthogonal over $(-\infty,+\infty)$, and form a system complete with respect to functions which are both in $E^{1}$ and $L^{2}(-\infty,+\infty)$.
4. Let $a_{\nu}^{2}+b_{p}^{2} \leqslant 1,0<2 h \leqslant \lambda_{1}<\lambda_{3}<\ldots, \lambda_{\nu+1} / \lambda_{\nu} \geqslant 3$ for $\nu=1,2, \ldots$, and let

$$
F_{N}(x)=\frac{1}{\pi} \int_{-\infty}^{x} \frac{\sin ^{2} y h}{y^{2} h} \prod_{\nu=1}^{N}\left(1+a_{\nu} \cos \lambda_{\nu} y+b_{\nu} \sin \lambda_{\nu} y\right) d y .
$$

Then $F_{N}(x)$ is a distribution function (p. 262) and tends, uniformly over any finite interval, as $N \rightarrow \infty$, to a continuous distribution function $F(x)$ satisfying

$$
\frac{1}{2} a_{\nu}=\int_{-\infty}^{+\infty} \cos \lambda_{\nu} x d F(x), \quad \frac{1}{2} b_{\nu}=\int_{-\infty}^{+\infty} \sin \lambda_{\nu} x d F(x)
$$

( $F(x)$ is an anslogue of the Riesz product; Chapter V,§7). If, in addition, $\Sigma\left(a_{v}^{8}+b_{v}^{\frac{2}{v}}\right)=\infty, F$ is singular. Similarly, if $\Sigma\left(a_{v}^{8}+b_{v}^{2}\right)<\infty$ and if the $\lambda_{\nu}$ satisfy the same hypotheees as before, the function

$$
f(x)=\frac{\sin ^{2} h x}{x^{2} h} \prod_{\nu=1}^{\infty}\left(1+i a_{\nu} \cos \lambda_{\nu} x+i b_{\nu} \sin \lambda_{\nu} x\right)=g+i h
$$

is bounded, is in $L(-\infty,+\infty)$ and satisfies

$$
\frac{1}{8} a_{\nu}=\frac{1}{\pi} \int_{-\infty}^{+\infty} h(x) \cos \lambda_{\nu} x d x
$$

with a similar formula for $b_{\nu}$. The functions $F$ and $f$ can be used to obtain for Fourier integrals theorems analogous to those of Chapter XII, § 7.
5. If $\Sigma\left|a_{\nu}\right|^{2}<\infty, 0<\lambda_{1}<\lambda_{2}<\ldots, \lambda_{\nu+1} / \lambda_{\nu}>q>1$ then $\Sigma a_{\nu} e^{i \lambda_{\nu}=}$ converges almost everywhere. (Kac [1].)
[Let $\delta$ be so small that the intervals $\left(\lambda_{\nu}-\delta, \lambda_{\nu}+\delta\right)$ do not overlap, and let

$$
f(x)=a_{\nu} \text { for } x \in\left(\lambda_{\nu}-\delta, \lambda_{\nu}+\delta\right), \quad f(x)=0 \text { elsewhere }
$$

Then $f \in L^{2}, \int_{0}^{\lambda_{n}} f(t) e^{i t z}\left(1-t / \lambda_{n}\right) d t$ tends to a limit almost everywhere, and aince the hypothees imply that $\lambda_{n}^{-1} \int_{0}^{\lambda_{e}} t|f(t)| d t \rightarrow 0$,

$$
\lim _{n \rightarrow \infty} \int_{0}^{\lambda_{n}} f(t) e^{i t z} d t=\frac{2 \sin \delta x}{x} \lim \sum_{\nu=1}^{n} a_{\nu} e^{i \lambda_{v} x}
$$

existe almost everywhere.]
6. If $0<\lambda_{1}<\lambda_{3}<\ldots, \lambda_{\nu+1} / \lambda_{\nu}>q>1, \lambda_{-\nu}=-\lambda_{\nu}$, and if $\Sigma c_{\nu} e^{i \lambda_{\nu} *}$ converges in a set of positive measure, then $\Sigma\left|c_{\nu}\right|^{2}<\infty$. (Kac [1], Hartman [1].)
[The proof is analogous to that of Theorem (6.4) of Chapter $V$; we use the fact that the system $\left(e^{i \lambda} \nu^{*}\right\}$ is orthogonal over $(-\infty,+\infty)$ with respect to a weight function $x^{-2} \sin ^{2} \delta x$.]
7. If the $\lambda_{\nu}$ satisfy the hypotheses of Example 6, if $c_{-\nu}=\tilde{c}_{\nu}$, and if the symmetric partial sums of $\Sigma c_{\nu} e^{i \lambda_{\nu}=}$ are bounded below in a set of positive measure, then $\Sigma\left|c_{\nu}\right|^{2}<\infty$.
8. Suppose that $f(x)$ is integrable over every finite interval and that $\Sigma\left(\int_{n}^{n+1}|f(y)| d y\right)^{2}$ converges. If $f_{\omega}(x)$ is equal to $f(x)$ in $(-\omega, \omega)$ and to 0 elsewhere, and if $\hat{f}_{\omega}$ is the Fourier tranaform of $f_{\omega}$, then there is a function $\hat{f}$ such that $\hat{f}(x) ;(1+|x|) \in L^{2}(-\infty,+\infty)$ and

$$
\text { ( } \dagger \text { ) } \int_{-\infty}^{+\infty} \frac{\left|\hat{f}_{\omega}(x)-\hat{f}(x)\right|^{2}}{1+x^{2}} d x \rightarrow 0 \quad(\omega \rightarrow \infty) .
$$

In particular, $\hat{f}$ converges to $\hat{f}_{\omega}$ in $L^{\mathbf{2}}$ over every finite interval. (Wiener [5].)
[If $g \in L(-\infty,+\infty)$ and $G$ is the indefinite integral of $g$, then
(*) $\frac{\sin h x}{h x} \int_{-\infty}^{+\infty} g(t) e^{-i k t} d t=\int_{-\infty}^{+\infty} \frac{G(x+h)-G(x-h)}{2 h} e^{-i x t} d t$.
Denoting by $F$ and $F_{\omega}$ the indefinite integrals of $f$ and $f_{\omega}$ we therefore have ( ${ }^{*}$ ) with $f_{\omega}, F_{\omega}$ for $g$, $G$. The hypotheees about $f$ imply that $\phi_{\lambda}(x)=\left(F^{\prime}(x+h)-F(x-h)\right\} / 2 h$ is in $L^{2}(-\infty,+\infty)$ and that $\left\|\phi_{A}-\phi_{k, \omega}\right\|_{s} \rightarrow 0$ as $\omega \rightarrow \infty$, where $\phi_{A, \omega}$ is the $\phi_{\lambda}$ for $F_{c}$. Since

$$
\begin{equation*}
\left\|\frac{\sin h x}{h x}\left(\hat{f}_{\omega}(x)-\hat{f}_{\omega}(x)\right)\right\|_{2}=\left\|\hat{\phi}_{h, c}-\hat{\phi}_{m, \sim}-\right\|_{2}=\left\|\phi_{m, c}-\phi_{M, \sim} \sim\right\|_{2} \tag{**}
\end{equation*}
$$

and since the right-hand side tends to 0 as $\omega, \omega^{\prime} \rightarrow \infty$, it follows that $\int_{-\pi / 2 h}^{\pi / 2 h}\left|\hat{f}_{\omega}-\hat{f}_{\omega} \cdot\right|^{2} d x \rightarrow 0$ for each $h>0$, and so there is an $\hat{f}$ such that $\hat{f}_{\omega}$ tends to $\hat{f}$ in $L^{2}$ over every interval.

To obtain the stronger form of the assertion we observe that $f_{\omega}\left(x+\frac{1}{2} \pi\right)$ is the Fourier transform of $e^{-t=i t} f_{\alpha}(t)$. Hence, from (*) with $h=1$ we deduce that

$$
\int_{-\infty}^{+\infty}\left(\frac{\sin x}{x}\right)^{2}\left|\hat{f}_{\omega}\left(x+\frac{\pi}{2}\right)-\hat{f}_{\omega^{\prime}}\left(x+\frac{\pi}{2}\right)\right|^{2} d x=\int_{-\infty}^{+\infty} \frac{\cos ^{2} x}{\left(x-\frac{1}{2} \pi\right)^{2}}\left|\hat{f}_{\omega}(x)-\hat{f}_{\omega^{\prime}}(x)\right|^{2} d x \rightarrow 0
$$

as $\omega, \omega^{\prime} \rightarrow \infty$. Considering the intervals $-\pi \leqslant x \leqslant \pi$ and its complement separately, using the weaker result obtained above and the fact that $\cos ^{2} x+\sin ^{2} x=1$, we arrive at the desired conclusion.

If $f$ satisfies the hypothesis that $\Sigma\left(\int_{n}^{n+1}|f(y)| d y\right)^{\prime}<\infty$, where $1<p<2$, then

$$
\hat{f}(x) /(1+|x|) \in \mathrm{L}(-\infty,+\infty)
$$

and we have ( $\dagger$ ) with exponents 2 replaced by $p^{\prime}$ throughout.]
9. Let $\zeta=\rho e^{i \theta}, z=x+i y$. A function $f(\zeta)$, regular in $\mid \zeta,<1$, is said to belong to the class $\mathrm{H}^{+}$, $r>0$, if there is a finite $\mu$ such that

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(\rho e^{i \theta}\right)\right|^{r} d \theta \leqslant \mu^{r} \quad(0<\rho<1)
$$

(cf. Chapter VII, §7). Correspondingly, a function $F^{\prime}(z)$, regular in the half-plane $x>0$ will be said to belong to the class $\mathfrak{S}^{7}$, if there is a finite $M$ such that

$$
\frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left|F^{\prime}(x+i y)\right| r d y \leqslant M^{r} \quad(0<x<\infty)
$$

Consider the correspondence

$$
\zeta=\frac{z-1}{z+1}, \quad z=\frac{1+\zeta}{1-\zeta}
$$

between the circle and the half-plane.
(i) A necessary and sufficient condition that a function $F(z)$ regular for $x>0$ should belong to $\mathfrak{S}^{\prime}$ is that
should belong to $\mathrm{H}^{\prime}$.

$$
f(\zeta)=2^{1 / \tau}(1-\zeta)^{-2 / r} F(z)
$$

(ii) A necessary and sufficient condition that a function $f(\zeta)$ regular for $|\zeta|<1$ should belong to $\mathrm{H}^{r}$ is that

$$
F(z)=2^{1 / r}(1+z)^{-2 / r} f(\zeta)
$$

should belong to $\mathfrak{F}^{r}$.
(iii) If for $\mu$ and $M$ in the definitions above we take the least admissible values, then $\mu=M$ in (i) and (ii).
10. If $f \in L^{p}(-\infty,+\infty), 1<p<\infty$ and

$$
\phi(x)=\sup _{\epsilon>0}\left|-\frac{1}{\pi} \int_{\epsilon}^{\infty} \frac{f(x+t)-f(x-t)}{t} d t\right|,
$$

then $\|\phi\|_{>} \leqslant A,\|f\|_{\mathcal{D}}$. (Cf. Chapter VII, (7.38).)

## CHAPTER XVII

## A TOPIC IN MULTIPLE FOURIER SERIES

## 1. General remarks

The notions of orthogonslity of functions, of Fourier coefficients, and of Fourier series, initially defined for functions of a single variable, extend without difficulty to functions of several variables.

If $D$ is a set in the $m$-dimensional Euclidean space $E^{m}$, functions $\phi_{1}(p), \phi_{2}(p), \ldots$ of a point $p$ in $D$ are said to form an orthogonal system in $D$ if

$$
\int_{D} \phi_{j}(p) \bar{\phi}_{k}(p) d p \begin{cases}=0 & (j \neq k) \\ =\lambda_{j}>0 & (j=k)\end{cases}
$$

for all $j, k$; here $d p$ denotes the element of $m$-dimensional volume. If

$$
c_{n}=\frac{1}{\lambda_{n}} \int_{D} f(p) \bar{\phi}_{n}(p) d p
$$

are the Fourier coefficients of $f$ with respect to $\left\{\phi_{n}\right\}, \Sigma c_{n} \phi_{n}$ is the Fourier series of $f$, and we write

$$
f(p) \sim \sum c_{n} \phi_{n}(p)
$$

Results obtained for general orthogonal series of a single variable extend to the case of several variables, and the proofs remain in general the same. (Replacing single by $m$-dimensional integration is purely formal.) In particular, we still have Bessel's inequality, the Riesz-Fischer theorem, the equivalence of the notions of a complete and closed orthogonal system (Chapter IV, § 1), etc.

Suppose that for each $j=1,2, \ldots, m$ the system

$$
\phi_{j}^{j}(x), \quad \phi_{2}^{j}(x), \quad \ldots, \quad \phi_{n}^{j}(x), \quad \ldots
$$

is orthogonal in an interval $\left(a_{j}, b_{j}\right)$. It is clear that the functions

$$
\phi_{n_{1}, n_{2}}, \ldots, n_{m}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\phi_{n_{1}}^{1}\left(x_{1}\right) \phi_{n_{3}}^{2}\left(x_{2}\right) \ldots \phi_{n_{m}}^{m}\left(x_{m}\right)
$$

are then orthogonal in the $m$-dimensional interval (parallelopiped)

$$
a_{j} \leqslant x_{j} \leqslant b_{j} \quad(j=1,2, \ldots, m),
$$

and the $\lambda$ 's associated with (1-3) are the products of the corresponding $\lambda$ 's for (1.2). Finally, if all the systems (1-2) are complete, so is (1.3). $\dagger$

The system $\left\{e^{i n x}\right\}_{n-0, \pm 1, \pm 2} \ldots$ is orthogonal and complete over ( $-\pi, \pi$ ), and all the $\lambda$ 's are equal to $2 \pi$. Hence the system

$$
e^{\left\langle n_{1} x_{1}+n_{2} x_{2}+\cdots+n_{m} x_{m}\right\rangle} \quad\left(-\infty<n_{j}<+\infty ; j=1,2, \ldots, m\right)
$$

is orthogonal and complete over the $m$-dimensional cube

$$
Q:-\pi \leqslant x_{j} \leqslant \pi \quad(j=1,2, \ldots, m)
$$

[^44]the Fourier coefficients of an $f$ integrable over $Q$ are
\[

$$
\begin{align*}
c_{n_{1}}, \ldots, n_{m} & (2 \pi)^{-m} \int_{0} f\left(y_{1}, \ldots, y_{m}\right) e^{-i\left(n_{1} y_{1}+\ldots+n_{m} \nu_{m}\right)} d y_{1} \ldots d y_{m} \\
& f\left(x_{1}, \ldots, x_{m}\right) \sim \Sigma c_{n_{1}, \ldots, n_{m}} e^{i\left(n_{1} x_{1}+\ldots+n_{m} x_{m}\right)}
\end{align*}
$$
\]

and we write
We denote the series by $S[f]$. We do not arrange the terms of $S[f]$ linearly (as in ( $1 \cdot 1$ )), but treat it as a multiple series. We may consider $f$ as defined over $E^{m}$ and periodic (i.e. periodic in each $x_{j}$ ).

The completeness of (1-4) implies (see Chapter IV, § 1) the validity of the Parseval formula

$$
\Sigma\left|c_{n_{1}, \ldots, n_{m}}\right|^{2}=(2 \pi)^{-m} \int_{Q}\left|f\left(x_{1}, \ldots, x_{m}\right)\right|^{2} d x_{1} \ldots d x_{m}
$$

It often simplifies formulae if we use vector notation. We denote points or vectors $\left(x_{1}, \ldots, x_{m}\right),\left(y_{1}, \ldots, y_{m}\right), \ldots$ by the corresponding bold letters $\mathbf{x}, \mathbf{y}, \ldots$. Points ( $n_{1}, \ldots, n_{m}$ ) with integral co-ordinates are denoted by $n$, and the point $(0,0, \ldots, 0)$ by 0 and $(1,1, \ldots, 1)$ by 1 . The symbols $k x$ (where $k$ is real) and $\mathbf{x}+\mathbf{y}$ mean the vectors ( $k x_{1}, \ldots, k x_{m}$ ) and ( $x_{1}+y_{1}, \ldots, x_{m}+y_{m}$ ) respectively, and ( xy ) stands for the scalar product $x_{1} y_{1}+\ldots+x_{m} y_{m}$. Finally, we write $|\mathbf{x}|$ for $\left(x_{1}^{2}+\ldots+x_{m}^{2}\right)^{\frac{1}{2}}$, and $d \mathbf{x}$ for the element of volume $d x_{1} d x_{2} \ldots d x_{m}$.

With this notation, (1.4) is $e^{i(0 x)}$, and (1.5), (1.6) and (1.7) take respectively the forms

$$
\begin{gathered}
c_{\mathrm{n}}=(2 \pi)^{-m} \int_{0} f(\mathrm{y}) e^{-i(\mathrm{n} \mathbf{y})} d \mathbf{y}, \\
f(\mathbf{x}) \sim \Sigma c_{\mathrm{n}} e^{i(\mathrm{nx})}, \\
\Sigma\left|c_{\mathrm{n}}\right|^{2}=(2 \pi)^{-m} \int_{0}|f(\mathbf{x})|^{2} d \mathbf{x}
\end{gathered}
$$

The theory of multiple Fourier series (1-6) is vast, but much of it is a straightforward extension of resulte for a single variable. Only those results are of interest, of course, which have no counterpart for a single variable, or whose proofs require essentially new ideas. In this chapter we confine our attention to a rather special topic, namely the rectangular summability of Fourier series (see below) and its applications, and in this section we collect a few simple facts and definitions.

The proof of the Riemann-Lebesgue theorem (Chapter II, (4.4)) is based on Bessel's inequality and holds for the system (1-4): the coefficients $c_{n}$ of any integrable function $f$ tend to 0 as $|\mathbf{n}| \rightarrow \infty$; this means that only a finite number of the $c_{n}$ exceed numerically a given $\epsilon>0$. A slightly more general version, analogous to Theorem (4.6) of Chapter II and proved in the same way, asserts that if $f$ is integrable over $E^{m}$, then

$$
\int_{E^{m}} f(y) e^{i(x y)} d y
$$

tends to 0 as $|\mathbf{x}| \rightarrow \infty$.
If $D$ is any bounded domain in $E^{m}$ and $f \sim \Sigma c_{n} e^{i(a s)}$, a sum

$$
\sum_{\mathrm{D} \in D} c_{\mathrm{D}} e^{i(\mathrm{XX})}
$$

is a partial sum of $S[f]$; we denote it by $S_{D}(x)$, or by $S_{D}(\mathbf{x} ; f)$. If we have a sequence of domains $D_{1}, D_{2}, \ldots$ such that each $\mathbf{n}$ belongs to all $D_{j}$ with $j$ large enough, we may ask
if $S_{D_{j}}(x)$ converges to $f$ (pointwise or in some norm) as $j \rightarrow \infty$. This problem has many aspects since the $D_{j}$ may have various shapes. In general, however, partial sums are not adequate to represent the function and, as in the case of a single variable, we may have to consider various means of partial sums.

The most important special cases are when the $D_{j}$ are either $m$-dimensional spheres or $m$-dimensional intervals, with centre at 0 . Spherical partial sums are

$$
\sum_{\mid=1<R} c_{n} e^{t(\max )},
$$

and the rectangular ones can be written

$$
\begin{equation*}
\sum_{|n,|<N,} c_{n} e^{i n(n)} . \tag{1.9}
\end{equation*}
$$

We shall also use for (1-9) the notations $S_{N_{1}, \ldots, N_{m}}(x)$ or $S_{1}(x)$ or $S_{2}[f]$.
The spherical and rectangular partial sums of an $S[f]$ behave in many respects quite differently. Each type requires a different technique and makes appeal to different properties of $f$. If we consider $S[f]$ primarily as an orthogonal series, it is natural to arrange its terms according to the magnitude of $|\mathbf{n}|$, and dealing with spherical partial sums has advantages. On the other hand, there are problems where rectangular partial sums, and their means, are indispenssble. This is, in particular, true of the problems of the behaviour of multiple power series

$$
\Sigma c_{n_{1}, \ldots, n_{m}} z_{1}^{n_{1}} \ldots z_{m}^{n_{m}}
$$

near the boundary of the domain of convergence.
In this chapter we consider only rectangular partial sums of S[f], and their means. We shall be concerned exclusively with the (C,1) (that is, the first arithmetic) means

$$
\sigma_{\mathbf{n}}(\mathbf{x})=\sigma_{n_{1}, \ldots, n_{m}}(\mathbf{x})=\frac{1}{\left(n_{1}+1\right) \ldots\left(n_{m}+1\right)} \sum_{0}^{n_{1}, \ldots, n_{m}} S_{k_{1}, \ldots, k_{m}}(\mathbf{x}),
$$

and the Abel means

$$
f(\mathbf{r}, \mathbf{x})=\Sigma c_{n_{1}, \ldots, n_{m}} r_{1}^{n_{2}} ; \ldots r_{m}^{\left|m_{m}\right|} e^{u\left(n_{1} x_{1}+\ldots+n_{m} x_{m}\right)} .
$$

While for one-dimensional series the method ( $C, 1$ ) is stronger than ordinary convergence, and the method A stronger than ( $C, 1$ ), and while under certain conditions the same holds in the multi-dimensional case, these conditions are quite restrictive and complicated, and we shall not be concerned with them here. The methods (C, 1) and $A$ have interesting features: the $\sigma_{\mathrm{a}}$ are trigonometric polynomials in $m$ variablee, and the A-means are harmonic functions of each pair of variables ( $r_{j}, x_{j}$ ), and so also of their totality. As with one-dimensional series, the methods run largely parallel, and in general it is enough to prove results for one of them only.

It is easy to see that the partial sums of $\mathrm{S}[f]$ are given by

$$
\begin{align*}
S_{\mathbf{a}}(\mathrm{x}) & =\pi^{-m} \int_{0} f\left(x_{1}+t_{1}, \ldots, x_{m}+t_{m}\right) \prod_{j=1}^{m} D_{n_{j}}\left(t_{j}\right) d t_{1} \ldots d t_{m} \\
& =\pi^{-m} \int_{0} f(\mathbf{x}+\mathrm{t}) D_{\mathbf{n}}(\mathrm{t}) d \mathbf{t}=\pi^{-m} \int_{0} f(\mathrm{t}) D_{\mathbf{n}}(\mathrm{x}-\mathrm{t}) d \mathbf{t}
\end{align*}
$$

using the obvious abbreviation

$$
\begin{equation*}
D_{\mathrm{n}}(\mathrm{t})=D_{n_{1}}\left(t_{1}\right) \ldots D_{\pi_{m}}\left(t_{m}\right) . \tag{1-13}
\end{equation*}
$$

Similarly, if $K_{n}(t)$ and $P(r, t)$ are the Féjer and Poisson kernels, and we set

$$
\begin{align*}
K_{\mathrm{n}}(\mathrm{t}) & =K_{n_{1}}\left(t_{1}\right) \ldots K_{n_{m}}\left(t_{m}\right) \\
P(\mathbf{r}, \mathrm{t}) & =P\left(r_{1} \cdot t_{1}\right) \ldots P\left(r_{m}, t_{m}\right)
\end{align*}
$$

we have

$$
\begin{align*}
\sigma_{\mathrm{n}}(\mathbf{x}) & =\pi^{-m} \int_{0} f(\mathbf{x}+\mathbf{t}) K_{\mathbf{n}}(\mathbf{t}) d \mathbf{t} \\
f(\mathbf{r}, \mathbf{x}) & =\pi^{-m} \int_{0} f(\mathbf{x}+\mathbf{t}) P(\mathbf{r}, \mathbf{t}) d \mathbf{t}
\end{align*}
$$

The right-hand side of (1-17) is the Poisson integral of $f$.
It is useful to observe that if $f\left(x_{1}, \ldots, x_{m}\right)=f_{1}\left(x_{1}\right) \ldots f_{m}\left(x_{m}\right)$ we have

$$
S_{\mathbf{a}}(\mathbf{x} ; f)=S_{n_{1}}\left(x_{1} ; f_{1}\right) \ldots S_{n_{m}}\left(x_{m} ; f_{m}\right)
$$

and corresponding formulae hold for $\sigma_{n}(\mathbf{x})$ and $f(r, x)$.
We have to discriminate between various kinds of convergence of multiple sequences. We say that $\mathrm{n}=\left(n_{1}, \ldots, n_{m}\right)$ tends to $+\infty$ if each $n_{j}$ tends to $+\infty$, and we say that $\left\{s_{\mathrm{a}}\right\}$ converges to limit $s$ if for each $\epsilon>0$ we have $\left|s_{\mathrm{a}}-s\right|<\epsilon$ provided that all $n_{3}$ are large enough. This definition, as opposed to one with $|\mathbf{n}| \rightarrow \infty$, imposes no condition on infinitely many of the $s_{n}$, and as a result there are occasionally difficulties in operating with it. Sometimes we have $s_{\mathrm{n}} \rightarrow s$ as $|\mathbf{n}| \rightarrow \infty$; this happens, for example, in the Riemann-Lebesgue theorem.

In defining summability ( $\mathrm{C}, 1$ ) we suppose that the $(\mathrm{C}, 1)$ means $\sigma_{\mathrm{a}}$ tend to a limit as $\mathrm{n} \rightarrow \infty$.

In Abel summability we have a variable $\mathbf{r}=\left(r_{1}, \ldots, r_{m}\right)$ tending continuously to $1=(1, \ldots, 1)$, and the preceding remarks apply also to this case. If $z=\left(z_{1}, \ldots, z_{m}\right)$, $\mathbf{z}^{0}=\left(z_{1}^{0}, \ldots, z_{m}^{0}\right)$ and if $\left|z_{j}\right|<1,\left|z_{j}^{0}\right|=1$ for each $j$, we say that $z$ tends non-tangentially to $\mathbf{z}^{0}$, if each $z_{j}$ tends non-tangentially to $z_{j}^{0}$.

If

$$
\Sigma \gamma_{n_{1}, \ldots, n_{m}} r_{1}^{\left|n_{1}\right|} \ldots r_{m}^{\left|n_{m}\right|} e^{i\left(n_{1} x_{1}+\cdots+n_{m} x_{m}\right)}
$$

tends to a limit s as ( $r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}$ ) tends non-tangentially to ( $e^{i x_{i}^{0}}, \ldots, e^{i x_{m}^{0}}$ ), we say that $\Sigma \gamma_{n_{1}, \ldots, n_{m}} e^{i\left(n_{1} x_{1}^{0}+\cdots+n_{m} x_{m}^{0}\right)}$ is summable $\mathrm{A}^{*}$ to sum 8 .

Return to $\sigma_{\mathrm{n}}(\mathbf{x})$ and $f(\mathrm{r}, \mathrm{x})$. By ( $1 \cdot 14$ ) and ( $1 \cdot 15$ ), we have

$$
\pi-m \int_{0} K_{\mathrm{n}}(\mathrm{t}) d \mathrm{t}=1, \quad \pi-m \int_{0} P(\mathrm{r}, \mathrm{t}) d \mathbf{t}=1
$$

From this, the positiveness of $K_{\mathrm{n}}(\mathrm{t})$ and $P(\mathrm{r}, \mathrm{t})$, and (1.16) and (1.17), we see that if $m \leqslant f \leqslant M$, both $\sigma_{\boldsymbol{n}}$ and $f(\mathbf{r}, \mathbf{x})$ satisfy the same inequality.

Let $r \geqslant 1$. Applying Jensen's inequality to ( $1 \cdot 16$ ), and using the first equation ( $1 \cdot 19$ ) we obtain, successively,

$$
\begin{gathered}
\left|\sigma_{\mathrm{n}}(\mathbf{x})\right|^{r} \leqslant \pi^{-m} \int_{0}|f(\mathbf{x}+\mathbf{t})|^{r} K_{\mathbf{n}}(\mathbf{t}) d \mathbf{t} \\
\quad \int_{Q}\left|\sigma_{\mathrm{n}}(\mathbf{x})\right|^{r} d \mathbf{x} \leqslant \int_{Q}|f(\mathbf{x})|^{r} d \mathbf{x}
\end{gathered}
$$

The inequalities hold for $f(\mathbf{r}, \mathbf{x})$.
The following theorem is an extension of the classical theorems of Fejer and Poisson (see Chapter III, (3.4), (6.11)) to multiple Fourier series.
(1-20) Theorrm. If $f$ is bounded, then $S[f]$ is summable both $(\mathrm{C}, 1)$ and $\mathrm{A}^{*}$ at each point of continuity, and the summability is uniform over any closed set of points of continuity.
We shall see presently that the condition that $f$ should be bounded is essential. Consider summability (C, 1). If $0<\delta<\pi$, then, by ( $1 \cdot 14$ ),

$$
\int_{Q .11 \mid 20} K_{\mathrm{a}}(\mathbf{t}) d \mathbf{t} \rightarrow 0
$$

as $\mathbf{n} \rightarrow \infty$, since the domain of integration can be split into a finite number of subdomains in each of which at least one of the $t_{j}$ satisfies $\delta m^{-\frac{t}{l}} \leqslant\left|t_{j}\right| \leqslant \pi$, so that the corresponding $K_{n_{j}}\left(t_{j}\right)$ tands uniformly to 0 , while the integral of the product of the remaining $K$, even if taken over the whole of $Q$, remains bounded. Suppose now that $x_{0}$ is a point of continuity of $f$. Write

$$
\sigma_{\mathbf{a}}\left(\mathbf{x}_{0}\right)-f\left(\mathbf{x}_{0}\right)=\pi^{-m} \int_{Q}\left[f\left(\mathbf{x}_{0}+\mathbf{t}\right)-f\left(\mathbf{x}_{0}\right)\right] K_{\mathbf{a}}(\mathbf{t}) d \mathbf{t},
$$

and split the integral on the right into two, one extended over a small sphere $|\mathbf{t}| \leqslant \delta$, and the other over the remainder of $Q$. The first integral is small with $\delta$, for all $\mathbf{n}$, and if $\delta$ is fixed the second is small as $\mathbf{n} \rightarrow \infty$. (Observe that $\left|f\left(\mathbf{x}_{0}+\mathbf{t}\right)-f\left(\mathbf{x}_{0}\right)\right| \leqslant 2 M$, where $M=\sup |f|$, and use (1.21).) Hence $\sigma_{\mathrm{n}}\left(\mathbf{x}_{0}\right)-f\left(\mathbf{x}_{0}\right)$ tends to 0 , and uniformly in $\mathbf{x}_{0}$ if $\mathbf{x}_{0}$ is in a closed set of points of continuity of $f$. The argument is the same for summability A and, with minor modifications, for summability $\mathrm{A}^{*}$.
(1-23) Theorem. If $f \in L^{p}, 1 \leqslant p<\infty$, then $\left\|f-\sigma_{\mathrm{a}}\right\|_{p} \rightarrow 0$ as $\mathrm{n} \rightarrow \infty$; the result holds also for the Abel means.
Here

$$
\|f\|_{p}=\left\{\int_{Q}|f(\mathbf{x})|^{p} d \mathbf{x}\right\}^{1 / p} .
$$

Suppose that $\phi$ is continuous, periodic and such that $\|f-\phi\|_{p}<\epsilon$. Then

$$
\left\|f-\sigma_{\mathrm{a}}[f]\right\|_{p} \leqslant\|f-\phi\|_{p}+\left\|\phi-\sigma_{\mathrm{n}}[\phi]\right\|_{p}+\left\|\sigma_{\mathrm{n}}[\phi-f]\right\|_{p},
$$

and the first and last terms on the right are less than $\epsilon$, while the middle term tends to 0 as $\mathbf{n} \rightarrow \infty$. Hence $\left\|f-\sigma_{\mathbf{n}}[f]\right\|_{p} \rightarrow \mathbf{0}$.
We now consider problems of localization. Suppose that $f=0$ in a neighbourhood $|\mathbf{x}| \leqslant \delta$ of $\mathbf{0}$. We show by an example that this does not necessarily imply that $S_{\mathrm{n}}(\mathbf{0} ; f)$ converges to 0 .

Suppose, for simplicity, that $m=2$ and set $f(\mathbf{x})=f_{1}\left(x_{1}\right) f_{\mathbf{2}}\left(x_{2}\right)$, where $f_{1}$ and $f_{2}$ are continuous, $f_{1}(x)=0$ for $|x| \leqslant \delta$, and $S_{n}\left(0 ; f_{2}\right)$ is unbounded (Chapter VIII, $\left.\S 1\right)$. Then $f(\mathbf{x})=0$ for $|\mathbf{x}| \leqslant \delta$, and

$$
\begin{equation*}
S_{\mathbf{a}}(\mathbf{0} ; f)=S_{n_{1}}\left(0 ; f_{\mathbf{1}}\right) S_{n_{\mathbf{z}}}\left(0 ; f_{\mathbf{z}}\right) . \tag{1-25}
\end{equation*}
$$

Considering suitable $f_{1}$ we may suppose that $S_{n_{1}}\left(0 ; f_{1}\right) \neq 0$ for infinitely many $n_{1}$, so that, if $n_{2}$ increases sufficiently rapidly, the hypothesis $S_{n_{2}}\left(0 ; f_{2}\right) \neq O$ (1) implies that (1-25) is unbounded for $n \rightarrow \infty$. Hence, even in the case of continuous functions, the principle of localization does not hold for spherical neighbourhoods.

Clearly, the principle of localization does hold for continuous, or even only bounded, functions and spherical neighbourhoods, provided we consider not the partial sums but the ( $\mathrm{C}, 1$ ) or Abel means; this is a consequence of Theorem (1-20). In the above
assertion the condition of boundedness is essential and cannot be omitted. Take the example $f(\mathbf{x})=f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right)$, but this time with $f_{2}$ integrable and with $\sigma_{n}\left(0 ; f_{2}\right) \neq O(1)$ (take say $f_{2}(x)=\Sigma n^{-1} \cos n x$ ). Then

$$
\sigma_{\mathbf{n}}(0, f)=\sigma_{n_{1}}\left(0, f_{1}\right) \sigma_{n_{2}}\left(0, f_{2}\right) \neq O(1)
$$

though $f=0$ near $\mathbf{x}=0$.
This example shows that the condition of boundedness in ( $1 \cdot 20$ ) cannot be dropped.
Given an $\mathbf{x}^{0}=\left(x_{1}^{0}, \ldots, x_{n}^{0}\right)$ and a $\delta>0$, we call the set of $\mathbf{x}$ satisfying at least one of the inequalities

$$
\left|x_{1}-x_{1}^{0}\right|<\delta, \quad \ldots, \quad\left|x_{n}-x_{n}^{0}\right|<\delta
$$

a cross-neighbourhood of $\mathbf{x}^{0}$. (For $m=2$ it actually has a cross-like shape.) Its diameter does not tend to 0 with $\delta$.
(1-27) Theorem. If $f=0$ in a cross-neighbourhood of $\mathbf{x}_{0}$, then $S_{\mathrm{n}}\left(\mathbf{x}_{0} ; f\right), \sigma_{\mathrm{n}}\left(\mathbf{x}_{0}, f\right)$ and $f\left(\mathbf{r}, \mathbf{x}_{0}\right)$ all tend to 0 as $\mathbf{n} \rightarrow \infty$ or $\mathbf{r} \rightarrow 1$.

For $S_{0}$ the result is a censequence of the Riemann-Lebesgue theorem. For the $\sigma_{\mathrm{n}}$ and $f(\mathbf{r}, \mathbf{x})$ it is a consequence of the fact that $K_{\mathrm{n}}(\mathbf{t})$ and $\boldsymbol{P}(\mathbf{r}, \mathbf{t})$ tend to 0 uniformly outside every cross-neighbourhood of 0 . It is easy to see that the convergence of $\sigma_{\mathbf{n}}$ and $f(\mathbf{r}, \mathbf{x})$ is uniform in every $m$-dimensional interval $\left|x_{j}-x_{j}^{0}\right| \leqslant \delta^{\prime}, j=1, \ldots, m$, $\delta^{\prime}<\delta$; this result holds also for the $S_{n}$, but requires a somewhat more delicate proof, similar to that of Theorem (6.3) of Chapter II.

Theorem (1-27) expresses the principle of localization for cross-neighbourhoods.

## 2. Strong differentiability of multiple integrals and its applications

The problems of summability of Fourier series have close connexions with the problems of the differentiability of integrals. The differentiability of multiple integrals has features which do not appear in the one-dimensional case.

Let $f(\mathbf{x})=f\left(x_{1}, \ldots, x_{m}\right)$ be integrable over the cube

$$
Q: 0 \leqslant x_{j} \leqslant 1 \quad(j=1, \ldots, m) .
$$

The integral of $f$ over any subset $E$ of $Q$ is denoted by $F(E)$. We shall denote subintervals $a_{j} \leqslant x_{j} \leqslant b_{j}, j=1, \ldots, m$, of $Q$ by $I$.

We say that $I$ tends to $\mathbf{x}$ if $I$ contains $\mathbf{x}$ and if all dimensions $b_{f}-a_{f}$ tend to 0 . If, in addition, the ratio of each two dimensions remains bounded, we say that $I$ tends restrictedly to $\mathbf{x}$.

The classical theorem of Lebesgue asserts that for almost all $x$ the ratio

$$
\frac{F(I)}{|I|}=\frac{\int_{I} f(\mathbf{y}) d \mathbf{y}}{|I|}
$$

converges to $f(\mathbf{x})$ if $I$ tends restrictedly to $\mathbf{x}$. Examples show that the condition of restrictedness is essential and cannot be omitted. (For a stronger statement see part (ii) of Theorem (2.2) below.)

If (2.1) has a finite limit as $I$ tends unrestrictedly to x , we say that $F$ is strongly differentiable at $\mathbf{x}$. In view of the theorem of Lebesgue, if $F$ is strongly differentiable in a set $E$, the limit of (2.1) must be $f(\mathbf{x})$ almost everywhere in $\mathbb{K}$.

We write systematically

$$
f^{*}(\mathbf{x})=\sup _{I) \mathbf{x}} \frac{\int_{I}|f(\mathbf{y})| d \mathbf{y}}{|\bar{I}|}
$$

For positive $f$ the modulus sign in the numerator can be omitted.
(2-2) Theorem. (i) If $|f|\left(\log ^{+}|f|\right)^{m-1}$ is integrable (in particular, if $f$ is in any $\mathrm{L}^{\boldsymbol{p}}, p>1$ ), the integral $F$ of $f$ is strongly differentiable almost everywhere.
(ii) Given any $\phi(u), u \geqslant 0$, positive, increasing, and such that $\phi(u)=o\left(u \log ^{m-1} u\right)$ for $u \rightarrow \infty$, there is an integrable $f \geqslant 0$ such that $\phi(f)$ is also integrable and $(2 \cdot 1)$ is unbounded at each $\mathbf{x}$ as I tends to $\mathbf{x}$.
(iii) With the norm $\|f\|_{p}=\left(\int_{Q}|f|^{p} d y\right)^{1 / p}$, we have

$$
\begin{align*}
& \mid f^{*}\left\|_{p} \leqslant A_{p, m}\right\| f \|_{p} \quad(p>1) \\
& \left\|f^{*}\right\|_{1} \leqslant A_{m} \int_{Q_{i}}|f|\left(\log ^{+}|f|\right)^{m} d \mathbf{y}+A_{m} \\
& \left\|f^{*}\right\|_{\mu} \leqslant A_{\mu, m} \int_{Q}|f|\left(\log ^{+}|f|\right)^{m-1} d \mathbf{y}+A_{\mu m} \quad(0<\mu<1) .
\end{align*}
$$

We do not prove (ii); it is included here only to show that (i) cannot be improved. It is enough in (i) and (iii) to consider non-negative $f$.
We begin with (iii) and recall the following results (Chapter I, Theorem (13.15)). If $g(x), 0 \leqslant x \leqslant 1$, is integrable and non-negative, and $g^{*}(x)=\sup _{\lambda+0}\left\{h^{-1} \int_{x}^{x+h} g d t\right\}^{\dagger}$, then

$$
\begin{align*}
& \left\|g^{*}\right\|_{p} \leqslant A_{p}\|g\|_{p} \quad(p>1) \\
& \left\|g^{*}\right\|_{1} \leqslant A \int_{0}^{1} g \log ^{+} g d t+A \\
& \left\|g^{*}\right\|_{\mu} \leqslant A_{\mu}\|g\|_{1} \quad(0<\mu<1)
\end{align*}
$$

From (2.7) we shall deduce that for $r \geqslant 2$ we have

$$
\begin{equation*}
\int_{0}^{1} g^{*} \cdot\left(\log ^{+} g^{*}\right)^{r-1} d t \leqslant A_{r} \int_{0}^{1} g \cdot\left(\log ^{+} g\right)^{r} d t+A_{r} \tag{2.9}
\end{equation*}
$$

It is enough to prove this for $g$ non-increasing (see Chapter I, (13.4)), when

$$
g^{*}(x)=x^{-1} \int_{0}^{x} g d t .
$$

Since $\psi(u)=u\left(\log ^{+} u\right)^{r-1}$ is non-decreasing and convex, Jensen's inequality, together with (2•7), gives

$$
\begin{aligned}
\int_{0}^{1} \psi\left(g^{*}\right) d x & =\int_{0}^{1} \psi\left(\frac{1}{x} \int_{0}^{x} g(t) d t\right) d x \leqslant \int_{0}^{1}\left\{x^{-1} \int_{0}^{x} \psi(g) d t\right\} d x \leqslant A \int_{0}^{1} \psi(g) \log +\psi(g) d x+A \\
& =A \int_{0}^{1} g\left(\log ^{+} g\right)^{r-1} \log ^{+}\left\{g \cdot\left(\log ^{+} g\right)^{r-1}\right\} d x+A \leqslant A_{r} \int_{0}^{1} g \cdot\left(\log ^{+} g\right)^{r} d x+A_{r}
\end{aligned}
$$

and (2.9) follows.

Given any integrable $f(\mathbf{x})=f\left(x_{1}, \ldots, x_{m}\right)$ we consider, for each $j=1,2, \ldots, m$, functions

$$
M_{j}\{f\}=M_{j}(\mathbf{x}, f)=\sup _{h+0}\left\{h^{-1} \int_{x_{j}}^{x_{j}+\lambda} f\left(x_{1}, \ldots, x_{j-1}, t, x_{j+1}, \ldots, x_{m}\right) d t\right\}
$$

The $M_{j}$ are measurable and, if $I \supset \mathrm{x}$, the ratio (2.1) does not exceed $M_{m} M_{m-1} \ldots M_{1}\{f\}$ taken at $x$. In particular

$$
f^{*} \leqslant M_{m} M_{m-1} \ldots M_{1}\{f\}
$$

Each $M_{j}$, being of the type $g^{*}$, satisfies with respect to $x_{j}$ inequalities analogous to (2.6), (2.7), (2.8) and (2.9). From this (iii) follows easily. Take $m=2$, a case entirely typical. By (2.11) and (2.6),

$$
\begin{aligned}
\left\|f^{*}\right\|_{p}^{p} & \leqslant \int_{0}^{1} d x_{1} \int_{0}^{1}\left(M_{2} M_{1}\{f\}\right)^{p} d x_{2} \leqslant A_{p}^{p} \int_{0}^{1} d x_{1} \int_{0}^{1} M_{p}\left\{\{f\} d x_{2}\right. \\
& =A_{p}^{p} \int_{0}^{1} d x_{2} \int_{0}^{1} M p\{f\} d x_{1} \leqslant A_{p}^{2 p} \int_{0}^{1} d x_{2} \int_{0}^{1} f^{p} d x_{1} \\
& =A_{p}^{2 p}\|f\|_{p}^{p},
\end{aligned}
$$

which gives (2.3). We prove (2.4) similarly. As regards (2.5) for, say, $m=2$ we have, using Hölder's inequality at the appropriate place,

$$
\begin{aligned}
\left\|f^{*}\right\|_{\mu}^{\mu} & \leqslant \int_{0}^{1} d x_{1} \int_{0}^{1}\left(M_{2} M_{1}\{f\}\right)^{\mu} d x_{2} \leqslant A_{\mu}^{\mu} \int_{0}^{1} d x_{1}\left(\int_{0}^{1} M_{1}\{f\} d x_{2}\right)^{\mu} \\
& \leqslant A_{\mu}^{\mu}\left(\int_{0}^{1} d x_{1} \int_{0}^{1} M_{1}\{f\} d x_{2}\right)^{\mu}=A_{\mu}^{\mu}\left(\int_{0}^{1} d x_{2} \int_{0}^{1} M_{1}\{f\} d x_{1}\right)^{\mu} \\
& \leqslant A_{\mu}^{\mu}\left\{\int_{0}^{1} d x_{2}\left(A \int_{0}^{1} f \log ^{+} f d x_{1}+A\right)\right\}^{\mu} .
\end{aligned}
$$

This gives (2.5) and completes the proof of (iii).
Part (i) is a simple corollary of (2.5). If we apply it to $k f$, where $k$ is a positive constant, we obtain

$$
\left\|f f^{*}\right\|_{\mu} \leqslant A_{\mu, m} \int_{Q}|f|\left(\log ^{+}|k f|\right)^{m-1} d y+k^{-1} A_{\mu, m}
$$

The last term is arbitrarily small for $k$ large enough. Fix $k$ and write $f=f_{1}+f_{2}$, where $f_{1}$ is continuous and the integral of $\left|f_{2}\right|\left(\log ^{+}\left|k f_{2}\right|\right)^{m-1}$ small. By the last inequality with, say, $\mu=\frac{1}{2}, f_{2}^{*}$ is small except in a set $E_{2}$ of small measure. In particular, if x is not in $E_{2}$ and $I$ contains $\mathrm{x}, F_{2}(I) /|I|$ is small. On the other hand, $F_{1}(I) /|I|$ converges uniformly to $f_{1}(\mathbf{x})$ as $I$ converges to $\mathbf{x}$; and $f_{1}$ differs little from $f$, except in a set $E_{1}$ of small measure. Hence, if $\mathbf{x}$ is not in the small set $E_{1}+E_{2}$,

$$
\frac{F(I)}{|I|}=\frac{F_{1}(I)}{|I|}+\frac{F_{2}(I)}{|I|}
$$

differs little from $f(\mathbf{x})$, provided $I$ contains $\mathbf{x}$ and is small enough. This completes the proof of (i).

Clearly (2.2) holds for functions defined in any finite interval, though the constants $A$ in (2.4) and (2.5) will then depend also on the interval.

Consider a set $E$ in $E^{m}$. We say that x is a point of strong density for $E$, if $|E I| /|I|$ tends to 1 when $I$ tends unrestrictedly to $x$. Theorem (2.2) (i) applied to the characteristic function of $E$ implies that almost all points of $E$ are points of strong density for $E$.

We now apply (2.2) to Fourier series. Given a periodic $f(\mathbf{x})=f\left(x_{1}, \ldots, x_{m}\right)$, denote by $\sigma_{\mathbf{m}}$ the ( $\mathrm{C}, 1$ ) means of $\mathrm{S}[f]$ and write

$$
\sigma_{*}(\mathbf{x})=\sup _{\mathbf{n}}\left|\sigma_{\mathbf{M}}(\mathbf{x})\right| .
$$

Also, fixing a $\delta$ with $0<\delta<1$, denote by $\Omega_{\jmath}(x)$, or simply by $\Omega(x)$, where $0 \leqslant x \leqslant 2 \pi$, the domain limited by the two tangents from $e^{i x}$ to the circle $|z|=\delta$ and the more distant arc of the circle, and by $\Omega(x)$ the Cartesian product of the domains $\Omega\left(x_{1}\right), \ldots, \Omega\left(x_{m}\right)$. We write

$$
f_{*}(\mathbf{x})=\sup _{(\mathbf{r}, \boldsymbol{y}) \in \Omega(\mathbf{x})}|f(\mathbf{r}, \mathbf{y})|,
$$

where $f(\mathbf{r}, \mathbf{y})$ is the Abel mean of $S[f]$.
(Note that $f^{*}$ and $f_{*}$ have totally different meanings.)
(2-14) Theorem. (i) If $|f|\left(\log ^{+}|f|\right)^{m-1}$ is integrable (in particular if $\left.f \in L^{p}, p>1\right)$, then $\mathrm{S}[f]$ is summable both $(\mathrm{C}, 1)$ and $\mathrm{A}^{*}$ at almost all $\mathbf{x}$.
(ii) Given any $\phi(u), u \geqslant 0$, positive, increasing and $o\left(u \log ^{m-1} u\right)$ for $u \rightarrow \infty$, there is a periodic and integrable $f \geqslant 0$ such that $\phi(f)$ is integrable and $S[f]$ is nowhere summable either (C, 1) or A.
(iii) We have

$$
\begin{align*}
& \left\|\sigma_{*}\right\|_{p} \leqslant A_{p, m}\|f\|_{p} \quad(p>1), \\
& \left\|\sigma_{*}\right\|_{1} \leqslant A_{m} \int_{Q}|f|\left(\log ^{+}|f|\right)^{m} d \mathbf{x}+A_{m}, \\
& \left\|\sigma_{*}\right\|_{\mu} \leqslant A_{\mu, m} \int_{Q}|f|\left(\log ^{+}|f|\right)^{m-1} d \mathbf{x}+A_{\mu, m} \quad(0<\mu<1) ;
\end{align*}
$$

and analogous inequalities hold for $f_{*}$ (with A's depending also on $\delta$ ).
We begin with (ii). Suppose that the $f$ of (2.2)(ii) is initially defined for $-\pi \leqslant x_{j}<\pi$, $j=1, \ldots, m$, and then continued periodically. Let $\mathbf{x}^{0}$ be interior to $Q$. There is a sequence of intervals $I$ tending to $x$ such that $F(I) /|I|$ tends to $+\infty$. We may suppose that the I's have $\mathbf{x}^{0}$ for centre and, moreover, are of the form

$$
I_{n_{1}, \ldots, n_{m}}: \quad-1 / n_{j} \leqslant t_{j}-x_{j}^{0} \leqslant 1 / n_{j} \quad(j=1, \ldots, m),
$$

with $n_{j}$ integral. Since $K_{\mathrm{n}} \geqslant 0$, and $K_{n}(t) \geqslant A n$ for $|t| \leqslant 1 / n$, we deduce from (1-16) that

$$
\sigma_{n_{1}, \ldots, n_{m}}\left(x^{0}\right) \geqslant A_{m} n_{1} \ldots n_{m} \int_{I_{n_{1}} \ldots n_{m}} f(t) d t=A_{m} \frac{F\left(I_{n_{1}}, \ldots, n_{m}\right)}{\left|I_{n_{1}, \ldots, n_{m}}\right|}
$$

Hence $\sigma_{\mathrm{n}}\left(\mathbf{x}^{0}\right)$ is unbounded as $\mathrm{n} \rightarrow \infty$, and $S[f]$ is not summable ( $\left.C, 1\right)$ at $\mathbf{x}_{0}$. Clearly if $g(\mathbf{x})=f(\mathbf{x})+f(\mathbf{x}+\pi 1), S[g]$ is not summable (C, 1) anywhere, not even on the boundary of $Q$.

The same argument works for summability $A$.
In the proof of (iii) we may suppose that $f \geqslant 0$. We recall (Chapter IV, (7•8)) that if the $\sigma_{n}$ are the ( $\mathrm{C}, 1$ ) means for a $g(x) \geqslant 0$, then

$$
\sigma_{*}(x) \leqslant A g^{*}(x),
$$

where now $g^{*}(x)=\sup _{|\wedge|<\pi} h^{-1} \int_{x}^{x+\hbar} g d t$; this $g^{*}$ satisfies inequalities analogous to (2.6)-(2.8), with norms taken over $(0,2 \pi)$.

Suppose now that we modify the definition (2-10) of $M_{j}$ by replacing the condition $h \neq 0$ by $|h| \leqslant \pi$. Then starting from

$$
\sigma_{n}(\mathrm{x})=\pi^{-m} \int_{-\pi}^{\pi} \ldots \int_{-\pi}^{\pi} f\left(x_{1}+t_{1}, \ldots, x_{m}+t_{m}\right) K_{n_{1}}\left(t_{1}\right) \ldots K_{n_{m}}\left(t_{m}\right) d t_{1} \ldots d t_{m}
$$

and using (2.19) we deduce the inequality

$$
\sigma_{*} \leqslant A^{m} M_{m} M_{m-1} \ldots M_{2} f
$$

analogous to (2.11), and the proof of (iii) runs parallel to that of (2.2) (iii) (the new $M^{\prime}$ 's behave like the old ones, with new constants). Similarly for the method A* (8ee Chapter IV, (7•8)).

For the proof of (i) we write $f=f^{\prime}+f^{\prime \prime}$, where $f^{\prime}$ is a trigonometric polynomial and $\left\|^{\prime} f^{\prime \prime}\right\|_{1}$ is small (see (1-23)). Then

$$
\left|\sigma_{\mathrm{n}}(\mathbf{x} ; f)-\sigma_{\mathbf{n}^{\prime}}(\mathbf{x} ; f)\right| \leqslant\left|\sigma_{\mathbf{n}}\left(\mathbf{x} ; f^{\prime \prime}\right)-\sigma_{n^{\prime}}\left(\mathbf{x} ; f^{\prime \prime}\right)\right|+o(1) \leqslant 2 \sigma_{*}\left(\mathbf{x} ; f^{\prime \prime}\right)+o(1)
$$

where the $o(1)$ is uniform in $\mathbf{x}$. Since, by (2-17), $\sigma_{*}\left(\mathbf{x} ; f^{\prime \prime}\right)$ is small except in a set of small measure, the convergence of $\left\{\sigma_{\mathrm{n}}(\mathbf{x} ; f)\right\}$ almost everywhere follows without difficulty. Similarly for the method $A^{*}$.

It must be stressed that, in contrast to the case of a single variable (see Chapter III, (3.9), (7.9)), Theorem (2.14) (i) does not specify the points at which summability (C, 1), or A, happens. It is possible to state conditions, satisfied almost everywhere, which guarantee summability $C$, or $A$, at individual points, but they are inevitably rather complicated in the absence of a theorem of localization.

## 3. Restricted summability of Fourier series

We say that $\mathrm{n}=\left(n_{1}, \ldots, n_{m}\right)$ tends restrictedly to $\infty$, if the $n_{j}$ tend to $+\infty$ in such a way that all the ratios $n_{j} / n_{k}(j, k=1, \ldots, m)$ remain bounded. Similarly $\mathbf{r}=\left(r_{1}, \ldots, r_{m}\right)$ tends restrictedly to 1 , if each $r_{j}$ tends to 1 and all the ratios $\left(1-r_{j}\right) /\left(1-r_{k}\right)$ remain bounded.

Let $\sigma_{a}=\sigma_{n_{1}, \ldots, n_{m}}$ be the (C,1) means of a series $S$. We say that $S$ is restrictedly summable ( $\mathrm{C}, \mathrm{l}$ ) to sum $s$, if $\sigma_{\mathrm{n}}$ tends to $s$ as n tends restrictedly to $\infty$. Similarly, we define restricted summability $A$. If, in the definition of summability $A^{*}$ in § 1 , we introduce the condition that all the ratios $\left(1-r_{j}\right) /\left(1-r_{k}\right)$ are to remain bounded, we obtain the definition of restricted summability $A^{*}$.
(3.1) Theorem. Each $S[f]$ is almost everywhere restrictedly summable, both (C, 1) and $\mathrm{A}^{*}$, to sum $f$.

Restricted summability of series is anslogous to restricted differentiability of integrals, and one might expect that ( $3 \cdot 1$ ) would follow fairly easily from the restricted differentiability of indefinite integrals. Actually the proof of (3.1) is not so easy. We give it in the sufficientiy typical case $m=2$. We need first some lemmas. By rectangles, we shall mean rectangles with sides parallel to the axes.
(3-2) Lemma. Let $h(t)$ and $k(t)$ be two continuous functions of $t \geqslant 0$, strictly increasing to $+\infty$ and 0 at $t=0$. Let $E$ be a plane set of finite positive outer measure. Suppose that with each $(x, y)$ in $E$ we associate a rectangle $R=R_{x, y}$ with centre $(x, y)$ and sides $2 h(t), 2 k(t)$,
where $t$ depends on $(x, y)$. Then we can find a finite number of disjoint rectangles $R_{f}=R_{x y}, v_{j} ; j=1,2, \ldots, n$, such that

$$
\sum_{1}^{n}\left|R_{j}\right|>\frac{1}{26}|E| .
$$

The proof which follows effectively shows that the $\frac{1}{286}$ in (3.3) can be replaced by any constant less than $\frac{1}{9}$, but this is of no significance; the point is that the numerical factor is independent of the functions $h, k$. For applications to (3.1) we need only the case $h(t)=t, k(t)=\alpha t$, where $\alpha$ is a constant, but the proof is no simpler in this case.
Denote by $K_{1}$ the family of all $R$ 's associated with $E$, and let $t_{1}^{*}$ be the upper bound of the corresponding $t$ 's. We may suppose that $t_{1}^{*}<\infty$, for otherwise it is enough to select a single $R$ with $|R|>\frac{1}{26}|E|$. Take an $R_{1}$ such that if $t_{1}$ is the corresponding value of $t$, then

$$
h\left(t_{1}\right)>\frac{1}{\frac{1}{2}} h\left(t_{1}^{*}\right), \quad k\left(t_{1}\right)>\frac{1}{2} k\left(t_{1}^{*}\right) .
$$

Denote by $K_{2}^{\prime}$ the family of those $R$ in $K_{1}$ which have points in common with $R_{1}$, and by $K_{2}$ the set of the remaining $R$; thus $K_{1}=K_{2}^{\prime}+K_{2}$. It is easily seen that the rectangle $\bar{R}_{1}$ obtained by expanding $R_{1}$ about its centre by a factor 5 contains all the $R^{\prime}$ s from $K_{2}^{\prime}$.

We repeat the argument, starting this time from $K_{9}$. Let $t_{2}^{*}$ be the upper bound of all relevant $t$ 's, and select from $K_{2}$ an $R_{\mathbf{2}}$ such that if $t_{\mathbf{2}}$ is the corresponding $t$ we have

$$
h\left(t_{\mathbf{2}}\right)>\frac{1}{2} h\left(t_{\mathbf{2}}^{*}\right), \quad k\left(t_{\mathbf{2}}\right)>\frac{1}{\mathbf{1}} k\left(t_{\mathbf{t}}^{*}\right) .
$$

Denote by $K_{3}^{\prime}$ the set of those $R \in K_{8}$ which have points in common with $R_{2}$, and by $K_{3}$ the set of the remaining $R \in K_{2}$. Hence $K_{\mathbf{2}}=K_{3}^{\prime}+K_{8}$, and all the $R$ in $K_{3}^{\prime}$ are contained in the rectangle $\bar{R}_{2}$ obtained by expanding $R_{2}$ likewise by a factor 5 .

The construction is now clear. We obtain a sequence of numbers $t_{1}^{*}, t_{2}^{*}, \ldots$, finite or not (in the former case $K_{j}$ is empty for some $j$ ), and a sequence of disjoint rectangles $R_{1}, R_{2}, \ldots$. Suppose first that $\left\{t_{j}^{*}\right\}$ is infinite. Since $t_{1}^{*} \geqslant t_{2}^{*} \geqslant t_{3}^{*} \geqslant \ldots$, there are two possibilities: (i) the $t_{m}^{*}$ stay above a positive number, (ii) $t_{m}^{*} \rightarrow 0$.

In case (i), ( $3 \cdot 3$ ) is obvious for $n$ large enough. In case (ii) it is easy to that each $R$ in $K_{1}$ is contained in some $\bar{R}_{j}$. For otherwise a certain rectangle $R^{\prime}$ would belong to $K_{j}$ for each $j$, which is impossible since the dimensions of the rectangles from $K_{j}$ do not exceed $2 h\left(t_{j}^{*}\right), 2 k\left(t_{j}^{*}\right)$, and so tend to 0 as $j \rightarrow \infty$.

Since $E$ is contained in the union of the $R \in K_{1}, E$ is contained in $\bar{R}_{1}+\bar{R}_{\mathbf{2}}+\ldots$. Hence

$$
|E| \leqslant \sum_{1}^{\infty}\left|\bar{R}_{j}\right|=25 \sum_{1}^{\infty}\left|R_{j}\right|,
$$

which gives (3.3) for $n$ large enough.
If $\left\{R_{j}\right\}$ is finite and ends with $R_{n}$, we have (3.4) with $n$ for $\infty$, and (3.3) holds a fortiori. This completes the proof of (3.2).
(3.5) Lemms. Let $Q$ be the square $|x| \leqslant \pi,|y| \leqslant \pi$, and $\mathcal{Q}^{\prime}$ the square $|x| \leqslant 2 \pi$, $|y| \leqslant 2 \pi$. Suppose that $f$ is integrable over $Q^{\prime}$, and for each $(x, y)$ in $Q$ write

$$
f_{*}(x, y)=\sup _{i} \frac{1}{4 h k} \int_{-k}^{n} \int_{-k}^{k}|f(x+u, y+v)| d u d v,
$$

where $h(t)$ and $k(t)$ are the functions of Lemma (3.2) and $t$ is so small that the domain of
integration is contained in $Q^{\prime}$. Then the set $\mathcal{E}_{*}(\xi)$ of points of $Q$ for which $f_{*}(x, y)>\xi$ satisfies

$$
\begin{equation*}
\left|\mathscr{E}_{*}(\xi)\right| \leqslant 2 \theta \xi^{-1} \int_{Q^{\prime}}|f(x, y)| d x d y \tag{3.7}
\end{equation*}
$$

If $(x, y)$ is in $\mathscr{E}_{*}(\xi)$, there is a rectangle $R$ with centre $(x, y)$ and sides $2 h(t), 2 k(t)$ such that the ratio on the right of (3.6) exceeds $\xi$. By (3.2), there are a finite number of such rectangles disjoint and satisfying (3.3) with $E=\mathcal{E}_{*}(\xi)$; and the lemma follows from

$$
\int_{Q^{\prime}}|f| d x d y \geqslant \sum_{1}^{n} \int_{R_{1}}|f| d x d y>\frac{1}{26} \xi\left|\mathcal{B}_{*}(\xi)\right|
$$

(3-8) Lemma. Let $h(t), k(t)$, $f$ be the functions of Lemma (3.5), let $\alpha$ and $\beta$ be fixed positive numbers, and let $f_{*}^{a, \beta}(x, y)$ be the function $f_{*}$ of Lemma (3.5) with $\alpha h(t), \beta k(t)$ for $h(t), k(t)$. For $(x, y)$ in $Q$ let

$$
\begin{equation*}
f^{*}(x, y)=\sup _{i, j}\left\{f_{*}^{2 i, 2 j}(x, y) 2^{-t(i+j)}\right\} \quad(i, j=0,1,2, \ldots) . \tag{3.9}
\end{equation*}
$$

Then for the set $\mathscr{E}^{*}(\xi)$ of points $(x, y)$ in $Q$ at which $f^{*}(x, y)>\xi$ we have

$$
\left|\mathscr{E}^{*}(\xi)\right| \leqslant A \xi^{-1} \int_{0}|f| d x d y
$$

Let $\mathscr{E}_{*}^{\alpha, \beta}(\xi)$ be the set $\mathscr{E}_{*}(\xi)$ of Lemma (3.5) with $\alpha h(t), \beta k(t)$ for $h(t), k(t)$. Since $f^{*}(x, y)>\xi$ if and only if $f_{*}^{2^{i}, j}(x, y)>\xi^{\left.\frac{1}{(i+i}+j\right)}$ for some non-negative integers $i, j$, the set $\mathscr{\delta}^{*}(\xi)$ is included in the union of all $\mathscr{E}^{\boldsymbol{q}^{i} \cdot \varepsilon^{j}}\left(\xi^{\left.2^{\downarrow(i+j)}\right) \text {, and }}\right.$

$$
\left|\mathscr{E}^{*}(\xi)\right| \leqslant \sum_{i, j} \mid \mathscr{E}_{*}^{2 i \cdot \varepsilon}\left(\xi^{\left.2^{(i(i+i)}\right)} \mid \leqslant 26 \xi^{-1}\left(\sum_{i, j}^{\left.2^{-z(i+j)}\right)} \int_{Q}|f| d x d y,\right.\right.
$$

which gives (3.10).
(3-11) Lemma. Let $\sigma_{\mu \nu}$ be the $(\mathrm{C}, 1)$ mean of $\mathrm{S}[f]$, and let

$$
\sigma_{*}^{\alpha}(x, y)=\sup _{\mu, \nu}\left|\sigma_{\mu \nu}(x, y)\right| \quad \text { for } \quad \alpha^{-1} \leqslant \nu / \mu \leqslant \alpha .
$$

Then the set of points $(x, y)$ of $Q$ for which $\sigma_{*}^{\alpha}(x, y) \geqslant \xi$ has measure not greater than

$$
A_{\alpha} \xi^{-1} \int_{Q}|f| d x d y
$$

In the proof, $f_{*}$ and $f^{*}$ denote the functions of Lemmas (3.5) and (3.8) for $h(t)=k(t)=t$. In view of Lemma (3.8), it is enough to show that

$$
\sigma_{*}^{\alpha}(x, y) \leqslant A_{a} f^{*}(x, y) .
$$

Clearly $\left|\sigma_{\mu \nu}(x, y)\right|$ is majorized by a sum of four integrals of which a typical one is

$$
\tau_{\mu u}(x, y)=\frac{1}{\pi^{2}} \int_{0}^{\pi} \int_{0}^{\pi}|f(x+u, y+v)| K_{\mu}(u) K_{\nu}(v) d u d v,
$$

and for the proof of (3.13) it is enough to show that

$$
\tau_{\mu \nu}(x, y) \leqslant A_{\alpha} f^{*}(x, y) .
$$

Let $\lambda=\min (\mu, \nu) \geqslant 1$. Since $K_{n}(t)$ is majorized in $(0, \pi)$ by $n$ and by $A n^{-1} t^{-2}$, both $K_{\mu}(t)$ and $K_{\nu}(t)$ are majorized, with a suitable $A_{\alpha}$, by either of the expressions

$$
A_{a} \lambda, \quad A_{a} \lambda^{-1} t^{-2}
$$

Split the domain of integration in (3.14) into four rectangles by the lines $u=1 / \lambda$, $v=1 / \lambda$. Using both estimates (3.16), we easily see that $\tau_{\mu \nu}(x, y)$ is majorized by

$$
\begin{aligned}
A_{\alpha} \int_{0}^{1 / \lambda} d u \int_{1 / \lambda}^{\pi} v^{-2}|f| d v & +A_{\alpha} \int_{0}^{1 / \lambda} d v \int_{1 / \lambda}^{\pi} u^{-2}|f| d u \\
& +A_{\alpha} \lambda^{-2} \int_{1 / \lambda}^{\pi} \int_{1 / \lambda}^{\pi} u^{-2} v^{-2}|f| d u d v+A_{\alpha} \lambda^{2} \int_{0}^{1 / \lambda} \int_{0}^{1 / \lambda}|f| d u d v \\
= & A_{\alpha} P_{\lambda}+A_{\alpha} Q_{\lambda}+A_{\alpha} R_{\lambda}+A_{\alpha} S_{\lambda}
\end{aligned}
$$

say, where $f$ stands for $f(x+u, y+v)$. The inequality (3•15) will be proved if we show that $P_{\lambda}, Q_{\lambda}, R_{\lambda}, S_{\lambda}$ are all majorized by $A f^{*}(x, y)$.

Let $L$ be the integer satisfying $\pi \leqslant 2^{L} / \lambda<2 \pi$. Then

$$
\begin{aligned}
P_{\lambda}(x, y) & \leqslant \sum_{j=1}^{L} \int_{0}^{1 / \lambda} d u \int_{2^{j-1 / \lambda}}^{2 j / \lambda} v^{-8}|f| d v \leqslant 4 \lambda^{2} \sum_{j=1}^{L} 2^{-2 j} \int_{-1 / \lambda}^{1 / \lambda} d u \int_{-2 / \lambda}^{2 / \lambda}|f| d u \\
& \leqslant 16 \sum_{j=1}^{L} 2^{-j} f^{1,2 j}(x, y) \leqslant 16 f^{*}(x, y) \sum_{j=1}^{\infty} 2^{-\xi j},
\end{aligned}
$$

so that $P_{\lambda} \leqslant A f^{*}(x, y)$, and it is clear that the same inequality holds for $Q_{\lambda}$. Similarly

$$
\begin{aligned}
& R_{\lambda}(x, y) \leqslant \lambda^{-2} \sum_{i, j=1}^{L} \int_{\mathbf{x}^{-1 / \lambda}}^{x^{\prime} / \lambda} \int_{2^{j-1 / \lambda}}^{2 / \lambda} u^{-2} v^{-2}|f| d u d v \\
& \leqslant 16 \lambda^{2} \sum_{i, j=1}^{L} 2^{-\boldsymbol{x}(i+j)} \int_{-2^{1} / \lambda}^{q^{2} / \lambda} \int_{-2^{j} / \lambda}^{8^{j} / \lambda}|f| d u d v \\
& \leqslant 64 \sum_{i, j=1}^{L} 2^{-(i+i)} f_{*}^{2^{i}, \nu^{2}}(x, y) \\
& \leqslant 64 f^{*}(x, y) \sum_{i, j=1}^{\infty} 2^{-t(i+j)}=A f^{*}(x, y) .
\end{aligned}
$$

Since $S_{\lambda}(x, y) \leqslant 4 f_{*}(x, y) \leqslant 4 f^{*}(x, y)$, the lemma follows.
By the standard decomposition $f=f^{\prime}+f^{n}$, where $f^{\prime}$ is a trigonometric polynomial and $\left\|f^{\mu}\right\|_{1}$ is small (cf. (1-23)), we deduce from (3.11) that $\sigma_{\mu \nu}(x, y)$ converges almost everywhere as $\mu, \nu \rightarrow \infty$, provided $\alpha^{-1} \leqslant \nu / \mu \leqslant \alpha$. Taking $\alpha=1,2,3, \ldots$ we see that $\sigma_{\mu \nu}(x, y)$ converges restrictedly almost everywhere. By ( $1 \cdot 23$ ) it must converge almost everywhere to limit $f$. This completes the proof of the part of (3.1) concerning summability ( $\mathrm{C}, 1$ ).

The argument goes without change for summability A since the Poisson kernel satisfies the same inequalities as Fejér's, and the extension to $A^{*}$ does not introduce new difficulties.

Let $F(E)$ be a countably additive function of sets defined for subsets of the semiopen cube (torus)

$$
Q_{0}: \quad-\pi \leqslant x_{j}<\pi \quad(j=1,2, \ldots, m)
$$

If desirable, we can extend $F(E)$ to the whole $E^{m}$ by assigning identical distributions to all cubes obtained from $Q_{0}$ by translations $2 \pi \mathrm{n}$. It is well known that $F(E)$ has at almost all points $x$ a restricted derivative $F^{\prime \prime}(x)$, by which we mean the limit of $F(I) /|I|$ as $I$ tends restrictedly to $\mathbf{x}$. The derivative of $F(E)$ is almost everywhere the same as the derivative of the absolutely continuous component of $\boldsymbol{F}(\boldsymbol{E})$.

We may consider the Fourier series of $F(d \mathbf{x})$ (a Fourier-Stieltjes series) $\dagger$

$$
F(d \mathbf{x}) \sim \Sigma c_{\mathbf{n}} e^{i(\mathbf{0} \mathbf{x})}
$$

where

$$
c_{\mathrm{n}}=(2 \pi)^{-m} \int_{Q_{0}} e^{-i(\mathrm{ay})} F(d y)
$$

are the Fourier coefficients of $\boldsymbol{F}(\boldsymbol{d} \mathbf{x})$. The following theorem generalizes (3.1).
(3-18) Theorem. The series (3.17) is almost everywhere restrictedly summable both $(\mathrm{C}, 1)$ and $\mathrm{A}^{*}$ to sum $F^{\prime}(\mathbf{x})$.

In view of (3.1) it is enough to prove (3.18) in the case when $F(E)$ is purely singular, that is, when $F^{\prime \prime}(x)=0$ almost everywhere. We may also confine our attention to summability ( $\mathrm{C}, 1$ ). Going over the proofs of Lemmas (3.5), (3.8) and (3.11), we verify that the measure of the set of points where $\sigma_{*}^{\alpha}(x, y)>\xi$ does not exceed $A_{\alpha} \xi^{-1} \int_{Q_{0}} F(d x d y)$, so that $\sigma_{\mu \nu}(x, y)=O(1)$ at almost all points if $(\mu, \nu)$ tends restrictedly to $\infty$. The proof, however, that $\sigma_{\mu \nu}(x, y)$ tends restrictedly to 0 almost everywhere is somewhat elaborate, and the argument in the case $m=2$ would no longer be typical. We take therefore general $m$, and prove the following lemma:
(3-19) Lemma. If $F(E)=0$ for all $E$ contained in an interval

$$
I: \quad\left|x_{j}-x_{j}^{0}\right| \leqslant a_{j} \quad(j=1, \ldots, m)
$$

then the $(\mathrm{C}, 1)$ means $\sigma_{\mathrm{n}}$ of (3.17) tend restrictedly to 0 at almost all points of $I$.
Denote by $I_{8}$ the interval $I$ with $a_{j}-\delta$ for $a_{j}$, where $\delta>0$ and $j=1, \ldots, m$. It is enough to prove that the $\sigma_{z}$ tend restrictedly to 0 almost everywhere in $I_{\delta}$. We may suppose that $F \geqslant 0$. If $\mathbf{x} \in I_{\mathrm{d}}$, then in

$$
\sigma_{\mathrm{n}}(\mathrm{x})=\pi^{-m} \int_{Q_{0}} K_{\mathrm{n}}(\mathrm{x}-\mathrm{t}) F(d \mathrm{t})
$$

we need only integrate over the union of $m$ (overlapping) sets each characterized by a single inequality $\left|x_{j}-t_{j}\right| \geqslant \delta, j=1, \ldots, m$. Since $F \geqslant 0$, it is enough to show that the integral extended over one of theee sets, say over $\left|x_{1}-t_{1}\right| \geqslant \delta$, tends restrictedly to 0 almost everywhere in $I_{d}$. Denote by $Q_{0}^{\prime}$ the ( $m-1$ )-dimensional interval $-\pi \leqslant x_{j}<\pi$, $j=2, \ldots, m$, and for $E^{\prime} \subset Q_{0}^{\prime}$ write $\Phi\left(E^{\prime}\right)=F(E)$, where $E$ is the set of points of $Q_{0}$ that project on to points of $E^{\prime}$. Then the integral in question is majorized by

$$
\pi^{-m} \max _{\delta<t \leq \pi} K_{n_{1}}(t) \int_{Q_{0}^{\prime}} K_{\mathbf{a}^{\prime}}\left(\mathbf{x}^{\prime}-\mathbf{y}^{\prime}\right) \Phi\left(d \mathbf{y}^{\prime}\right),
$$

where $\mathrm{n}^{\prime}=\left(n_{2}, \ldots, n_{m}\right), \mathrm{x}^{\prime}=\left(x_{2}, \ldots, x_{m}\right), \mathrm{y}^{\prime}=\left(y_{2}, \ldots, y_{m}\right)$. We already know that the last integral is bounded almost everywhere in $Q_{0}^{\prime}$ as $n^{\prime}$ tends restrictedly to $\infty$, and since the preceding factor tends to 0 with $1 / n_{1}$, the product tends to 0 and the lemma follows.

We now complete the proof of (3•18) for summability ( $C, 1$ ); we may suppose that $m=2$ and that $F$ is singular. Then given any $\epsilon>0$ we can find an open set $O \subset Q_{0}$, with $\left|Q_{0}-O\right|$ arbitrarily small, such that $\int_{0}|F(d x)|<\epsilon$. Let $F_{1}(E)$ and $F_{2}(E)$ denote respectively $F(O E)$ and $F(E-O)$, and let $\sigma_{\mu \nu}^{\prime}$ and $\sigma_{\mu \nu}^{\prime \prime}$ be the ( $\mathrm{C}, 1$ ) means of the Fourier series of

[^45]$F_{1}$ and $F_{2}$. By (3.19), the $\sigma_{\mu \nu}^{\prime \prime}$ tend restrictedly to 0 almost everywhere in $O$, and, as we know, the measure of the subset of $Q_{0}$ where the upper bound of the $\left|\sigma_{\mu \nu}^{\prime}\right|$, subject to $\alpha^{-1} \leqslant \nu / \mu \leqslant \alpha$, exceeds $\epsilon^{\frac{1}{2}}$, is less than $A_{\alpha} \epsilon^{-\frac{1}{2}} \int_{Q_{0}}\left|F_{1}(d \mathbf{x})\right|<A_{\alpha} \epsilon^{\frac{1}{2}}$. From this we easily deduce that $\sigma_{\mu \nu}=\sigma_{\mu \nu}^{\prime}+\sigma_{\mu \nu}^{\prime \prime}$ tends restrictedly to 0 almost everywhere.

Let $\sigma_{\mathrm{n}}$ and $f(\mathrm{r}, \mathbf{x})$ be the (C, 1 ) and Abel means of a series $\mathrm{\Sigma} c_{\mathrm{n}} e^{i(\mathrm{ax})}$. The theorem which follows will be needed in $\S 5$ below.
(3.21) Theorem. (i) Either of the conditions

$$
\begin{equation*}
\int_{Q}\left|\sigma_{\mathrm{n}}(\mathbf{x})\right| d \mathbf{x} \leqslant M<\infty, \quad \int_{Q}|f(\mathbf{r}, \mathbf{x})| d \mathbf{x} \leqslant M<\infty \tag{3.22}
\end{equation*}
$$

is both necessary and sufficient for $\Sigma c_{n} e^{i(a x)}$ to be the Fourier series of a mass distribution.
(ii) Either of the conditions

$$
\begin{equation*}
\sigma_{\mathbf{n}}(\mathbf{x}) \geqslant 0, \quad f(\mathbf{r}, \mathbf{x}) \geqslant 0 \tag{3.23}
\end{equation*}
$$

is both necessary and sufficient for $\Sigma c_{\mathrm{n}} e^{i(\mathrm{as})}$ to be an $\mathrm{S}[d F]$ with $d F \geqslant 0$.
Consider, for example, the $\sigma_{\mathrm{n}}$. If we have (3.20), then

$$
\left|\sigma_{\mathrm{n}}(\mathrm{x})\right| \leqslant \pi^{-m} \int_{0_{0}} K_{\mathrm{n}}(\mathrm{x}-\mathbf{y})|\boldsymbol{F}(d \mathbf{y})|
$$

Integrating this with respect to $\mathbf{x}$ over $Q$, and interchanging the order of integration on the right, we get

$$
\int_{0}\left|\sigma_{\mathrm{n}}(\mathbf{x})\right| d \mathbf{x} \leqslant \int_{Q_{0}}|F(d \mathbf{y})| \pi^{-m} \int_{0} K_{\mathrm{n}}(\mathbf{x}-\mathbf{y}) d \mathbf{x}=\int_{0_{0}}|F(d \mathbf{y})| .
$$

This gives the necessity part of (i). The necessity in (ii) is proved in the same way as for ordinary Fourier series, from (3.20).

Conversely, consider the first inequality (3.22) and denote by $F_{F}(E)$ the mass distribution with density $\sigma_{m}(\mathbf{x})$. Then the total mass of $F_{m}(E)$ over $Q$ does not exceed $M$. Therefore $\dagger$ we can find $m$ sequences $N_{1, k}, N_{2, k}, \ldots, N_{m, k}, k=1,2, \ldots$, each tending to $\infty$, and a mass distribution $F(E)$ such that for every $m$-dimensional interval $I \subset Q$ we have

$$
F(I)=\lim _{k \rightarrow \infty} F_{\mathbf{n}_{k}}(I)
$$

provided the total mass of $F$ over the boundary of $I$ is 0 . Now, if $\left|n_{i}\right| \leqslant N_{i}$,

$$
c_{n_{2}, \ldots, n_{m}}\left(1-\frac{\left|n_{1}\right|}{N_{1}+1}\right) \ldots\left(1-\frac{\left|n_{m}\right|}{N_{m}+1}\right)=\pi^{-m} \int_{Q} e^{-t(\operatorname{myy})} \sigma_{\mathbf{M}}(\mathrm{y}) d \mathbf{y}=\pi^{-m} \int_{Q} e^{-i(\text { (ay) })} F_{\mathbf{M}}(d y)
$$

and the exponential function is continuous. Hence, decomposing $Q$ into a large number of non-overlapping intervals $I$ with the property just stated, $\ddagger$ substituting $N_{1, k}, \ldots, N_{m, k}$ for $N_{1}, \ldots, N_{m}$, and making $k \rightarrow \infty$, we find that the $c_{m}$ are the Fourier coefficients of $F$. This proves the sufficiency part of (i), and the sufficiency part of (ii) follows if we note that $\sigma_{n} \geqslant 0$ implies $F_{n} \geqslant 0$.

[^46]
## 4. Power series of several variables

In this and the next section we consider functions of $m$ complex variables $z_{1}, z_{2}, \ldots$, $z_{m}$. We write $z_{k}=x_{k}+i y_{k}, z_{k}=r_{k} e^{i \theta_{k}}$ (and, if no confusion arises, also $z_{k}=r_{k} e^{i x_{l}}$ ) and $z=\left(z_{1}, \ldots, z_{m}\right)$. The set of all points $z$ is denoted by $Z_{m}$.

The (open) subset of $Z_{m}$ defined by the inequalities

$$
\left|z_{1}\right|<1, \quad\left|z_{2}\right|<1, \quad \ldots, \quad\left|z_{m}\right|<1
$$

will be called the unit $m$-cylinder and denoted by $\Delta_{m}$; it is the Cartesian product of $m$ open unit disks and has dimension $2 m$. The boundary $B_{m}$ of $\Delta_{m}$ has dimension $2 m$ - 1 and is the union, for $j=1, \ldots, m$, of the Cartesian products of the circumferences $\left|z_{j}\right|=1$ and the disks $\left|z_{k}\right| \leqslant 1, k \neq j$. The set

$$
\left|z_{1}\right|=1, \quad\left|z_{2}\right|=1, \quad \ldots, \quad\left|z_{m}\right|=1
$$

is a subset of $B_{m}$; it has dimension $m$ and will be called the extremal boundary of $\Delta_{m}$; we denote $\dagger$ it by $\Gamma_{m}$. In certain problems it plays a more significant role than the full boundary $B_{m}$.

A function $u\left(z_{1}, \ldots, z_{m}\right)$ defined and continuous in a domain $D \subset Z_{m}$ will be called $m$-harmonic if it is harmonic in each pair of variables $x_{k}, y_{k}$; it is then a a fortiori harmonic in the totality of variables $x_{1}, \ldots, y_{m}$.

It is clear that each $u\left(z_{1}, \ldots, z_{m}\right)$ which is representable in $\Delta_{m}$ by an absolutely convergent series

$$
\sum_{-\infty}^{+\infty} c_{n_{1}, \ldots . n_{m}} r_{1}^{\left|n_{1}\right|} \ldots r_{m}^{n_{m} \mid} e^{\left.i_{\left(n_{1}\right.} \theta_{1}+\ldots+n_{m} \theta_{m}\right)}
$$

is $m$-harmonic in $\Delta_{m}$. Conversely, if $u\left(z_{1}, \ldots, z_{m}\right)$ is $m$-harmonic in $\Delta_{m}$, it is representable by a series (4-1) absolutely convergent in $\Delta_{m}$. For suppose, for simplicity, that $m=2$ and $u=u\left(z_{1}, z_{2}\right)$. Then for each fixed $z_{2},\left|z_{2}\right|<1, u$ is of the form

$$
\sum_{j=-\infty}^{+\infty} c_{j}\left(z_{2}\right) r_{1}^{j \mid} e^{i j \theta_{1}} \text {, where } c_{j}\left(z_{2}\right)=\frac{1}{2 \pi r_{1}^{|j|}} \int_{0}^{2 \pi} u\left(r_{1} e^{i_{0}}, z_{2}\right) e^{-\Delta j \varepsilon} d s
$$

It is obvious that each $c_{f}\left(z_{2}\right)$ is harmonic in $x_{2}, y_{2}$, so that

$$
c_{j}\left(z_{2}\right)=\sum_{k=-\infty}^{+\infty} c_{j k} r_{2}^{k \mid} e^{i k \theta_{2}},
$$

where

$$
\begin{align*}
c_{j k} & =\frac{1}{2 \pi r_{2}^{k^{\prime}}} \int_{0}^{2 \pi} c_{j}\left(r_{2} e^{i t}\right) e^{-i k t} d t \\
& =\frac{1}{4 \pi^{2} r_{1}^{j \mid} r_{2}^{|k|}} \int_{0}^{2 x} \int_{0}^{2 \pi} u\left(r_{1} e^{i s}, r_{2} e^{i u}\right) e^{-i(j e+k)} d s d t .
\end{align*}
$$

Subetituting (4.3) in the series (4-2) we obtain a series (4.1) (with $m=2$ ) which converges absolutely in $\Delta_{1}$; for if we fix any $\rho_{1}<1, \rho_{2}<1$ and observe that, by (4.4),

$$
\left|c_{j k}\right| \leqslant M \rho_{1}^{-|j|} \rho_{2}^{-|k|}, \quad \text { where } \quad M=M\left(\rho_{1}, \rho_{2}\right)
$$

we see that (4.1) converges absolutely for $r_{1}<\rho_{1}, r_{2}<\rho_{2}$, and so also in $\Delta_{2}$.

[^47]A function $\phi(z)=\phi\left(z_{1}, \ldots, z_{m}\right)$ will be called regular in $\Delta_{m}$ if it is representable in $\Delta_{m}$ by an absolutely convergent power series

$$
\sum_{n_{1}, \ldots, n_{m}>0} c_{n_{1}, \ldots, n_{m}} z_{1}^{n_{1}} \ldots z_{m}^{n_{m}}=\sum_{n_{1}, \ldots, n_{m}>0}^{\infty} c_{n_{1}, \ldots, n_{m}} r_{1}^{n_{2}} \ldots r_{m}^{n_{m}} e^{i\left(n_{2} \theta_{1}+\ldots+n_{m} \theta_{m}\right)}
$$

We say that $\phi$ belongs to the class $\mathrm{H}^{p}, p>0$, if the integral

$$
\int_{0} \mid \phi\left(r_{1} e^{i \theta_{1}}, \ldots,\left.r_{m} e^{\left.i \theta_{m}\right)}\right|^{p} d \theta_{1} \ldots d \theta_{m}\right.
$$

is bounded for $r_{1}<1, \ldots, r_{m}<1$. We say that $\phi$ belongs to the class $N$ if

$$
\int_{Q} \log ^{+}\left|\phi\left(r_{1} e^{i \theta_{1}}, \ldots, r_{m} e^{i \theta_{m}}\right)\right| d \theta_{1} \ldots d \theta_{m}
$$

is bounded, and to the class $N_{\alpha}($ where $\alpha>0)$ if

$$
\int_{Q} \log ^{+}\left|\phi\left(r_{1} e^{i \theta_{1}}, \ldots\right)\right|\left\{\log ^{+} \log ^{+}\left|\phi\left(r_{1} e^{i \theta_{1}}, \ldots\right)\right|\right\}^{\alpha} d \theta_{1} \ldots d \theta_{m}
$$

is bounded, for $r_{1}<1, \ldots, r_{m}<1$. It is clear that if $q>p$, then

$$
\mathrm{H}^{q} \subset \mathrm{H}^{p} \subset \mathrm{~N}_{\alpha} \subset \mathrm{N}
$$

We have studied the classes $\mathrm{H}^{p}$ and N in the case $m=1$ (see Chapter VII, §7). This case is rather exceptionsl and many results facilitating its study are false when $m>1$. For example, the zeros of regular functions of a single variable are isolated; and if we divide any $f$ from $\mathrm{H}^{p}$ or N by the corresponding Blaschke product we do not alter the class of the function, so that we can thereby reduce the general case to that of a function without zeros. The zeros of regular functions of several variables, on the other hand, form continua, and no analogue of the Blaschke product exists, with the result that the theory of classes $\mathrm{H}^{p}$ and N is much less complete.

In view of the Parseval formula (1.7), the function (4.5) is in the class $\mathrm{H}^{2}$ if and only if $\Sigma\left|c_{n}\right|^{2}$ is finite, that is to say, if and only if $\left.\Sigma c_{n}{ }^{i(0 n)}\right)$ is a Fourier series of class $L^{2}$. Hence, by (2-14)(i), a function $\phi(z)$ from $H^{2}$ has a non-tangential limit at almost all points of the extremal boundary $\Gamma_{m}$. This result will be generalized considerably (see Theorem ( $4 \cdot 8$ ) below), but the following very special case of it is already of interest.
(4.7) Theorem. If $\phi\left(z_{1}, \ldots, z_{m}\right)$ is regular and bounded in $\Delta_{m}$, then $\phi$ has a nontangential limit at almost all points of $\Gamma_{m}$.

This result can be generalized as follows:
(4.8) Theorem. If $\phi\left(z_{1}, \ldots, z_{m}\right)$ is in $N_{m-1}$ (in particular if $\phi \in \mathrm{H}^{p}$ ), then $\phi$ has a non-tangential limit at almost all points of $\Gamma_{m}$.

We fix a number $0<\lambda<1$, and consider the function

$$
\phi^{\lambda}\left(z_{1}, \ldots, z_{m}\right)=\phi\left(\lambda z_{1}, \ldots, \lambda z_{m}\right)
$$

which is continuous in the closure of $\Delta_{m}$. We recall that if $\psi(z)$ is regular for $|z| \leqslant 1$, then $\log ^{+}|\psi(z)|$ is majorized in $|z| \leqslant 1$ by the Poisson integral of the function $\log ^{+}\left|\psi\left(e^{i t}\right)\right|$ (Chapter VII, p. 273). Applying this to $\phi^{\lambda}\left(z_{1}, \ldots, z_{m}\right) q u a$ function of $z_{1}$, we find that

$$
\log ^{+}\left|\phi^{\lambda}\left(r_{1} e^{i x_{1}}, z_{2}, \ldots, z_{m}\right)\right| \leqslant \frac{1}{\pi} \int_{0}^{2_{\pi}} \log ^{+}\left|\phi^{\lambda}\left(e^{i y_{1}}, z_{2}, \ldots, z_{m}\right)\right| P\left(r_{1}, y_{1}-x_{1}\right) d y_{1}
$$

for $r_{1}<1,\left|z_{2}\right| \leqslant 1, \ldots,\left|z_{m}\right| \leqslant 1$. Similarly

$$
\log ^{+}\left|\phi^{\lambda}\left(r_{1} e^{i x_{1}}, r_{2} e^{i x_{1}}, z_{3}, \ldots, z_{m}\right)\right|
$$

$$
\left.\leqslant \frac{1}{\pi} \int_{0}^{2 \pi} \log ^{+}\left|\phi^{\lambda}\left(r_{1} e^{i x_{1}}, e^{i y_{1}}, z_{3}, \ldots, z_{m}\right)\right| P\left(r_{2}, y_{2}-x_{2}\right) \right\rvert\, d y_{2}
$$

for $r_{1}<1, r_{2}<1,\left|z_{3}\right| \leqslant 1, \ldots,\left|z_{m}\right| \leqslant 1$. This combined with (4.9), gives

$$
\begin{aligned}
& \log ^{+}\left|\phi^{\lambda}\left(r_{1} e^{i x_{1}}, r_{2} e^{i x_{2}}, z_{3}, \ldots, z_{m}\right)\right| \\
& \quad \leqslant \frac{1}{\pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \log ^{+}\left|\phi^{\lambda}\left(e^{i \nu_{1}}, e^{i y_{3}}, z_{3}, \ldots, z_{m}\right)\right| P\left(r_{1}, y_{1}-x_{1}\right) P\left(r_{2}, y_{2}-x_{2}\right) d y_{1} d y_{2}
\end{aligned}
$$

an inequality immediately extensible to

$$
\begin{align*}
& \log ^{+}\left|\phi^{\lambda}\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)\right| \\
& \qquad \frac{1}{\pi^{m}} \int_{Q} \log ^{+}\left|\phi^{\lambda}\left(e^{i \nu_{1}}, \ldots, e^{i \nu_{m}}\right)\right| \prod_{j=1}^{m} P\left(r_{j}, y_{j}-x_{j}\right) d y_{j}
\end{align*}
$$

Hence $\log ^{+}\left|\phi^{\lambda}(\mathbf{z})\right|$ is majorized in $\Delta_{m}$ by the Poisson integral of the values taken on $\Gamma_{m}$ by $\log ^{+}\left|\phi^{\lambda}\right|$.

We fix a $\delta$ with $0<\delta<1$, and consider the domain $\Omega(x)=\Omega_{\delta}(x)$ described on p. 199, and the Cartesian product $\Omega(\mathbf{x})$ of domains $\Omega\left(x_{1}\right), \ldots, \Omega\left(x_{m}\right)$. I et $u^{\lambda}(z)=u^{\lambda}\left(z_{1}, \ldots, z_{m}\right)$ be the Poisson integral of the (non-negative) function:

$$
\log ^{+}\left|\phi^{\lambda}\left(e^{i \nu_{1}}, \ldots, e^{i y_{m}}\right)\right|
$$

Denote by $u^{\lambda}(\mathbf{x})$ the upper bound of $u^{\lambda}(\mathbf{z})$, by $v_{*}^{\lambda}(\mathbf{x})$ the upper bound of $\log ^{+}\left|\phi^{\lambda}(z)\right|$, and by $v_{*}(\mathbf{x})$ the upper bound of $\log ^{+}|\phi(z)|$, all for $z \in \Omega(\mathbf{x})$ (see (2•13)). By Theorem (2.14), we have for $0<\mu<1$

$$
\begin{array}{r}
\left\{\int_{Q}\left[u_{*}^{\lambda}(\mathbf{x})\right]^{\mu} d \mathbf{x}\right\}^{1 / \mu} \leqslant A_{\delta, \mu, m} \int_{Q} \log ^{+}\left|\phi^{\lambda}\left(e^{i x_{1}}, \ldots\right)\right|\left\{\log ^{+} \log ^{+}\left|\phi^{\lambda}\left(e^{i x_{1}}, \ldots\right)\right|\right\}^{m-1} d \mathbf{x}+A_{\delta, \mu, m} \\
=A_{\delta, \mu, m} \int_{Q} \log ^{+}\left|\phi\left(\lambda e^{i x_{1}}, \ldots\right)\right|\left\{\log ^{+} \log ^{+}\left|\phi\left(\lambda e^{i x_{1}}, \ldots\right)\right|\right\}^{m-1} d \mathbf{x}+A_{\delta, \mu, m} .
\end{array}
$$

By hypothesis, the last integral stays below a certain bound $M$ independent of $\lambda$. By (4•10), we have $v_{*}^{\lambda}(x) \leqslant u_{*}^{\lambda}(x)$, and in (4•11) we may replace $u_{*}^{\lambda}$ by $v_{*}^{\lambda}$. It is also easily seen that $v_{*}^{\lambda}(x) \rightarrow v_{*}(x)$ for each $x$ as $\lambda \rightarrow 1$. Hence (4-11) leads to

$$
\left\{\int_{Q}\left[v_{*}(\mathbf{x})\right]^{\mu} d \mathbf{x}\right\}^{1 / \mu} \leqslant A_{\delta, \mu, m} M+A_{\delta, \mu, m}
$$

which implies in particular that $v_{*}(x)$ is finite at almost all points of $\Gamma_{m}$.
The function $v_{*}(x)$ depends on the parameter $\delta$. Making $\delta$ tend to 1 through a sequence of values, we see that $\log ^{+}|\phi(z)|$ is non-tangentially bounded at almost all points of $\Gamma_{m}$. Hence $\phi(z)$ is non-tangentially bounded at almost all points of $\Gamma_{m}$.

The rest of the proof of Theorem (4.8) consists in showing that we can refine the non-tangential boundedness of $\phi$ to non-tangential convergence.

Given a point $z_{0},\left|z_{0}\right|=1$, consider a curvilinear triangle limited by an arc of a circle $|z|=\rho<1$ and by the two segments joining the end-points of the arc to $z_{0}$. The interior of such a triangle will be called a triangular neighbourhood of $z_{0}$ and will be
denoted by $T\left(z_{0}\right)$ (see p. 201). If $z=\left(z_{1}, \ldots, z_{m}\right)$ is on $\Gamma_{m}$, the Cartesian product of triangular neighbourhoods $T\left(z_{j}\right), j=1, \ldots, m$, will be called a triangular neighbourhood of $z$ and denoted by $T(z)$; the $T\left(z_{j}\right)$ may of course vary with $j$.

A function $u(z)$ defined in $\Delta_{m}$ will be said to satisfy condition $B$ at a point $z_{0} \in \Gamma_{m}$, if $u$ is bounded in some triangular neighbourhood of $z_{0}$.

The proof of Theorem (4.8) will be completed if we establish the following $m$-dimensional analogue of Theorem (1-1) of Chapter XIV.
(4-13) Theorem. If $u(z)=u\left(z_{1}, \ldots, z_{m}\right)$ is $m$-harmonic in $\Delta_{m}$, and satisfies condition $B$ at each point of a set $E \subset Q$, then $u$ has a non-tangential limit at almost all points of $E$.

This theorem gives slightly more than we actually need, since the $\phi$ of Theorem (4.8) is bounded not only in triangular neighbourhoods $T(z)$ but in larger domains $\Omega(z)$. The proof of (4-13) runs parallel to the second proof of Theorem (1-1) of Chapter XIV, but certain details require more elaboration. We may suppose that $u$ is real-valued.

Suppose first that all $T(z)$ in (4-13) are symmetric, that is that each $T\left(z_{j}\right)$ is bisected by the radius to $z_{j}$. We may further suppose that $T\left(z_{i}\right), \ldots, T\left(z_{m}\right)$ are congruent. Two neighbourhoods $T\left(z^{\prime}\right)$ and $T\left(z^{\prime \prime}\right)$ will be called similar if $T\left(z_{j}^{\prime}\right)$ and $T\left(z_{j}^{\prime \prime}\right)$ are congruent for all $j$. The same argument as in the case of a single variable shows that under the hypotheses of (4.13) we can find a perfect subeet $P$ of $E$ with $|\boldsymbol{E}-P|$ arbitrarily small, and similar neighbourhoods $T\left(z^{0}\right)=T\left(z_{1}^{0}\right) \times \ldots \times T\left(z_{m}^{0}\right)$, such that if $z^{0}$ is in $\Pi$, where $\Pi$ denotes the set of points ( $e^{i x_{1}}, \ldots, e^{i x_{m}}$ ) with x in $P$, then $u$ is uniformly bounded, say $|u| \leqslant 1$, in $T\left(z^{0}\right)$. From now on, $T\left(z^{0}\right)$ denotes this uniquely defined neighbourhood.

Suppose that the curvilinear parts of the $T\left(z^{0}\right)$ are on the circle $|z|=1-\delta_{0}$ and denote by $T_{1}\left(z^{0}\right)$ the intersection of $T\left(z^{0}\right)$ with the ring $1-\frac{1}{2} \delta_{0}<|z|<1$. Write

$$
\begin{gather*}
T_{1}\left(z^{0}\right)=T_{1}\left(z_{1}^{0}\right) \times \ldots \times T_{1}\left(z_{m}^{0}\right), \\
V=\sum_{\kappa \in \Pi} T_{1}\left(z^{0}\right) .
\end{gather*}
$$

and
The set $V$ is open, but not necessarily connected, and $|u| \leqslant 1$ in $V$. Denote the boundary of $V$ by $B$.

Write $\rho_{n}=1-1 / n, n=2,3, \ldots$, and denote by $P^{(n)}$ the set of $\mathrm{X}=\left(x_{1}, \ldots, x_{m}\right)$ such that ( $\rho_{n} e^{i x_{1}}, \ldots, \rho_{n} e^{i x_{m}}$ ) is in $V . P^{(n)}$ is open, and contains $P$ for $n$ large enough; only such $n$ are considered. Let $\phi_{n}(z)$ be the Poisson integral of the function equal to $u\left(\rho_{n} e^{i x_{1}}, \ldots, \rho_{n} e^{i x_{m}}\right)$ in $P^{(n)}$ and to 0 in the complementary set $Q^{(n)}$, and let $\psi_{n}(x)$ be the Poisson integral of the function equal to 0 in $P^{(n)}$ and to $u\left(\rho_{n} e^{i x_{1}}, \ldots, \rho_{n} e^{i x_{m}}\right)$ in $Q^{(n)}$; then $\psi_{n}$ is continuous in the closure of $V$ and is 0 on II. Since $u\left(\rho_{n} z\right)$ is the Poisson integral of the values it takes on $\Gamma_{m}$, we have

$$
u\left(\rho_{n} z\right)=\phi_{n}(z)+\psi_{n}(z) .
$$

The $\phi_{n}$ are Poisson integrals of a function numerically not exceeding 1 , and so are equicontinuous in the set $\left|z_{1}\right| \leqslant 1-\epsilon, \ldots,\left|z_{m}\right| \leqslant 1-\epsilon$. We can therefore find a sequence $\left\{\phi_{n_{k}}\right\}$ converging in $\Delta_{m}$, and uniformly in each set just written. The function $\phi(z)=\lim \phi_{n_{i}}(z)$ is $m$-harmonic, with $|\phi(z)| \leqslant 1$, in $\Delta_{m}$. By (4•15), $\left\{\psi_{n_{k}}(z)\right\}$ converges in $\Delta_{m}$ to an $m$-harmonic function $\psi(z)$, and

$$
u(z)=\phi(z)+\psi(z) .
$$

Since $\phi$ is bounded in $\Delta_{m}$, and thus is the Poisson integral of a bounded function, $\phi$ has a non-tangential limit at almost all points of $\Gamma_{m}$. For the proof of (4-13) it is therefore enough to show that $\psi$ has a non-tangential limit almost everywhere in $\Pi$; we show that this limit is 0 almost every where in $\Pi$. For simplicity of notation we suppose that $m=2$, but the proof is general.

It is enough to prove that there exists a positive $\chi(\mathbf{z})$ in $\Delta_{m}$ which majorizes $|\psi(z)|$ in $V$ and tends non-tangentially to 0 at almost all points of $\Pi$. For consider an $\mathbf{x}^{0}=\left(x_{1}^{0}, x_{2}^{0}\right)$ in $P$ which is a point of strong density for $P$ (see p. 307) and at which $\chi$ tends non-tangentially to 0 ; almost all $\mathbf{x}^{0} \in P$ have this property. The hypothesis that $\mathrm{x}^{0}$ is a point of strong density implies that if $0<\lambda<1$ is fixed, and ( $x_{1}, x_{2}$ ) is any point sufficiently close to ( $x_{1}^{0}, x_{2}^{0}$ ), then the rectangle (of the points $\left(\xi_{1}, \xi_{8}\right)$ )

$$
\left|\xi_{1}-x_{1}\right| \leqslant \lambda\left|x_{1}-x_{0}^{1}\right|, \quad\left|\xi_{2}-x_{2}\right| \leqslant \lambda\left|x_{2}-x_{2}^{0}\right|
$$

must necessarily contain points of $P$. This in turn implies that if $N$ is any fixed triangular neighbourhood of $z^{0}=\left(e^{i x i}, e^{i x 0}\right)$, then the part of it which is sufficiently close to $z^{0}$ is totally covered by the $T(z)$ with $z$ in $\Pi \dagger$. Hence $\chi(z)$ majorizes $\mid \psi(z)$; for those $z$ in $N$ which are close to $z^{0}$, and $\psi$ has a non-tangential limit 0 at $z^{0}$.

It remains to construct the required $\chi$.
Let $h\left(x_{1}, x_{2}\right)$ be the characteristic function of the open set $Q$ complementary to $P$, let

$$
\begin{equation*}
\chi_{1}(z)=\frac{1}{\pi} \int_{-\pi}^{\pi} P\left(r_{1}, t_{1}-x_{1}\right) d t_{1}\left\{\frac{1}{\pi} \int_{-\pi}^{\pi} h\left(t_{1}, t_{2}\right) P\left(r_{2}, t_{2}-x_{2}\right) d t_{2}\right\} \tag{4•18}
\end{equation*}
$$

be the Poisson integral of $h$, and let

$$
\chi_{2}(\mathrm{z})=P\left(r_{1}, x_{1}\right)+P\left(r_{2}, x_{2}\right)+\chi_{1}(\mathrm{z}),
$$

where $\mathrm{Z}=\left(r_{1} e^{i x_{1}}, r_{2} e^{i x_{3}}\right)$. Clearly $\chi_{s}$ has a non-tangential limit 0 at almost all points of $\Pi$.

For each $n, \psi_{n}(z)$ is a continuous function in the closure $\bar{V}$ of $V$. If we show that there is an $M>0$ independent of $n$ such that, for each $n$, as $z$ in $V$ approaches a point $z^{0}$ on the boundary of $V$, we have

$$
-M \limsup \chi_{z \rightarrow \Sigma^{0}}(z) \leqslant \psi_{n}\left(z^{0}\right) \leqslant M \lim _{n \rightarrow \infty^{\infty}} \sup \chi_{2}(z)
$$

then the maximum principle for harmonic functions (each $m$-harmonic function is also harmonic) will imply that

$$
\left|\psi_{n}(z)\right| \leqslant M \chi_{\mathbf{z}}(z) \quad(z \in V),
$$

$\dagger$ Since the situation is geometrically somewhat lees aimple than in the one-dimensional caso, wo add a few words of explanation. Instead of a bi-cylinder we may consider the Cartesian product of the half. planes $-\infty<x_{1}<+\infty, y_{1}>0$ and $-\infty<x_{1}<+\infty, y_{2}>0$. Let $P$ be a closed set of positive measure in the plane $y_{1}=0, y_{8}=0$, and $T\left(\xi_{1}, \xi_{2}\right)$ a fixed triangular neighbourhood

$$
h>y_{1}>\alpha\left|x_{1}-\xi_{2}\right|, \quad h>y_{8}>\alpha\left|x_{2}-\xi_{8}\right|
$$

of a variable point $\left(\xi_{2}, \xi_{8}\right) \in P$. We have to show that if $\left(x_{1}^{0}, x_{1}^{0}\right)$ is a point of strong density for $P, \beta>0$ is fixed, and $y_{1}, y_{2}$ aro arbitrary positive and sufficiently small, then any point ( $x_{1}, y_{1}$ ) $\times\left(x_{2}, y_{2}\right)$ astisfying

$$
\text { (*) } y_{1}>\beta\left|x_{1}-x_{1}^{0}\right|, \quad y_{2}>\beta\left|x_{2}-x_{2}^{0}\right|
$$

belongs to some $T\left(\xi_{2}, \xi_{2}\right)$, with $\left(\xi_{2}, \xi_{2}\right) \in P$, that is

$$
\text { (**) } \quad y_{2}>\alpha\left|x_{1}-\xi_{1}\right|, \quad y_{2}>\alpha_{3}\left|x_{2}-\xi_{2}\right| \quad\left(\left(\xi_{1}, \xi_{2}\right) \in P\right) .
$$

Wo may suppoee that $\beta<\alpha$, for otherwise the result is obvious. But if wo have $\left({ }^{*}\right)$, then the $\left(\xi_{1}, \xi_{8}\right) \in P$ satisfying (4-17) with $\lambda=\beta / \alpha$ satisfy also (**).
and, making $n \rightarrow \infty, \quad|\psi(\mathbf{z})| \leqslant M \chi_{2}(\mathbf{z}) \quad(\mathbf{z} \in V)$,
so that $\chi=M \chi_{2}$ will have the desired properties.
We recall that $\left|\psi_{n}\right| \leqslant 2$ in $V$, and $\psi_{n}=0$ in $\Pi$. Let $z_{0} \in B$ and consider various special cases:
(i) $\left|z_{1}^{0}\right|=1,\left|z_{8}^{0}\right|=1$. (4-20) is then obvious;
(ii) $\left|z_{1}^{0}\right|=1-\frac{1}{2} \delta_{0}$ or $\left|z_{2}^{0}\right|=1-\frac{1}{2} \delta_{0}$. (4-20) is again obvious;
(iii) both $z_{1}^{0}$ and $z_{2}^{0}$ are in the ring

$$
R: \quad 1-\frac{1}{2} \delta_{0}<|z|<1 .
$$

Given a $z \in R$, consider the largest open arc $(\alpha, \beta)$ such that $z$ is in $T_{1}\left(e^{i x}\right)$ for $x$ in $(\alpha, \beta)$; we call this the arc associated with $z$. If $z_{1} \in R, z_{2} \in R$, the point $z=\left(z_{1}, z_{2}\right)$ is in $V$ if and only if the Cartesian product of the arc ( $\alpha_{1}, \beta_{1}$ ) associated with $z_{1}$ and the arc ( $\alpha_{2}, \beta_{2}$ ) associated with $z_{2}$ contains points of $P$. Hence, under the hypothesis of (iii), if ( $\alpha_{j}, \beta_{j}$ ) is associated with $z_{j}^{0}, j=1,2$, the Poisson integral of $h$ is at $z^{0}$ not less than the Poisson integral of the characteristic function of $\left(\alpha_{1}, \beta_{1}\right) \times\left(\alpha_{8}, \beta_{2}\right)$, which is the product of the one-dimensional Poisson integrals of the characteristic functions of $\left(\alpha_{j}, \beta_{j}\right), j=1,2$. But the Poisson integral of the characteristic function of ( $\alpha_{j}, \beta_{j}$ ) exceeds at $z_{j}^{0}$ a positive number depending on $T$ ' only (Chapter III, (6.18)). Hence $\chi_{\mathbf{z}}\left(z^{0}\right)$ is bounded away from 0 , and since $\left|\dot{\psi}_{n}\left(z^{0}\right)\right| \leqslant 2$ we again have (4.20).
(iv) $z_{1}^{0} \in R,\left|z_{2}^{0}\right|=1$ (or, vice versa, $z_{2}^{0} \in R,\left|z_{1}^{0}\right|=1$ ). Write $z_{j}^{0}=r_{j}^{0} e^{i x_{x}^{0}}$ and consider the formula (4.18). Fix $t_{1}$ in the inner integral. Then $h\left(t_{1}, t_{2}\right)$ becomes a function of $t_{2}$, continuous at each point where $h$ takes the value 1. It follows that as $z_{2} \rightarrow z_{2}^{0}$ the inner integral approaches $h\left(t_{1}, x_{2}^{0}\right)$ if $h\left(t_{1}, x_{2}^{0}\right)=1$, and has non-negative inferior limit if $h\left(t_{1}, x_{2}^{0}\right)=0$. Hence in all cases the inferior limit of the inner integral as $z_{2} \rightarrow z_{2}^{0}$ is not less than $h\left(t_{1}, x_{2}^{0}\right)$. This gives

$$
\liminf _{\mathrm{x} \rightarrow \mathbf{x}^{+}} \chi_{2}(\mathbf{z}) \geqslant P\left(r_{1}^{0}, x_{1}^{0}\right)+\frac{1}{\pi} \int_{-\pi}^{\pi} h\left(t_{1}, x_{2}^{0}\right) P\left(r_{1}, t_{1}-x_{1}^{0}\right) d t_{1} .
$$

Denote the right-hand side by $\chi_{2}\left(z_{1}^{0} ; x_{2}^{0}\right)$, and replace $z_{1}^{0}$ by general $z,|z|<1$. The resulting function $\chi_{2}\left(z ; x_{2}^{0}\right)$ is a one-dimensional analogue of $\chi_{2}(z)$ and has been discussed in detail in Chapter XIV, p. 202. Clearly $h\left(t_{1}, x_{2}^{0}\right)$ is the characteristic function of a one-dimensional open (possibly empty) set $Q\left(x_{2}^{0}\right)$. The complementary (onedimensional) set $P\left(x_{2}^{0}\right)$ is closed, and non-empty, and consists of points $t_{1}$ such that $\left(t_{1}, x_{2}^{0}\right) \in P$. Let $V\left(x_{2}^{0}\right)$ be the union of $T_{1}\left(e^{i t_{1}}\right)$ for $t_{1} \in P\left(x_{2}^{0}\right)$, and let $\Pi\left(x_{2}^{0}\right)$ be the set of points $e^{i t_{1}}, t_{1} \in P\left(x_{2}^{0}\right)$.

Consider also $\psi_{n}\left(z, e^{i x_{2}^{0}}\right) q u a$ function of $z$. It is harmonic and numerically not greater than 2 in $V\left(x_{2}^{0}\right)$, continuous in the closure of $V\left(x_{2}^{0}\right)$, and 0 in $\Pi\left(x_{2}^{\Omega}\right)$. Therefore (see Chapter XIV, (1-8)) there exists a constant $M$, depending on $T$ only, such that $\left|\psi_{n}^{\prime}\left(z, e^{i x_{2}^{0}}\right)\right| \leqslant M \chi_{2}\left(z ; x_{2}^{0}\right)$ for $z \in V\left(x_{2}^{0}\right)$, from which we deduce, by (4-21), that

$$
\left|\psi_{n}\left(z^{0}\right)\right|=\left|\psi_{n}\left(z_{1}^{0}, z_{2}^{0}\right)\right| \leqslant M \chi_{2}\left(z_{1}^{0} ; x_{2}^{0}\right) \leqslant M \limsup _{s \rightarrow \mathbf{x}^{+}} \chi_{8}(z)
$$

This completes the proof of (4.20), and so also of Theorem (4-13) when the neighbourhoods $T$ are symmetrical. The general case is reducible to this, since if we fix $T$ and a closed set $P$ as in the symmetric case, then at every point of strong density of $P$ we have a symmetric neighbourhood in which $u$ is bounded.

The preceding proof also shows that the conclusion of (4.13) holds if $u$ is $m$-harmonic not in the whole of $\Delta_{m}$ but only in triangular neighbourhoods of each point of $E$. We shall use this remark presently.

If $u$ is regular in $\Delta_{m},(4 \cdot 13)$ can be strengthened. We say that $\Phi(z)$, regular in $\Delta_{m}$, behaves restrictedly at a point $\mathbf{z}^{0}=\left(e^{i x_{1}^{0}}, \ldots, e^{i x_{m}^{0}}\right)$, if there is a triangular neighbourhood $T\left(\mathbf{z}^{0}\right)$ such that $\Phi\left\{T\left(\mathbf{z}^{0}\right)\right\}$ is not dense in the complex plane.
(4-22) Theorem. If $w=\Phi(\mathbf{z})=\Phi\left(z_{1}, \ldots, z_{m}\right)$ is regular in $\Delta_{m}$ and behaves restrictedly at each point of a set $E \subset \Gamma_{m}$, then $\Phi$ has a finite non-tangential limit almost everywhere in $E$.

Wo may suppose, without loss of generality, that each $\Phi\left\{T\left(\mathbf{z}^{0}\right)\right\}, \mathbf{z}^{0} \in E$, is disjoint with a fixed circle ; $w-w_{0} \mid<r$, so that $\boldsymbol{u}=\mathbf{1} /\left\{\Phi(\mathbf{z})-w_{0}\right\}$ is regular and bounded in each $T\left(\mathbf{z}^{0}\right), \mathbf{z}^{0} \in E$. Hence $u$ has a non-tangential limit almost everywhere in $E$. It follows that $\Phi$ has a non-tangential limit almost everywhere in $E$, and we have to show that this limit can be infinite only in a set of measure 0 .

For a fixed choice of real parameters $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$ consider the function

$$
\begin{equation*}
\Psi(z)=\Phi\left(z e^{i \alpha_{1}}, z e^{i \alpha_{2}}, \ldots, z e^{i \alpha_{m}}\right) \tag{4•23}
\end{equation*}
$$

regular in $|z|<1$. Let $E^{\infty}$ be the set of points where $\Phi(z)$ has an infinite non-tangential limit. The set of $t$ 's such that $\Psi^{\circ}(z)$ has an infinite non-tangential limit at $e^{i t}$ is of measure 0 (Chapter XIV, (1-11)) and contains the $t$ 's such that ( $\left.t+\alpha_{1}, \ldots, t+\alpha_{m}\right) \in E^{\infty}$. Hence the intersection of $E^{\infty}$ with the straight line $x_{j}=t+\alpha_{j}, j=1, \ldots, m$, has linear measure 0 . The $\alpha$ 's being arbitrary and $E^{\infty}$ measurable, we have $\left|E^{\infty}\right|=0$.
(4.24) Theorem. If $\Phi(z)$ is regular in $\Delta_{m}$ and noi identically 0 , then the set $E^{0}$ of $\Gamma_{m}$, where $\Phi$ has a non-tangential limit 0 , is of measure 0 .

Consider the function (4-23). It cannot be identically 0 for any choice of the $\alpha$ 's. Hence, arguing as before, the intersection of $E^{0}$ with any straight line $x_{j}=t+\alpha_{j}$, $j=1,2, \ldots, m$, is of measure 0 ( $8 e 0$ Chapter XIV, (1.9)) which implies that $\left|E^{0}\right|=0$.

## 5. Power series of several variables (cont.)

We shall now study the boundary behaviour of functions $\phi$ regular in $\Delta_{m}$ and of class $N$, that is, such that

$$
\int_{Q} \log ^{+}\left|\phi\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{n}}\right)\right| d x_{1} \ldots d x_{m} \leqslant A
$$

for some $A$ and all $r_{j}<1$.
(5-2) Theorem. If $\phi \in \mathrm{N}$, then $\phi$ has a restricted non-tangential limit at almost all points of $\Gamma_{m}$.

We first show that if $\phi \in \mathrm{N}$ then $\log ^{+}|\phi(\mathbf{z})|$ is majorized in $\Delta_{m}$ by a non-negative $m$-harmonic function $u(\mathbf{z})$.

Consider the Poisson integral

$$
u_{R_{1} \ldots R_{m}}\left(z_{1}, \ldots, z_{m}\right)=\pi^{-m} \int_{Q} \log ^{+}\left|\phi\left(R_{1} e^{i t_{1}}, \ldots, R_{m} e^{i l_{m}}\right)\right| \prod_{j=1}^{m} P\left(r_{j} / R_{j}, t_{j}-x_{j}\right) d t_{1} \ldots d t_{m}
$$

where $R_{j}<1$ for all $j$. The right-hand side is $m$-harmonic in the $m$-cylinder $\left|z_{1}\right|<R_{1}, \ldots$, $\left|z_{m}\right|<R_{m}$, and when extended by continuity to its closure coincides with $\log ^{+}|\phi|$ for $\left|z_{1}\right|=R_{1}, \ldots,\left|z_{m}\right|=R_{m}$.

Since $\phi$ is a regular function of $z_{1}$ for $z_{2}, \ldots, z_{m}$ fixed, the integral

$$
\pi^{-1} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(R_{1} e^{u_{1}}, \ldots\right)\right| P\left(r_{1} / R_{1}, t_{1}-x_{1}\right) d t_{1}
$$

is a non-decreasing function of $R_{1}$ for $r_{1}<R_{1}$ (Chapter VII, p. 273) $\dagger$. If we multiply (5.4) by $P\left(r_{2} / R_{2}, x_{2}-t_{2}\right) \ldots P\left(r_{m} / R_{m}, x_{m}-t_{m}\right)$ and integrate over ( $0,2 \pi$ ) with respect to $t_{2}, \ldots, t_{m}$, we still have a non-decreasing function of $R_{1}$. It follows that, for any $z$ in $\Delta_{m}, u_{R_{1} \ldots R_{m}}(\mathrm{z})$ is a non-decreasing function of $R_{1}, \ldots, R_{m}$ provided that $\left|z_{1}\right|<R_{1}$, $\ldots,\left|z_{m}\right|<R_{m}$. Hence at each $z \in \Delta_{m}$ the function $u_{R_{1} \ldots R_{m}}(\mathbf{z})$, which is defined if $R_{1}, \ldots, R_{m}$ are sufficiently close to 1 , tends, increasing, to a limit $u(z)=u\left(z_{1}, \ldots, z_{m}\right)$.

This limit is finite, since if $\left|z_{j}\right| \leqslant R<R^{\prime} \leqslant R_{j}<1$ for all $j$, then, by (5•3),

$$
\left.\left|u_{R_{1} \ldots R_{m}}(\mathrm{z})\right| \leqslant\left(\frac{1}{2 \pi} \frac{R^{\prime}+R}{R^{\prime}-R}\right)^{m} \int_{0} \log ^{+} \right\rvert\, \phi\left(R_{1} e^{i t_{1}}, \ldots R_{m} e^{\left.i t_{m}\right)} \mid d t_{1} \ldots d t_{m}\right.
$$

so that the left-hand side is uniformly bounded.
A similar argument, under the same hypothes concerning the $z_{j}$ and $R_{j}$, shows that the partial derivatives of $u_{R_{1} \ldots R_{m}}$ with respect to $r_{j}$ and $x_{j}$ are also uniformly bounded. Hence the convergence of $u_{R_{1} \ldots R_{m}}(z)$ to $u(z)$ is uniform in every $m$-cylinder $\left|z_{1}\right| \leqslant R, \ldots,\left|z_{m}\right| \leqslant R, R<1$, which shows that $u(z)$ is $m$-harmonic in $\Delta_{m}$.

Since $\phi$ is regular in $z_{1}$, we have

$$
\log ^{+}\left|\phi\left(r_{1} e^{t x_{1}}, z_{2}, \ldots, z_{m}\right)\right| \leqslant \pi^{-1} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(R_{1} e^{u_{1}}, z_{2}, \ldots, z_{m}\right)\right| P\left(r_{1} / R_{1}, x_{1}-t_{1}\right) d t_{1}
$$

for $r_{1}<R_{1}<1$ (Chapter VII, p. 273). Since $\phi\left(r_{1} e^{i x_{1}}, z_{2}, \ldots, z_{m}\right)$ is regular in $z_{3}$, we have

$$
\begin{aligned}
& \log ^{+}\left|\phi\left(r_{1} e^{i x_{1}}, r_{2} e^{i x_{2}}, z_{3}, \ldots, z_{m}\right)\right| \\
& \\
& \leqslant \pi^{-1} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(r_{1} e^{i x_{1}}, R_{2} e^{u_{2}}, z_{3}, \ldots, z_{m}\right)\right| P\left(r_{2} / R_{2}, x_{2}-t_{2}\right) d t_{2}
\end{aligned}
$$

for $r_{2}<R_{2}<1$. This and the previous inequality give
$\log +\left|\phi\left(r_{1} e^{i x_{1}}, r_{2} e^{i x_{2}}, z_{3}, \ldots, z_{m}\right)\right|$

$$
\leqslant \pi^{-2} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(R_{1} e^{u_{1}}, R_{2} e^{u_{1}}, z_{3}, \ldots, z_{m}\right)\right| P\left(r_{1} / R_{1}, x_{1}-t_{1}\right) P\left(r_{2} / R_{2}, x_{2}-t_{2}\right) d t_{1} d t_{2}
$$

for $r_{1}<R_{1}, r_{2}<R_{2}$. Proceeding in this way we see that $\log +\left|\phi\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)\right|$ does not exceed (5.3), and making $R_{1}, \ldots, R_{m}$ tend to 1 we find that $\log ^{+}|\phi(z)|$ is majorized by a non-negative $m$-harmonic function $u(z)$, as asserted.
$\dagger$ Lot $\phi(z)$ be regular for $|z|<1$, and let $0<R_{1}<R_{3}<1$. In the argument above we are using the fact that, if $r<R_{1}$, then

$$
\frac{1}{\pi} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(R_{1} e^{t t}\right)\right| P\left(\frac{r}{R_{1}}, x-t\right) d t \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(R_{1} e^{i t}\right)\right| P\left(\frac{r}{R_{1}}, x-t\right) d t
$$

To prove this, denote the right-hand side by $u(z)$, where $z=r e^{6 e}$. Since $u$ is harmonic in $|z|<R_{\mathbf{p}}$, the right-hand side doos not change for $|z|<R_{1}$, if $\log ^{+}\left|\phi\left(R_{2} e^{\prime l}\right)\right|$ is replaced by $u\left(R_{1} e^{\text {li }}\right)$ and $P\left(r \mid R_{2}, x-t\right)$ by $P\left(r \mid R_{1}, x-\ell\right)$. 8ince, by Chapter VII, (7-10), we have $\log ^{+}\left|\phi\left(R_{1} e^{f t}\right)\right| \leqslant u\left(R_{1} e^{t t}\right)$, the required inequality follows.

By (3.21) and (3.18), $u$ has a restricted non-tangential limit at almost all points of $\Gamma_{m}$. Hence $\phi$ is restrictedly non-tangentially bounded at almost all points of $\Gamma_{m}$. This gives (5-2) as a corollary if we prove the following general result:
(5.5) Theorem. Suppose that $\phi(z)$ is regular in $\Delta_{m}$, and that at each point of a set $E$ situated on the extremal boundary $\Gamma_{m}, \phi$ is restrictedly non-tangentially bounded. Then $\phi$ has a restricted non-tangential limit almost everywhere in $E$.

The main idea of the proof consists in reducing the case of restricted non-tangential boundedness to that of ordinary (unrestricted) non-tangential boundedness by a suitable change of variables. The geometric aspect of the change of variables is slightly easier to grasp if we consider functions not in $\Delta_{m}$ but in the Cartesian product of halfplanes; these two cases are clearly equivalent through linear transformations of the individual variables.

Write $z_{j}=x_{j}+i y_{j}$, and suppose that $\phi(z)=\phi\left(z_{1}, \ldots, z_{m}\right)$ is regular in the domain

$$
y_{1}>0, \quad \ldots, \quad y_{m}>0
$$

and that, as z restrictedly and non-tangentially approaches any point $\mathrm{x}^{0}=\left(x_{1}^{0}, \ldots, x_{m}^{0}\right)$ of a set $E$ situated on the extremal boundary

$$
y_{1}=0, \quad \ldots, \quad y_{m}=0
$$

of ( $5 \cdot 6$ ), the function $\phi$ remains bounded (not necessarily uniformly in $\mathbf{x}^{0}$ ).
The hypothesis that $\phi$ is bounded as 2 restrictedly and non-tangentially approaches an $x^{0} \in E$ means that $\phi$ remains bounded as $z$ tends to $x^{0}$ in such a way that

$$
\begin{gather*}
\max _{j, k}\left(y_{k} / y_{j}\right) \leqslant \alpha \quad(j, k=1, \ldots, m) \\
\left|x_{j}-x_{j}^{0}\right| \leqslant \beta y_{j} \quad(j=1, \ldots, m) \tag{5.9}
\end{gather*}
$$

where $\alpha$ and $\beta$ are any fixed but arbitrary constants. Of course the upper bound of $\phi$ may depend also on $\alpha$ and $\beta$.

Condition ( $5 \cdot 8$ ) expresses the restrictedness, and $(5 \cdot 9)$ the non-tangential character, of the approach. If we omit (5.8) and merely require that the $y$ 's tend to 0 through positive values we obtain the unrestricted non-tangential approach.

We fix an $\epsilon, 0<\epsilon<1$, and consider the transformation

$$
\left.\begin{array}{c}
z_{1}=w_{1}+\epsilon w_{2}+\ldots+\epsilon w_{m} \\
z_{2}=\epsilon w_{1}+w_{2}+\ldots+\epsilon w_{m}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
z_{m}=\epsilon w_{1}+\epsilon w_{2}+\ldots+w_{m} .
\end{array}\right\}
$$

On setting $w_{j}=u_{j}+i v_{j}$ we reduce this to two transformations

$$
\left.\begin{array}{c}
x_{1}=u_{1}+\epsilon u_{2}+\ldots+\epsilon u_{m}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
x_{m}=\epsilon u_{1}+\epsilon u_{2}+\ldots+u_{m},
\end{array}\right\}
$$

and

$$
\left.\begin{array}{l}
y_{1}=v_{1}+\epsilon v_{2}+\ldots+\epsilon v_{m} \\
\ldots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
y_{m}=\epsilon v_{1}+\epsilon v_{2}+\ldots+v_{m}
\end{array}\right\}
$$

either of which we denote by $T$.
Let $X, Y, U, V$ be the spaces of points $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{m}\right)$, etc. Let $Y+$ be the 'positive octant' of $Y$, that is, the (open) set of all $y$ 's with strictly positive co-ordinates; we define $V^{+}$similarly.

Since $T$ is non-singular, it establishes a one-one correspondence between the points of $X$ and $U$. The map of $V^{+}$by $T$ is an 'angle' $A_{c}$, a conical domain whose closure, except for the origin, is interior to $Y^{+}$. (If the $v_{j}$ are non-negative but not all 0 , the $y_{j}$ are positive.) The map of $A_{\epsilon}$ by $T$ is another angle, which we denote by $B_{\epsilon}$, whose closure, except for the origin, is interior to $A_{\epsilon}$. For obviously $B_{c} \subset A_{\epsilon}$, and if some boundary point of $B_{c}$ were on the boundary of $A_{\epsilon}$, it would mean that there were two points $p$ and $q$ on the boundary of the positive octant such that $T^{2} p=T q$, that is, $q=T p$, which is impossible unless $p=q=0$.

We now prove the following two facts:
(i) If the point $\left(w_{1}, \ldots, w_{m}\right)$, where all the $w_{j}$ have positive imaginary parts, approaches a point ( $u_{1}^{0}, \ldots, u_{m}^{0}$ ) non-tangentially, then ( $z_{1}, \ldots, z_{m}$ ) approaches the corresponding point ( $x_{1}^{0}, \ldots, x_{m}^{0}$ ) restrictedly and non-tangentially.
(ii) If $\left(z_{1}, \ldots, z_{m}\right)$ approaches ( $x_{1}^{0}, \ldots, x_{m}^{0}$ ) non-tangentially and in such a way that $\left(y_{1}, \ldots, y_{m}\right) \in B_{e}$, then ( $w_{1}, \ldots, w_{m}$ ) approaches ( $u_{1}^{0}, \ldots, u_{m}^{0}$ ) non-tangentially.

Observe that (ii) is, in a sense, a converse of (i). For in the first place, if ( $y_{1}, \ldots, y_{m}$ ) is in $B_{c}$, and so also in $A_{c}$, then we have ( $5 \cdot 8$ ) for some $\alpha=\alpha_{c}$. Conversely, since $T$ tends to the identity transformation as $\epsilon \rightarrow 0$, and so $A_{\epsilon}$ and $B_{\epsilon}$ exhaust the positive octant as $\epsilon \rightarrow 0$, it follows that if we have (5.8) for some $\alpha$, then $\left(y_{1}, \ldots, y_{m}\right)$ is in $B_{\epsilon}$ for $\epsilon$ small enough.

In view of the homogeneity of $T$ we may suppose that

$$
\left(x_{1}^{0}, \ldots, x_{m}^{0}\right)=\left(u_{1}^{0}, \ldots, u_{m}^{0}\right)=(0, \ldots, 0) .
$$

To prove (i), suppose that $\left|u_{j}\right| \leqslant A v_{j}$ for all $j$. Then, by (5.11) and (5•12), $\left|x_{j}\right| \leqslant A y_{j}$. Moreover, by (5.12), for all $\left(y_{1}, \ldots, y_{m}\right) \in A_{\epsilon}$ we have

$$
\epsilon \max v_{j} \leqslant y_{k} \leqslant(1+n \epsilon) \max v_{j} \quad(k=1, \ldots, m), \quad n=m-1,
$$

which shows that the ratio of any two $y$ 's does not exceed $(1+n \epsilon) / \epsilon$; hence (i) is established.

To prove (ii), suppose that $\left|x_{j}\right| \leqslant A y_{j}$ for all $j$. Solving the equations (5.11) with respect to $u_{1}, \ldots, u_{m}$, we obtain the $u_{k}$ as linear functions of $x_{1}, \ldots, x_{m}$. Hence $\left|u_{k}\right| \leqslant B \max \left|x_{j}\right|$ for all $k$, where $B$ is a constant. This, combined with the preceding inequality, shows that $\left|u_{k}\right| \leqslant A B \max y_{j}$, for all $k$, and so, by (5•13),

$$
\left|u_{k}\right| \leqslant A B(1+n \epsilon) \max v_{j} .
$$

Finally, since $\left(y_{1}, \ldots, y_{m}\right)$ is in $B_{c}$, it follows that $\left(v_{1}, \ldots, v_{m}\right)$ is in $A_{c}$, and since the ratio of any two $v$ 's in $A_{\epsilon}$ does not exceed $(1+n \epsilon) / \epsilon$, (5•14) implies that

$$
\left|u_{k}\right| \leqslant A B(1+n \varepsilon)^{2} \epsilon^{-1} v_{k} \quad(k=1, \ldots, m),
$$

which proves (ii).

Return to the function $\phi\left(z_{1}, \ldots, z_{m}\right)$, and, substituting for $z_{1}, \ldots, z_{m}$ the values (5.10), write

$$
\phi\left(z_{1}, \ldots, z_{m}\right)=\psi\left(w_{1}, \ldots, w_{m}\right)
$$

The function $\psi$ is defined and regular if all the $v_{f}$ are positive. Let $E^{*}$ be the set in the $U$-space obtained from $E$ by the transformation ( $5 \cdot 11$ ); the measures of $E^{*}$ and $E$ differ by a constant factor different from 0 . If ( $w_{1}, \ldots, w_{m}$ ) approaches non-tangentially a point $\left(u_{1}^{0}, \ldots, u_{m}^{0}\right) \in E^{*}$, then, by (i), ( $z_{1}, \ldots, z_{m}$ ) approaches restrictedly and non-tangentially the corresponding point $\left(x_{1}^{0}, \ldots, x_{m}^{0}\right) \in E$ and, by ( $5 \cdot 15$ ) and the hypothesis of (5.5), $\psi$ remains bounded. Hence, after (4.13), $\psi$ has a non-tangential limit almost everywhere in $E^{*}$. This in turn implies, by (ii), that if $z$ approaches nontangentially a point $\left(x_{1}^{0}, \ldots, x_{m}^{0}\right) \in E$ in such a way that $\left(y_{1}, \ldots, y_{m}\right)$ stays in $B_{6}$, then $\phi\left(z_{1}, \ldots, z_{m}\right)$ tends to a limit; the exceptional set depends on $\epsilon$, and we call it $N_{c}$. Take now a sequence $\epsilon_{1}, \epsilon_{2}, \ldots \rightarrow 0$, and write $N=\Sigma N_{c_{i}}$. Clearly $|N|=0$, and since $B_{c}$ exhausts the positive octant as $\epsilon \rightarrow 0$, we immodiately see that $\phi$ has a restricted non-tangential limit at all points of $E-N$.
This concludos the proof of (5.5), and so also of (5.2).

The account just given may be completed by the following remarks.
Theorem (5.5) is an analogue of (4•13), but while in (4.13) it was enough to assume that the function was $m$-harmonic, in (5.5) we impoeed on $\phi$ a much stronger condition, that of regularity. It is, however, easy to see that (5.5) holds if $\phi$ is the real part of a function regular in $\Delta_{m}$.

The restricted non-tangential approach in Theorem ( $5 \cdot 5$ ) may be replaced by a slightly weaker hypothesis, namely, that $z$ approaches $x^{0}$ restrictedly through a triangular neighbourhood $T\left(\mathbf{x}^{0}\right)$. The condition of boundedness may be replaced by the requirement that $\phi$ does not take values inside some circle; the circle may vary with $\mathbf{x}^{0}$, and even with the upper bound of the ratios $\left(1-r_{j}\right) /\left(1-r_{k}\right)$ when all the $r$ 's tend to 1 . It can then be shown (we omit the proof since it does not require new ideas) that under these weaker conditions $\phi$ is restrictedly non-tangentially bounded at almost all points of $E$, and so the conclusion of $(5 \cdot 5)$ still holds.

Finally, if $\phi$ is regular in $\Delta_{m}$ and tends restrictedly and non-tangentially to 0 in a set $E$ of positive measure situated on $\Gamma_{m}$, then $\phi \equiv 0$. For 'transplanting' $\phi$ from $\Delta_{m}$ to the Cartesian product of half-planes and using (5-15) we find, after (4-24), that $\psi \equiv 0$, and so $\phi \equiv 0$.

The rest of this section is devoted to the study of the behaviour of $\phi(z)=\phi\left(z_{1}, \ldots, z_{m}\right)$ when only one of the variables $z_{j}$ tends to the boundary. By $\chi(t)$ we denote a function which is non-decreasing and convex for $t \geqslant 0$, satisfies $\chi(0)=0$, but is not identically 0 . Then $\chi(t) / t>c>0$ for $t$ large enough.
(5-16) Theorem. Suppose that $\phi(\mathbf{z})=\phi\left(z_{1}, \ldots, z_{m}\right)$ is regular in $\Delta_{m}$, and that

$$
\int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)\right| d x_{1} \ldots d x_{m}<M
$$

or some $M$ and all $r_{j}<1$. Then, for almost all $x_{1}$ in $(0,2 \pi)$ and all $z_{2}, \ldots, z_{m}$ of modulus less than 1 , the function $\phi\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ converges to a limit as $z_{1}$ tends non-tangentially to $e^{i x_{1}}$. The convergence is uniform over every set

$$
\left|z_{2}\right| \leqslant 1-\eta, \quad \ldots, \quad\left|z_{m}\right| \leqslant 1-\eta \quad(\eta>0),
$$

so that

$$
\phi^{x_{1}}\left(z_{2}, \ldots, z_{m}\right)=\lim _{\varepsilon_{1} \rightarrow e^{1 x_{1}}} \phi\left(z_{1}, z_{2}, \ldots, z_{m}\right)
$$

is a regular function of $z_{\mathbf{2}}, \ldots, z_{n}$ in $\Delta_{m-1}$.

If instead of (5.17) we have

then
for almost all $x_{1}$.
In particular, if $\phi\left(z_{1}, \ldots ; z_{m}\right)$ is in $\mathrm{H}^{\alpha}$, then almost all functions $\phi^{x_{1}}\left(z_{2}, \ldots, z_{m}\right)$ are in $\mathrm{H}^{\alpha}, \alpha>0$.

Since $\chi(t) / t>c>0$ for large $t$, (5-18) clearly implies (5•17) (with a new $M$ ).
Consider

$$
I_{\rho}(z)=\int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(z, \rho e^{i x_{2}}, \ldots, \rho e^{i x_{m}}\right)\right| d x_{2} \ldots d x_{m}
$$

where $z=r e^{i x}, r<1, \rho<1$. Fix an $R<1$ and suppose that $r<R$. We have

$$
\begin{align*}
& \log ^{+}\left|\phi\left(r e^{i x}, \rho e^{i x_{1}}, \ldots, \rho e^{i x_{m}}\right)\right| \\
& \quad \leqslant \frac{1}{\pi} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(R e^{i t}, \rho e^{i x}, \ldots, \rho e^{i x_{m}}\right)\right| P(r \mid R, x-t) d t,
\end{align*}
$$

and, furthermore, the right-hand side is a non-decreasing function of $R$ in $(r, 1)$. Integrating this over $0 \leqslant x_{2} \leqslant 2 \pi, \ldots, 0 \leqslant x_{m} \leqslant 2 \pi$, and interchanging the order of integration on the right, we obtain the inequality

$$
\begin{equation*}
I_{\rho}\left(r e^{i x}\right) \leqslant \frac{1}{\pi} \int_{0}^{9 \pi} I_{\rho}\left(R e^{i t}\right) P(r / R, x-t) d t \quad(r<R) \tag{5.22}
\end{equation*}
$$

Denote the right-hand side here by $u_{R}\left(r e^{i x}\right)$. It also is a non-decreasing function of $R$ for $r<R<1$. Moreover, it is non-negative and harmonic in $r e^{i x}$, and the limit

$$
u\left(r e^{i x}\right)=\lim _{R \rightarrow 1} u_{R}\left(r e^{i x}\right)
$$

finite or infinite, exists in the interior of the unit circle.
If we integrate $u_{R}\left(r e^{i x}\right)$ with respect to $x$ over $(0,2 \pi)$ and apply (5•20) and (5.17), we got

$$
\begin{align*}
\int_{0}^{2 \pi} u_{R}\left(r e^{i x}\right) d x & =\int_{0}^{2 \pi} I_{\rho}\left(R e^{i t}\right) d t \\
& =\int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \log +\left|\phi\left(R e^{i t}, \rho e^{i x_{2}}, \ldots, \rho e^{i x_{n}}\right)\right| d t d x_{2} \ldots d x_{m}<M .
\end{align*}
$$

Now the limit of a non-decreasing sequence of harmonic functions is either harmonio or $+\infty$ (uniformly in every smaller domain). The latter is impossible since in that case the first integral (5-23) would tend to $+\infty$. Hence $u$ is harmonic, and using (5.22) we come to the following conclusion: under the hypothesis (5-17) the function $I_{p}(z)$ is majorized in $|z|<1$ by a non-negative harmonic function $u(z) . ~ \dagger$

Denote by $M_{8}\left(x_{1}\right)$ the upper bound of $u(z)$ in the domain $\Omega_{8}\left(e^{i x_{1}}\right)$. (For the definition of $\Omega_{8}$ see p. 199.) Since a non-negative harmonic function is the Poisson-Stieltjes integral of a non-negative mass distribution, $M_{8}\left(x_{1}\right)$ is finite for almost all $x_{1}$ and all $\delta<1$. Suppose that $M_{8}\left(x_{1}^{0}\right)$ is finite for all $\delta<1$, and that $\left|z_{2}\right| \leqslant r_{0}, \ldots,\left|z_{m}\right| \leqslant r_{0}$, where

[^48]$r_{0}<\rho$. Then, since $\log ^{+}\left|\phi\left(z_{1}, \ldots, z_{m}\right)\right|$ is majorized by its Poisson integral with respect to any of the variables $z_{1}, \ldots, z_{m}$, we have
$\log ^{+}\left|\phi\left(z_{1}, \ldots, z_{m}\right)\right| \leqslant \frac{1}{2 \pi} \frac{\rho+r_{0}}{\rho-r_{0}} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(z_{1}, \rho e^{i x_{1}}, z_{3}, \ldots, z_{m}\right)\right| d x_{2}$
$$
\leqslant\left(\frac{1}{2 \pi}\right)^{2}\left(\frac{\rho+r_{0}}{\rho-r_{0}}\right)^{2} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(z_{1}, \rho e^{i x_{2}}, \rho e^{i x_{3}}, \ldots, z_{m}\right)\right| d x_{2} d x_{3}
$$
$$
\leqslant\left(\frac{1}{2 \pi}\right)^{m-1}\left(\frac{\rho+r_{0}}{\rho-r_{0}}\right)^{m-1} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \log ^{+}\left|\phi\left(z_{1}, \rho e^{i x_{2}}, \ldots, \rho e^{i x_{m}}\right)\right| d x_{2} \ldots d x_{m}
$$
$$
=\binom{1}{2 \pi}^{m-1}\left(\frac{\rho+r_{0}}{\rho-r_{0}}\right)^{m-1} I_{\rho}\left(z_{1}\right),
$$
and we get
$$
\log ^{+}\left|\phi\left(z_{1}, z_{2}, \ldots, z_{m}\right)\right| \leqslant \pi^{1-m}\left(\rho-r_{0}\right)^{1-m} M_{8}\left(x_{1}^{0}\right)
$$
for
$$
z_{1} \in \Omega_{\delta}\left(x_{1}^{0}\right), \quad\left|z_{2}\right| \leqslant r_{0}, \ldots,\left|z_{m}\right| \leqslant r_{0} .
$$

Hence $\phi\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ is bounded for $z_{1} \in \Omega_{\delta}\left(x_{1}^{0}\right)$ and $\left|z_{2}\right|, \ldots,\left|z_{m}\right|$ not exceeding $r_{0}$, for each $r_{0}<1$ and $\delta<1$. It follows that $\phi\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ is equicontinuous in the variables $z_{2}, z_{3}, \ldots, z_{m}$, provided these variables numerically do not exceed an $r_{0}<1$ and the parameter $z_{1}$ stays within an $\Omega_{\delta}\left(x_{1}^{0}\right)$ such that $M_{\delta}\left(x_{1}^{0}\right)$ is finite.

We can now prove the existence and regularity of $\phi^{x_{1}}\left(z_{2}, \ldots, z_{m}\right)$ for almost all $x_{1}$. It is enough to show that there is a sequence of points $\left(z_{2}^{k}, \ldots, z_{m}^{k}\right), k=1,2, \ldots$, dense in $\Delta_{m-1}$ and such that $\phi\left(z_{1}, z_{2}^{k}, \ldots, z_{m}^{k}\right)$ has, for each $k$, a non-tangential limit at almost all points $e^{i x_{1}}$. For there will then exist a set $E$ of measure $2 \pi$, such that for $x_{1}^{0} \in E$ all functions $\phi\left(z_{1}, z_{2}^{k}, \ldots, z_{m}^{k}\right)$ have non-tangential limits at $e^{i x_{i}^{0}}$. Using the equicontinuity just established, we come to the following conclusion: if $x_{1}^{0} \in E$ and $\left|z_{2}\right| \leqslant 1-\eta, \ldots$, $\left|z_{m}\right| \leqslant 1-\eta$, the function $\phi\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ converges to a limit as $z_{1}$ tends non-tangentially to $e^{i x_{1}^{0}}$, and the convergence is uniform in $z_{2}, \ldots, z_{m}$. Hence $\phi{ }^{2}\left(z_{2}, \ldots, z_{m}\right)$ exists, and is regular in $\Delta_{m-1}$.

The existence of the required sequence $\left\{\left(z_{2}^{k}, \ldots, z_{m}^{k}\right)\right\}$ will be established if we show that for each system of radii $r_{2}^{0}, \ldots, r_{m}^{0}$ less than 1 almost all systems of amplitudes ( $x_{2}^{0}, \ldots, x_{m}^{0}$ ) have the property that $\phi\left(z_{1}, r_{2}^{0} e^{i x_{2}^{0}}, \ldots, r_{m}^{0} e^{i x_{m}^{0}}\right)$ has a non-tangential limit almost everywhere. By (5-17),

$$
\int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi}\left\{\int_{0}^{2 \pi} \log ^{+}\left|\phi\left(r_{1} e^{i x_{1}}, r_{2}^{0} e^{i x_{2}}, \ldots, r_{m}^{0} e^{i x_{m}}\right)\right| d x_{1}\right\} d x_{2} \ldots d x_{m}<M
$$

The inner integral being a non-decreasing function of $r_{1}$, it follows that at almost all points ( $x_{2}^{0}, \ldots, x_{m}^{0}$ ) we have

$$
\int_{0}^{2 \pi} \log +\left|\phi\left(r_{1} e^{i x_{1}}, r_{2}^{0} e^{i x_{2}^{0}}, \ldots, r_{m}^{0} e^{i x_{m}^{0}}\right)\right| d x_{1}=O(1)
$$

as $r_{1} \rightarrow 1$, so that $\phi\left(z_{1}, r_{2}^{0} e^{i x_{2}^{0}}, \ldots, r_{m}^{0} e^{i x_{m}^{0}}\right)$ has a non-tangential limit almost everywhere.
Suppose now we have (5.18). We write it as

$$
\int_{0}^{2 \pi}\left\{\int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \chi\left\{\log ^{+}\left|\phi\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)\right|\right\} d x_{2} \ldots d x_{m}\right\} d x_{1}<M
$$

Making $r_{1} \rightarrow 1$ and keeping $r_{2}, \ldots, r_{m}$ fixed we obtain

$$
\int_{0}^{2 \pi}\left\{\int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \chi\left\{\log ^{+}\left|\phi^{x_{1}}\left(r_{2} e^{i x_{2}}, \ldots, r_{m} e^{i x_{m}}\right)\right|\right\} d x_{2} \ldots d x_{m}\right\} d x_{1} \leqslant M
$$

Since the inner (repeated) integral is a non-decreasing function of each of the radii $r_{2}, \ldots, r_{m}$, we deduce (5-19) with $M\left(x_{1}\right)$ finite almost everywhere. This completes the proof of (5.16).

If $\phi\left(z_{1}, \ldots, z_{m}\right)$ is in $N$, then, by (5-19) with $\chi(t)=t$, the function $\phi^{x_{1}}\left(z_{2}, \ldots, z_{m}\right)$ is in N for almost all $x_{1}$. Hence the iterated limit

$$
\phi^{x_{1} x_{2}}\left(z_{2}, \ldots, z_{m}\right)=\lim _{z_{1} \rightarrow e^{\left(x_{1},\right.}} \phi^{x_{1}}\left(z_{2}, \ldots, z_{i n}\right)
$$

exists and is in N for almost all points ( $x_{1}, x_{2}$ ). Repeating the argument we see that if $\phi\left(z_{1}, \ldots, z_{m}\right)$ is in N then the iterated limit

$$
\phi^{x_{1} x_{2} \ldots x_{i m}}=\lim _{z_{m} \rightarrow e^{l x_{m}}}\left\{\ldots\left\{\lim _{z_{1} \rightarrow e^{e^{2}}} \phi\left(z_{1}, \ldots, z_{m}\right)\right\}\right\}
$$

exists at almost all points $\left(x_{1}, \ldots, x_{m}\right)$.
If $\phi$ is in $\mathrm{N}_{\mathrm{m}-1}$ then, by (4.8), an ordinary non-tangential limit, which we may denote by $\phi\left(e^{i x_{1}}, \ldots, e^{i x_{m}}\right)$, also exists almost everywhere.
(5-24) Theorem. If $\phi\left(z_{1}, \ldots, z_{m}\right)$ is in $\mathrm{N}_{m}$, then

$$
\phi\left(e^{i x_{1}}, \ldots, e^{i x_{m}}\right)=\phi^{x_{1} x_{2} \ldots x_{m}}
$$

at almost all points $\left(x_{1}, \ldots, x_{m}\right)$. In particular, at almost all points $\left(x_{1}, \ldots, x_{m}\right)$ the value of the iterated limit of $\phi$ is independent of the order of the passage to the limit.

Suppose, for example, that $m=2$. The existence of $\phi\left(e^{i x_{1}}, e^{i x_{2}}\right)$ almost everywhere implies that, given an $\epsilon>0$, we can find a set $E$ in the square $Q\left(0 \leqslant x_{1} \leqslant 2 \pi, 0 \leqslant x_{2} \leqslant 2 \pi\right)$ such that $|Q-E|$ is arbitrarily small and
for

$$
\begin{gather*}
\left|\phi\left(r_{1} e^{i x_{1}}, r_{2} e^{i x_{2}}\right)-\phi\left(e^{i x_{1}}, e^{i x_{2}}\right)\right| \leqslant \epsilon \\
\left(x_{1}, x_{2}\right) \in E, \quad 1-r_{1} \leqslant \delta, \quad 1-r_{2} \leqslant \delta, \quad \delta=\delta(\epsilon) .
\end{gather*}
$$

(We use here only the existence of the radial limit.) Hence, making $r_{1} \rightarrow 1$ in (5.26), we see that

$$
\left|\phi^{x_{1}}\left(r_{2} e^{i x_{1}}\right)-\phi\left(e^{i x_{1}}, e^{i x_{2}}\right)\right| \leqslant \epsilon \quad\left(1-r_{2} \leqslant \delta\right)
$$

for almost all $x_{1}$ such that ( $x_{1}, x_{2}$ ) is in $E$, that is, for almost all $\left(x_{1}, x_{2}\right)$ in $E$. Now, making $r_{2} \rightarrow 1$, we see that $\left|\phi^{x_{1} x_{3}}-\phi\left(e^{i x_{1}}, e^{i x_{3}}\right)\right| \leqslant \epsilon$ almost everywhere in $E$. Since $\epsilon$ and $|Q-E|$ are arbitrarily small, the theorem follows.

## MISCELLANEOUS THEOREMS AND EXAMPLES

1. If the integral of $|f|$ is strongly differentiable in $E$, the intogral of $f$ is strongly differentiable almost every where in $E$.
[For each $n=1,2, \ldots$ write $f=g_{n}+h_{n}$, where $g_{n}(\mathbf{x})$ is either $f(\mathbf{x})$ or 0 , according as $|f(\mathbf{x})| \leqslant n$ or $|f(\mathbf{X})|>n$. Then $|f|=\left|g_{n}\right|+\left|h_{n}\right|, F=G_{n}+H_{n}, \Phi=\Gamma_{n}+\mathrm{X}_{n}$, where $F, G_{n}, H_{n}, \Phi, \Gamma_{n}, X_{n}$ denote respectively the integrals of $f, g_{n}, h_{n},|f|,\left|g_{n}\right|,\left|h_{n}\right|$. Since $g_{n}$ is bounded, it follows that $G_{n}$ and $I_{n}$ are strongly differentiable almost everywhere, $X_{n}=\Phi-\Gamma_{n}$ is strongly differentiable almost everywhere in $E$, and $X_{n}^{\prime}=\left|h_{n}\right|$ almost everywhere in $E$. Let $E_{n}$ be the subeet of $E$ where (i) $h_{n}=0$,
(ii) the strong derivative of $\mathrm{X}_{n}$ exists and equals $\left|h_{n}\right|=0$, (iii) the strong derivative of $G_{n}$ exists and equals $g_{n}$. Then, if $x_{0} \in E_{n}$ and $I$ is an interval converging to $x_{0}$, the right-hand side of

$$
F(I)|I|^{-1}=G_{n}(I)|I|^{-1}+H_{n}(I)|I|^{-1}
$$

tends to $g_{n}\left(\mathbf{x}_{0}\right)+0=f\left(\mathbf{x}_{0}\right)$. Observe that $\left|E-E_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$.]
2. There is an $f \in \mathrm{~L}$ such that the integral of $f$ is strongly differentiable almost everywhere, and the integral of $|f|$ almost nowhere. (Papoulis [1].)
3. (i) Suppose that $f(\mathbf{x})=f\left(x_{1}, \ldots, x_{m}\right)$ is 0 near $\mathbf{x}=\mathbf{x}^{0}$ snd that each of the $m$ functions

$$
g_{j}\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{m}\right)=\int_{-\pi}^{\pi}\left|f\left(x_{1}, \ldots, x_{j-1}, t, x_{j+1}, \ldots, x_{m}\right)\right| d t
$$

is bounded in $\mathbf{x}$. Then $S[f]$ is summable to 0 , both $(C, 1)$ and $A^{*}$, near $\mathbf{x}=\mathbf{x}^{0}$. (ii) If $m=2$, the result holds if $g_{1}$ and $g_{2}$ are bounded near $\mathbf{x}^{0}$.
4. (i) If the integral of $f\left(x_{1}, x_{2}\right)$ is strongly differentiable in $E$, then $S[f]$ is summable $A^{*}$ almost everywhere in $E$. (ii) If the integral of $\left|f\left(x_{1}, x_{2}\right)\right|$ is strongly differentiable in $E$, then $S[f]$ is summable (C,1) almost everywhere in $E$. (iii) If $f\left(x_{1}, x_{2}\right)$ is 0 in a two-dimensional interval $I$, then $S[f]$ is summable to 0 , both $(C, 1)$ and $A^{*}$, almost everywhere in $I$.
5. The analogue of Example 4 (iii) is false for $m \geqslant 3$ : there is an $f(\mathbf{x})=f\left(x_{1}, x_{3}, x_{3}\right)$ which is 0 in a neighbourhood $N$ of $(0,0,0)$ and such that $S[f]$ is summable neither ( $C, 1)$ nor $A$ at any point of $N$.
[Let $f_{1}\left(x_{1}, x_{2}\right)$ be periodic, non-negative and such that, say, the Abel means of S[ $f_{1}$ ] are unbounded at each point ( $x_{1}, x_{2}$ ) (cf. (2.14) (ii)). Let $f\left(x_{1}, x_{2}, x_{3}\right)$ be equal to $f\left(x_{1}, x_{2}\right)$ for $\frac{1}{} \pi \leqslant\left|x_{2}\right| \leqslant \pi$, and to 0 elsewhere. Then, if $\left|x_{3}\right| \leqslant \$ \pi$ and $\left(x_{1}, x_{2}\right)$ is fixed, the Abel mean of $\mathrm{S}[f]$ at $\left(x_{1}, x_{2}, x_{2}\right)$ exceeds

$$
P\left(r_{3}, \frac{1}{3}\right) \pi^{-3} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} f_{1}\left(x_{1}+t_{1}, x_{2}+t_{3}\right) P\left(r_{1}, t_{1}\right) P\left(r_{2}, t_{2}\right) d t_{1} d t_{3}
$$

and so is unbounded if $1-r_{3}$ tends to 0 slowly enough in comparison with $1-r_{1}$ and $1-r_{2}$.]
6. Suppose that $f(z)=f\left(z_{1}, \ldots, z_{n}\right) \in N$. If the integrals

$$
\text { (*) } \int_{0}^{x_{1}} \ldots \int_{0}^{x_{m}} \log ^{+}\left|f\left(r_{1} e^{i v}, \ldots, r_{m} e^{i y_{m}}\right)\right| d y_{1} \ldots d y_{m}
$$

are uniformly absolutely continuous (that is, if the integral of $\log ^{+}|f|$ taken over sets $E \subset Q$ is small with $|E|$, uniformly in $r$ ), then for any convex non-decreasing $\chi(u)$, $u \geqslant 0$, we have

$$
\int_{Q} \chi\left\{\log ^{+}\left|f\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)\right|\right\} d x \leqslant \int_{Q} \chi\left\{\log ^{+}\left|f\left(e^{i x_{1}}, \ldots, e^{i x_{m}}\right)\right|\right\} d x
$$

where $f\left(e^{i x_{1}}, \ldots, e^{i x_{m}}\right)$ denotes the restricted radial limit of $f$.
In particular, the conclusion holds if there is a non-negative convex $\chi(u)$ such that $\chi(u) / u \rightarrow \infty$ with $u$, and the integral $\int_{Q} \chi\left\{\log ^{+}\left|f\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)\right|\right\} d x$ is bounded.
[If $r_{j}<\rho<1$ for all $j$ we have (cf. pp. 321-2)

$$
\log ^{+}\left|f\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)\right| \leqslant \pi^{-m} \int_{Q} \log ^{+}\left|f\left(\rho e^{i t_{1}}, \ldots, \rho e^{i t_{m}}\right)\right| \prod_{j=1}^{m} P\left(\frac{r_{j}}{\rho}, x_{j}-t_{j}\right) d t
$$

Using the hypothesis of uniform absolute continuity, we can make $\rho \rightarrow 1$ on the right, and we obtain

$$
\log ^{+}\left|f\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)\right| \leqslant \pi^{-m} \int_{Q} \log ^{+}\left|f\left(e^{i t_{1}}, \ldots, e^{i t_{m}}\right)\right| \prod_{j=1}^{m} P\left(r_{j}, x_{j}-t_{j}\right) d t
$$

By Jensen's inequality, we may replace $\log ^{+}|f|$ by $\chi\left(\log ^{+}|f|\right)$ throughout, and integrating both sides of the resulting inequality with respect to $\mathbf{x}$ over $Q$, and changing the order of integration on the right, we obtain the desired inequality.]
7. If $f(z) \in \mathbf{H}^{\alpha}$, and if the boundary values of $f$ belong to $L^{\beta}, \beta>\alpha$, then $f(z) \in \mathbf{H}^{\beta}$.
8. If $f(z) \in \mathbb{N}$, and if the integral (*) in Example 6 is a uniformly abeolutoly continuous function of $\left(x_{1}, \ldots, x_{m}\right)$ then, for almost all $x_{1}$,

$$
\int_{0}^{x_{2}} \ldots \int_{0}^{x_{m}} \log ^{+}\left|f^{m_{1}}\left(r_{2} e^{m_{1}} \ldots, r_{m} e^{i r_{m}}\right)\right| d y_{2} \ldots d y_{m}
$$

is an sbsolutely continuous function of $\left(x_{3}, \ldots, x_{m}\right)$.
[The hypothesis is equivalent to that of the existence of a $\chi(u), u \geqslant 0$, non-negative, convex, non-decreasing, satisfying $\chi(u) / u \rightarrow \infty$ as $u \rightarrow \infty$, and such that the integral

$$
\int_{Q} x\left\{\log ^{+}\left|f\left(r_{1} e^{x_{1}}, \ldots\right)\right|\right\} d x
$$

is bounded in r. Apply (5-16).]
9. Let $f(z) \in H^{a}$, and let $g_{8}(x)$ be the upper bound of $|f|$ in the domain $\Omega(x)=\Omega_{8}(x)$ considered on p. 317. Show that if $\int_{Q}|f(z)|^{\alpha} d x \leqslant M$ for $z \in \Delta_{m}$, then
(i) $\int_{Q}\left|g_{8}(x)\right|^{\alpha} d x \leqslant A_{\alpha_{0} 8} M$,
(ii) $\int_{Q}\left|f\left(r_{1} e^{i x_{1}}, \ldots, r_{m} e^{i x_{m}}\right)-f\left(e^{i x_{1}}, \ldots, e^{i m_{m}}\right)\right|^{\alpha} d x \rightarrow 0 \quad$ (as $\left.\mathbf{r} \rightarrow 1\right)$.
10. If $f(z) \in \mathbf{N}_{1}$ (that is, if the integral of $\log +|f(z)| \log \log +|f(z)|$ over $Q$ is bounded in $\left.r\right)$, then

$$
f^{x_{1} x_{1}}\left(z_{2}, \ldots, z_{m}\right)=f^{x_{10} x_{n}}\left(z_{2}, \ldots, z_{m}\right)
$$

for almost all $\left(x_{1}, x_{3}\right)$. If $f(z) \in N_{3}$, then $f{ }_{m_{1} x_{0} x_{1}}\left(z_{4}, \ldots, z_{m}\right)$ is almost always independent of the permutation of $\left(x_{1}, x_{2}, x_{3}\right)$, etc.

## NOTES

## CHAPTER X

8 1. There are two expository articles about trigonometrio interpolation : Burkhardt, Prigonometrische Interpolation, Enz. der Math. Wiss. II, A, 9a, pp. 642-93, covering the period up to the end of the nineteenth century, and E. Feldheim [1], presenting results prior to 1938.

The case of non-equidistant fundamental points has been studied extensively by Fejer; a list of his papers will be found in Feldheim [1]; see also Erdös and Turàn [1].
In using the Stieltjes notation we follow Marcinkiewicz [7].
§2. Theorem (2-10) seems to go back to Bessel; see Burkchardt, loc. cit. p. 648 sqq.
§3. For (3.6) and (3.11) see M. Riesz [3]. Theorem (3.13) of Bernstoin [1] has considerable literature; see, for example, an expository article of Scheeffer [2]. An important goneralization will be found in Schaeffer [3]. (3-16) will be found in Zygmund [10]; see also E. Stein [1]. For (3.19) see Szegö [3].
§4. For (4.8) see de la Vallée-Ponssin [3]. (4.9) goes back to Euler and Gauss; cf. Burkchardt, loc. cit. p. 651.
§ 5. Convergence of interpolating polynomials is studied in de la Vallée-Poussin [3] and Faber [2], where we find ( $5 \cdot 6$ ) in the case $\nu=n$. It seems that Jackson [5] was the first to consider the convergence of $I_{n, v}$ for $\nu \neq n$, but he limited himself to Theorem ( $5 \cdot 6$ ), and apparently did not recognize the generality of the problem.
For (5.5) see Natanson [1], for (5.13) and (5.16) Faber [2]. (5-17) (i) is due to Marcinkiewicz [9]; the extension to (ii) was communicated to us in conversation by P. Erdös; see also Erdös [2].
§ 6. Polynomials $J_{n}$ were introduced by Jackson [3]; the $B_{\text {n, } n}$ by Marcinkiewicz [6], [10]. Bernstein [3], was the first to point out that the $J_{n}$ are Hermite interpolation polynomials. (6.12) is due to Fojor [13]; for (6.14), (6.15), (6.18) Bee Bernstein [5], [6]; for (6.14) see also Offord [1], Klein [1].
§7. In connexion with (7.1) and (7.4) see Erdös and Turàn [1.I]. (7.5) is due to Marcinkiewicz [9] (see also Marcinkiewicz and Zygmund [6]; Lozinski[1]); an analogue of (7.6) for Tchebyshev interpolation was proved by Erdös and Feldheim [1]; interesting extensions to derivatives will be found in Zarantonello [1]. For (7-10), (7-23), (7-26), (7.27), (7.29) Marcinkiewicz and Zyg. mund [6]; $(7 \cdot 30)$ is an earlier result of Bernstein [6]. (7.32) was proved by Erdös [3]. That $\left(I_{0}+I_{1}+\ldots+I_{n}\right) /(n+1)$ (and $a$ fortiori the $\xi_{n}$ of (7.32)) can be unbounded at some points, even if $f$ is continuous, was shown by Marcinkiewicz [10].
§8. (8.6) is due to Faber; it seems to be still an open problem whether for any sequence of systems of fundamental points there is a continuous function for which the interpolating polynomials diverge at some point. For (8-8) Faber [3], Marcinkiewicz [9]. (8.14) was proved independontly by Grünwald [1] and Marcinkiewicz [7]. (8.25) is proved in Marcinkiewicz [7] (the fact that there are continuous $f$ such that $S[f]$ converges uniformly, and $\left\{I_{n}[f]\right\}$ diverges at some points, was observed by Faber [2]), and so are (8-28) and (8.30).
§9. ( $9 \cdot 1$ ) is essentially a result of Grünwald [2] and Marcinkiewicz [8], though both of them actually proved ( $9 \cdot 15$ ); the proof of ( $9 \cdot 1$ ) given in the text follows theargument of Marcinkiewicz [8]. For (9-16) see Gosselin [1].

## CHAPTER XI

81. The definitions of generalized symmetric derivatives appear in de la Vallée-Poussin [2]. For (1.7) and (1.20) Gronwall [4], Zygmund [22]. (1.25) is stated in Plesener [5] and his Trigo. nometrioche Reihen.
§ 2. For (2.24) and (2.26) see Hardy and Littlewood [12], [8]; they were the first to formulate the problem of necessary and sufficient conditions for the summability C of a Fourier sories. For (2.1)
see Plessner, Trigonometrische Reihen, p. 1381, who considers only integral $\alpha$ (the case $-1<\alpha<0$, $r=1$, was proved by Hardy and Littlewood [26]). For (2.20) and (2.22) see Kogbetliantz [1], Verblunsky[4]. See also Bosanquet[2], Obrechkoff[1].
§3. For (3.1) see Zygmund [12; §3], where also earlier literature is indicated. A generalization will be found in Bosanquet [1].
§4. The basic theorem (4.2) is proved in Marcinkiew:cz [2]; (4.30) is a special case of a general theorem proved in Marcinkiewicz and Zygmund [2].
§5. For (5.2) see Plessner [5], where complex methods are used; the proof of the text is from Marcinkiewicz [2]; (5-4) and (5-8) will be found in Marcinkiewicz [2] and Marcinkiewicz and Zyg. mund [2] respectively. (5.15) is due to Titchmarsh [1].
§6. References to the M-integral are scattered in the literature on Fourier series; the exis'ence of ] for $f \in \mathrm{M}$ is proved in Plessner [5]. That Fourier-Riemann coefficients need not tend to 0 was known to Riemann [1]; another example is indicated in the first edition of this book, p. 19. For (6.4) see Titchmarsh [7].
§7. Basic work here is due to Denjoy; see his Calcul des coefficients d'une série trigonométrique, where we also find references to his earlier papers. Marcinkiewicz and Zygmund [2], have shown that, suitably defined, major and minor functions of order 1 are sufficient to prove the Fourier character of an everywhere convergent $\Sigma A_{\eta}(x)$; in using major and minor functions of order 2 we follow Gage and James [1], and James [1]. Further bibliographic references (especially to the work of Burkill and Verblunsky) will be found in James [2] and Jeffery's Trigonometric series; see also Taylor [1].

## CHAPTER XII

§1. A theorem equivalent to (1-11) was first proved by M. Riesz [4] for ( $\alpha, \beta$ ) in the triangle $0 \leqslant \beta \leqslant \alpha \leqslant 1$, and extended to the square $0 \leqslant \alpha \leqslant 1,0 \leqslant \beta \leqslant 1$ by Thorin [1]. In Riesz's paper we find for the first time the idea of an 'interpolation of linear operations', which has proved very fruitful since. Riesz's proof was real-variable, Thorin used complex methods. Further simplifications of proof will be found in Thorin [2], Tamarkin and Zygmund [1], Calderón and Zygmund [1] (the argument of the text is that of the latter paper). An extension of the argument to 'sublinear' operations (for the definition see § 4 below) will be found in Calderón and Zygmund [3]. (1.39) is due to E. Stein [2]; see also Hirschman [1]. Interpolation of measures has been considered in Stein [2], Stein and Weiss [1]. The observation on p. 96 that we can take $M_{1}=M_{2}=1$ in (1-11) is due to G. Weiss.
For other proofs and extensions, Paley [4] (his argument is reproduced in the first edition of the book), L. C. Young [1], Salem [16], [17], Calderón and Zygmund [4].
§ 2. (2.3) was proved by W. H. Young [3], [4], for $p^{\prime}=4,6,8, \ldots$, and by Hausdorff [1] in the general case; $(2 \cdot 8)$ is due to $F$. Riesz [8]; the idea of proving ( $2 \cdot 8$ ) by using interpolation of lineer operations is due to M. Riesz [4]. (2.25) was proved by Hardy and Littlewood [15]; the extension to (2.18) is due to Verblunsky [3]. See also Hardy and Littlewood [23]; Mulholland [1].
§3. A particular instance of interpolation in the classes $\mathrm{H}^{+}$(a proof of (3.22)) will be found in Thorin [2]; general theorems were obtained by Salem and Zygmund [6], Calderon and Zygmund [1] (whence we take the argument of the text) and G. Weiss [2].
§4. The basic theorems (4.6), (4-22) and (4.39) are due to Marcinkiewicz [14]; see also Zygmund [28]. The argument giving (4-41) (i) is not novel (8ee, for example, Zygmund [4]) but the theorem has not been formulated explicitly; for (4-41) see Yano[1] (also Titchmarsh [3]).

Recently Cotlar and Bruschi [1] have shown that the proof of (4.6) can be modified so as to give the Thorin Riesz theorem ( $1 \cdot 11$ ) for the triangle $0 \leqslant \beta \leqslant \alpha$, with an extra constant on the right of ( 1.14 ).
§5. The main resulte here are due to Paley [3], who extended (3.19) to uniformly bounded orthonormal systems (later, certain extensions which do not require new methods were also formulated, independently, by Verblunaky [3], and in the first edition of this book). See aleo Zygmund [28]. For further generalizations see Pitt[1], Stein and Weiss [1], Littlewood[5].
§ 6. See Hardy and Littlewood [16], [22], Gabriel [1], [2].
§ 7. For (7-1) see Benach [1], Sidon [4], [5]; the first edition of this book reproduced the proof of (7•1) from Verblunsky [3]; the present argument is from Salem and Zygmund [1]. (7.5) is due to Gronwall [3] (see also Paley [6]); for (7-6) see Zygmund [8] (which contains a slip easy to correct: the class conjugate to $\exp \mathrm{L}^{\mathbf{3}}$ is $\mathrm{L}\left(\log ^{+} \mathrm{L}\right)^{\mathbf{1}}$ ); for (7-8)-Paley [5], Hardy and Littlowood [24].
$\$ 8$ 8, 9. For the definition (8-3) see Weyl [1]. The main results here are due to Hardy and Littlc. wood [ $9_{1,11}$ ], [19] (for limiting cases see also Zygmund [5], [1]).
§ 10. For ( 10.2 ) and ( 10.9 ) see Milicer-Gruzewska [1] ( $(10.9)$ is stated there for $B(x)$ bounded only; that the result is valid in the general case was observed by Pyatetski-Shapiro [1], and Salem (unpublished)). The proof of ( 10.9 ) given there is shorter but less elementary. For ( 10.5 ) compare Rajchman [7]. ( $10 \cdot 11$ ) will be found in Salem [12].
(10.12) is due to Wiener and Wintner [2], who generalized an earlier result of Littlewood [4]; soo also Schaeffer [1]. That the mass carried by $F$ can be confined to a perfect non-dense set of measure 0, was shown by Salem [9], [11]. Ivasev-Musatov [1] showed rocently that the $c_{n}$ in (10.12) can be made $O\left(n^{-\frac{1}{2}}\right), O\left\{(n \log n)^{-\frac{1}{2}}\right\}, O\left\{(n \log n \log \log n)^{-\frac{1}{2}}\right\}, \ldots$, etc.
§11. Important work in the theory of numbers $S$ has been done by Pisot [1]; see also his expository article [2] (to the literature mentioned there one should add Hardy [12]). In calling the nuntbers $S$ we follow Pisot's terminology. The importance of numbers $S$ for the problems of uniqueness was first realized by Salem [ $12_{1,11}$ ] (see also an earlier paper of Erdös [4]), where we find (11-17) and ( $11 \cdot 18$ ). Salem's proof of ( $11 \cdot 18$ ) contains a slip, as stated by Salem himself in [ $12_{\text {III }}$ ]. How. ever, the theorem is correct, and was proved finally in Salem and Zygmund [8], [8], by using an idea contained in Salem [1211I] together with the important notion of sets $\mathrm{H}^{(n)}$.

Sets $H^{(n)}$ were introduced by Pyatetski-Shapiro [1], [2]; he also showed that for each $n$ there are sets $\mathrm{H}^{(n)}$ which are not denumerable sums of sets $\mathrm{H}^{(n-1)}$.

Sets $H^{(s)}$, which appear in the proof of (11-18) could be avoided, and we could deal directly with sets $\mathrm{H}^{(n)}$, by borrowing a little more from the theory of algebraic numbers; see Salem and Zyg. mund [9].

In [2], Pyatetski-Shapiro shows also that there are perfect sets $M$ which are not $M$ in the restricted sense (for the definition of sets $M$ in the restricted sense see Chapter IX, p. 348).

Example 12, p. 159. R. O'Neil has suggested the following argument, somewhat simpler than that indicated in the text. Suppose, for example, that $f \in \Lambda_{\alpha}, 0<\alpha<1, g \in \Lambda_{\beta}, 0<\beta<1, \alpha+\beta<1$. We can easily verify that

$$
h(x+2 u)+h(x-2 u)-2 h(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi}[f(t+u)-f(t \cdots u)][g(x-t+u)-g(x-t-u)] d t .
$$

The right-hand side is clearly $O\left(|u|^{\alpha+\beta}\right)$, and so $h \in \Lambda_{\alpha+\beta}$ (cf. footnote in Chapter II, p. 44). The argument works in other cases.

## CHAPTER XIII

§1. (1-2) and (1-8) are final forms of results obtained successively by Kolmogorov and Seliverstov [1], [2], Plessner [3], Hardy and Littlewood [21]. For (1-14) see Plessner [3]; (1.17) is a corollary of results of Kolmogorov [5] and Hardy and Littlewood [1]. (1-22) was communicated to us by A. P. Calclerón.
§2. (2.1), (2.5) and (2.21) are due to Littlewood and Paley, [1]. The original proof of (2.1) was quite difficult; simplifications are from Salem and Zygmund [6]. See also Marcinkiewicz [13].
§3. (3.2) is due to Marcinkiewicz [5]; in paper [2] he shows that the $O\left\{(\log 1 / h)^{-1}\right\}$ in (3.3) cannot be replaced by anything tending less rapidly to 0 . See also Salem [14].
§4. See Paley and Zygmund [2].
$\S 5$. (5.1) is due to Kuttner [2]; the proof of the text is from Marcinkiewicz and Zygmund [2], where also (5.7) will be found. (5•13) was communicated to us by Mrs M. Weise. (5.14) is due to Mensov [3]; see also his papers[4], [5].
§6. Seo Marcinkiewicz and Zygmund [7].
§7. For (7.3) see Hardy and Littlewood [4], Sutton [1], Carloman [3]; for (7.7)-Borgen [1], Zygmund [23].
88. (8.1) was proved by Marcinkiewicz [10], for $q=2$; for general $q$ see Zygmund [21 ${ }_{\mathrm{II}}$ ]. That $S[f]$ need not be summeble $H_{1}$ at the points where $\phi_{a, 1}(h)=o(h)$, was shown by Handy and Littlewood [6]; see also Wang [1], Hardy and Littiewood [14].
§10. That $\Sigma c_{\nu} \phi_{\nu}$ converges almost everywhere (for any orthonormal $\left.\left\{\phi_{\nu}\right\}\right)$ if $\Sigma\left|c_{\nu}\right|><\infty(p<2)$, was proved by Mentov [ $6_{\text {min }}$ ]; the rest of (10-1) is in Paley [3]. For (10-21) see Mentov [ $b_{1}$ ], Rademacher [1]; a different proof will be found in Salem [17]. For more results about the convergence and summability of orthogonal series see Kaczmarz and Steinhaus, Orthogonalreihen.
§11. For (11-3)(i) see Beurling [3]; for (ii)_Salem and Zygmund [10], Bromen [1].

## CHAPTER XIV

11. (1.1), proved by the method of conformal mapping, and (1.9), are in Privalov [1]; see also Lusin and Privalov [1]. The second proof of (1-1) is due to Calderon [2]. (1-10) was proved by Plessner [5]; for further study see Collingwood and Cartwright[1]. (1-11) eeems to be new; a simplification in its proof we owe to P. Cohen. For (1-12) see Bagemihl and Seidel [1], Rudin [1]. (1-21) is due to Ostrowski [1] and (in the case of uniformly bounded functions) Khintchin [1]. (1-25) will be found in Zygmund [25]; the condition of the uniform boundednees of the $\boldsymbol{F}_{\boldsymbol{n}}$ can be replaced by a weaker one (loc. cit.), but not by the condition that the integrals $\int_{0}^{8 \pi} \log ^{+}\left|F_{n}\left(r e^{\prime x}\right)\right| d x$ are uniformly bounded (a counter example can be easily constructed by means of the function $\exp \{(1+z) /(1-z)\})$, though the latter condition implies the existence of a subsequence $\left\{F_{n k}(z)\right\}$ converging uniformly in each $\Omega_{\sigma}\left(x_{0}\right)$ for almost every $x_{0} \in E$; see Tumarkin [1].
§2. For (2-3) see Lusin [5]; parts (i) and (ii) of (2-2) will be found respectively in Marcinkiewicz and Zygmund [8] and Spencer [1]; see also Calderon [3]. The case of integrals of $\left|F^{\prime \prime}\right|^{2}$ over domains tangent in the unit circle is discussed in Piranian and Rudin [1].
§3. For (3.5) and (3.15) see Littlewood and Paley [ $1_{1, n}$ ]; the proof of (3.15) given in the text is new and was communicated to us by J. E. Littlewood. Partial extensions of (3.15) to the case $\lambda \leqslant 1$ will be found in Flett [2]. Anslogues of (3.5) and (3.15) for the function $s_{y}$ are discuesed in Marcinkiewicz and Zygmund [8]. For (3.24) see Littlewood and Paley [1 $1_{\text {I }}$ ].
§4. For (4•1) see Pleesner[4]; the proof of the text is from Maroinkiewice and Zygmund[7]. The result admits of an extension to summability (C, $\alpha$ ) (loc. cit.), but not to summability $A$ (cf. (1-12)).
§5. For (5.1) and (5.3) see Marcinkiewicz [1]; for (5.5)-Zygmund [20].

## CHAPTER XV

Most of the results of this chapter will be found in Littlewood and Paley [1]; they mostly confined themselves to functions in $L, p>1$. Extensions of results to other classes, and simplifications of proofs, will be found in Zygmund [21, I]. (4.14) is due to Marcinkiewicz [12]. The function $\gamma_{z}$ is esontially the same as the function $g^{*}$ introduced by Littlewood and Paley (loc. cif.), and important in their work; this fact wae noticed rather late; see Sunouchi [2], Zygmund [27].

For (2-10) see also Marcinkiewicz and Zygmund [5], Boas and Bochner [1].
Extension of the theory to classes $\mathrm{H}^{r}, r<1$, is not yet complete; see Zygmund [21 ${ }_{\mathrm{II}}$ ] (Theorem 4 of the paper contains a misprint: the denominator $(\log n)^{\text {ya }}$ ahould be replaced by $\left.(\log n)^{1 / \lambda}\right)$, [20], [27], Sunouchi [1], [2], Stein and Weise [2]. Here we only mention the following result: If $F(z)=\Sigma c_{n} z^{n} \in H^{r}, r<1$, then $\Sigma c_{n} e^{i n \theta}$ is summable ( $C, r^{-1}-1$ ) almoot sverywhere (Zygmund [21 $]_{I I}$ ]). The example of the function $F^{\prime}(z)=(1-x)^{-1 / r}=\Sigma A_{n}^{(1 / r)-1} z^{n}$, which belongs to every $\mathrm{H}^{r-\varepsilon}(\varepsilon>0)$, shows that summability ( $\mathrm{C}, \mathrm{r}^{-1}-1$ ) is a best poseible reeult.

## CHAPTER XVI

\$1. In this chapter, after a general introduction, we consider only a few aelected problems on Fourier integrals. For other aspects of the theory, and bibliography, 000 Titchmarah, Fourier integrale; Bochner, Vorlesungen ilber Fouriersche Integrale; Wiener, The Fourier integral; Paley and Wiener, Fourier trandorme in the complex domain; and relovant cheptart of Bahwarz's Thiorie dee dietributions. For older literature see Burkchardt, Trigonometrieche Reihen und Inlegrake.

A brief account of the summability ( $C, k$ ) of integrals can be found in the first edition of this book.
82. For (2-17) see Plancherel [2], [3].
83. For (3-2) see Titchmarah [6]; also M. Rieaz [4], Hille and Tamarkin [3]. Hewitt and Hirschman [1] have shown that we have strict inequality in (3-3) unlees $f \equiv 0$. For (3-8) see M. Rierz [1] (a limiting case is in Kober [1]); for (3-14)-Zygmund [29], Kac [2].

The important problem of the harmonic analysis of bounded functions has been started by Bourling. A brief account of the results obtained, together with bibliographic references, will be found in Pollard [1].
84. For (4-10) see Wiener [4]; the eesence of (4-24) is a classical result of the calculus of prob. ability, in a form atrengthened by Cramér.
§ 5. See Ferrand and Fortet [1]; Salem and Zygmund [7].
86. Salem and Zygmund [2].
§7. More details about the theory functions of exponential type will be found in Boas's Entire functions, to which we also refer for bibliography. In connexion with (7-19) see Handy [11]. The example (7-31) was communicated to us by R. P. Boas.
88. For (8.4) see Wolf [3].
59. The case of integrals $\int e^{i \lambda x} d \chi(\lambda)$ with $\chi$ absolutely continuous is discuseed in Zygmund [30]; for the general case see Wolf [3], Zygmund [31], where also applications are given. All these papers also treat the case of summable integrals.
810. (10.3) is due to Offord [2], who also considers the more general case of integrals summable (C,1). The latter case can also be reduced, by means of equisummability theorems, to that of series summable (C,1) (treated in Chapter IX, \$8 7, 8).

## CHAPTER XVII

§ 1. An elementary introduction to double Fourier series can be found in Tonelli's Serie trigonometriche. For bibliographic references to older literature see Geiringer [1].

Concerning spherical summability of multiple Fourier series see Bochner[3], E. Stein [2], Chandrasekharan and Minakshisundaram, Typical means.
§ 2. For (2-2) (i), (iii) and (2-14) (i). (iii) see Jeseen, Marcinkiewicz and Zygmund [1] (also Burkill [1]). A proof of (2-2) (ii) will be found in Saks [2].

For certain aspects of rectangular summability see also Herriot [1].
§3. Restricted ( $\mathrm{C}, 1$ ) summability of double Fourier series was first considered by Moore [2]; for the main results of this section see Mancinkiewicz and Zygmund [9], Zygmund [24].

The m-dimensional analogue of Theorem (4-6) of Chapter IV which we use in the proof of (3.21) can be found in de la Vallée-Poussin [4] or Frostman[1].
§4. For (4.7) see Zygmund [26] (where, however, only the case of radial approsch is explicitly stated), and for (4.8)-Zygmund [25], where a different proof is given; the present proof uses ideas from Calderón [2]. Calderón's paper also contains (4.13), (4.22) and (4-24).

For related problems see also Bochner [2], Bergman and Marcinkiewioz [1], Bers [1].
§5. See Calderón and Zygmund [2].
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$\mathfrak{A}_{r}[f ; a, b]$ (average), 16
Abel: mean(s), 86, 149 ff., approximation by, 123, bounds for, $101(7 \cdot 10)$, majorants for, 154 ff .; sets of uniqueness $U_{A}, 362$; summability A, 80, 99 ff., 252 f., 302, limits of indetermination for, 80 , uniqueness under, 352 ff.; theorem, 4 ; transformation, 3
Abecissa: of interpolation, 2; Tchebyshev, 6
Absolute convergence of: Fourier series, 240 ff ., lacunary series, 247 ff ., trigonometric series, 232 ff.
Abeolutely continuous: functions (A), 136; positive variation (functions $\mathrm{N}^{\prime}$ ), 282; uniformly, 143
Adjusted interpolating polynomial, 26
Agnew, R. P., 377
Akhieser, N., 377
Alexits, G., 229 (14), 377
Algebraic integer, 148; S-number, 349, 148
Aljančic, S., 229, 379
Almost convergence, 181
Almost everywhere : convergence, 161 ff ., tesit for $\mathrm{S}[f], 170 \mathrm{ff}$. ; summability, 161 ff .
Analytic: family of linear operations, 98 ; functions, 252, boundary behaviour of, 199 ff .
Angle preserving map at a point, 292
Angular: derivative, 294 ; point, 43
Annulus, 178
Approximate: derivative, 324, of higher order, 77; limit, 323
Approximation: best 13 (7.3), 115, 8; deviation, 114; error of Abel means, 123; to functions by trigonometric polynomials, 114 ff . ; of reals by rationals, 236,20
Arbault, J., $251(4,5)$
Arc: associsted with a point, 202, 320; opposite, 99
Area of an image, 290
Arithmetic means, 76; delayed, 80, 376 (1); first, 88 ff . ; integral, 83,$69 ; k$-th, 76 ; third, 110 (10.2)
Arzolà, C., 148
Associated : arc, for a point, 202, 320 ; function, for a set, 9
Asymptotic behaviour and Fourier coeff. cients, 374 (2)
Asymptotically: distributed functions, 264; equal functions, 14
Average, moving, 117
B-integrability, 262 ff .
Bagemihl, F., 334
Baire, R., 375

Banach, S., 378, 382
Banach space(s), 163 ; examples of, 163 f.
Banach-Steinhaus, theorem, 165
Bary, N., 377 f., 382 f.; theorems, 349, 382
Basis, 234
Behaviour (of functions) : boundary, 199 ff ; restricted, 203, 321
Below, uniformly semi-convergent from, 174
Bergman, S., 335
Bernoulíí polynomials, 42
Bernstein, S., 376 f., 380, 331 ; inequalities, 11, 276 ; theorems, 240, 244 (4.2), 11, 276
Bers, L. 335
Besicovitch, A. S., 377
Bessel, F. W., 331; inequality, 12 ff.
Beat approximation, 13, 115, 377 (13), 8
Beurling A., 380, 334 f.
Billik, M., 378
Birnbaum, Z., 378
Black interval, 194
Blaschke products, 274, 280 ff ., 316
Boas, R. P., 229 (10), 378, 334 f.
Bochner, S., 334 f.
Bohr, H., 382
Bojanić, R., 229 (10), 379
Boks, T. J., 381
Borel, E.: means, 315 (5); summability B, 314 (4)
Borgen, S., 333
Bosanquet, L. S., 91
Bound : lower, upper, 67 n., eaeential, 18
Boundary: behaviour of functions, 199 ff ; distinguished, 315 n .; external, 315 ; rectifiable, theorems on, 293
Bounded: deviation, 229 (14); eseentially, 18; functions (B), 136 ; sequence ( $C, a$ ), 76
Bounded variation: functions of (V), 136; power series of, 285 ff ; sequence of, 4
Boundedness: Cessaro (C, a), 76; uniform, of the $S_{n}[f], 90(3.7)$
Bray, 230
Broman, A., 334
Bruschi, M., 332
Burkchardt, H., 375, 331, 334
Burkill, J. C., 332, 335
C (summability), 65 ff .
(C, 1) (Cesàro), 88 ff., 136 ff., 143 ff., 159
(C, a) (C'esèro), 76, 94 ff ., 110 ff .
Calderón, A. P., 378, 380, 332 f., 335
Cantor, G., 382
Cantor set(s), 195; with constant ratio, 196; ternary, 196, 235, 250 (3), 318

Cantor-Lebergue: function, 195 f., 379 (3), 144, 259; theorem, 316
Capacity of a set: a, 195; $\lambda, 194$; outer $\lambda 195$; and convergence of $\mathrm{S}[f], 194 \mathrm{ff}$; logarithmic, 195
Caratheodory, C., 71 (11), 378; theorem, 140
Carleman, T., 379, 333
Carleson, L., 380 f.
Cartesian product, 317
Cartwright, M., 334
Category (first, second), set of, 28, 162
Cauchy, A. L. de, 76, 353 ; formula, 254 ; integral, 288, functions representable by, 289 ; theorem, 75
Cauchy-Riemann equation, 259
Central limit theorem, $380(\mathrm{~V}, 6)$
Cessàro (C, a) : boundedness, 76; (C, 1), 88 ff., $136 \mathrm{ff} ., 143 \mathrm{ff}$., 159, 302; Gibbs phenomenon, 110 ff . ; Kernel, 94, conjugate, 95 ; limit for a function, 69 ; limit for a sequence, 76; means, 76, (C, 1) of Fourier series, 136, 143, majorants for, 154 ff ; numbers, 76 ; summability, $76,94 \mathrm{ff}$., 59 ff., C, 65 ff., 69 ; sums, 76
Chandrasekharan, K., 335
Characteristic: function of a distribution, 262; of a transformation, 168
Chaundy, T. W., 378; theorem (with Jolliffe), 182 (1-3)
Chebychev: see Tchebyshev
Circle, unit, 1, 199
Circular structure, set of, 178
Classes of: complementary functions, 157; functions and Fourier series, 127 ff.
Closed : orthonormal system, 127; set, 162
Coefficients of a trigonometric series, 1; Fourier (sine, cosine, complex), 5, 7, 11, 35 ff ., 7, 93 ff., 300 ; Fourier-Lagrange, 6, 14 ff .; Fourier-Stieltjes, 11, 41, 142 ff ., 147 ff . ; lacunary, 131 ff . monotone, 182 ff ., 186 ff ; not tending to zero, 363 ff .; real, 3 ; tending to zero, 182, 316, 383 (5). 301, monotonically, 182 ff .
Cohen, P., 334
Collingwood, E. F., 334
Complementary functions: clasees of (Parseval). 157 ff . ; in the sense of Young, 16
Complete: metric space, 162; orthogonal system, 5, 7
Completeness of the trigonometric system, $11 \mathrm{f} ., 89$
Complex: Fourier coefficients, 7; Fourier transforms, 244, 247; Fourier-Lagrange coeffieients, 6 ; methods, 252 ff., 199 ff .; trigonometric system, 7
Composition, 36, 38, 252; see also Convolution Concave function, 21
Condition(s): for abeolute continuity, 151 (6-19) ; Dini, 171; on functions: B, 199; E,

98; $\mathrm{N}_{0}, 280$; on kernels: A, B, $\mathrm{B}^{\prime}, \mathrm{C}, 85 \mathrm{f}$; Lipschitz, 42, 263 ff., 375 (3) ; Toeplitz, for regularity of a matrix, 74, 376 (1)
Conformal mapping, 289
Congruence mod $2 \pi, 3$
Conjugate exponent, $r^{\prime}, 16$
Conjugate Fourier series, 1, 7; convergence of, 35 ff., 52, almost, 188 f.; Fourier character of, 253 ff .; mean convergence of, 266 ff ; partial sums of, 49 ff ., 175 ff ., majorants for, 173 ff ; and simple discontinuities, 89 ; summability of, 84 ff ., Abel, 96 ff ., (C, l), 88 ff ., 92, (C, $a$ ), 94 ff., $S[d F], 105$ ff., strong. 184 ff.; symbol for, 7
Conjugate function(s) : for Fourier series, 51, and the Darboux property D, 265, existence of, 131 ff ., 252 f., of order $r, 63$; harmonic, 258; Hilbert, 243; for interpolating polynomials, 48 ff .
Conjugate kernel, 85
Conjugate Poisson integral, 96
Conjugate series, 1 ; convergence of, 216 ff ., in the mean, 266 ff ; Fourier, sce Conjugate Fourier series; Fourier character of, 253 ff .; summability (C, 1) of, 92 (3.23)
Constant(s): Euler, 15; function, 375 (3), 377 (13); Lebesgue, 67, 73 (23), generalized, 181 (14); ratio of dissection, set of, 196, 372, 147 ff .; term of a series, 91
Continuity : integral modulus of, 45; modulus of, 42 ff.; one-sided, 87
Continuous functions: absolutely uniformly, 143 ; class of (C), 136; convex, 22; divergence of Fourier series of, 298 ff .
Continuous: randomly continuous series, 219
Continuous transformation, 164
Convergence, 326 n.; Abel's theorem on (for a sequence), 4; Absolute: of Fourier series, 240 ff ., of trigonometric series, 232 ff .; almost, of a sequence, 181; almost everywhere, 161 ff ., tert for, 170 ff ; of conjugate Fourier series, 35 ff., 52, 216 ff., 266 ff.; equiconvergence theorems, 286 ff ., 289 ; factors, 93 f., 376 (4); of Fourier coefficients to zero, 45 (4.4); of Fourier series, 35 ff ., 266 ff ., tests for, $52,57,63,65 \mathrm{f}$., 303; of interpolating polynomials, 16 ff ; of order $k, 373$ (22); in L', 26 ff .; mean, 266 ff ., 27 ff ; in measure. 262 ; of orthogonal series, 189 ; and Parseval's formula, 267 (6.11); of partial sums to zero, 326 (3-1); restricted, 309; stable, 216; Tauberian theorems, 78 (1-26), 79 (1-27), 81 (1.38), 376 (1), 380 $(\mathrm{V}, 6)$; uniform, 15, at a point, 58 , semiconvergence, 174
Conversion factors, 176 ff.
Convex : function, 20 ff ., logarithmically convex, 25; sequence, 93

Convolution (composition), 36, 38, 252; Fourier series of a, $36(1 \cdot 5)$; of $F$ and $d G, 38$; norm inequalities for $a, 37$ (1-15)
Corput, J. G. van der, 197, 379; lemmas, 197
Cosine: Fourier transform, 244, 247; series, 8
Cotlar, M., 332
Cramér, H., 377, 335
Cross-ncighbourhood, 305
Cube: $m$-dimensional, 300 ; semi-open (torus), 312
Curve, rectifiable, 293
Cylinder, unit, m., 315
$D_{n}, \bar{D}_{n}, 49 ; D_{n}^{*}, \tilde{D}_{n}^{*}, 50 ; \Delta(r, t), 96$
D (Darboux) property, 44, 265; of derivatives, 44 (3.6) ; for $\bar{f}(x), 265$ (5.6)
Decomposition of a function, 139, 381 (7), 73 (4.2); formula (Blaschke), 275

Delayed: first arithmetic means, 80; means (C, a), 376 (1)
Deleted index in a sum (symbol), 41, 69
Denjoy A., 380 f., 332; special integral, 84 ; theorem, 308 n .
Denjoy-Lusin, theorem, 232
Dense set, 28, 162 ; everywhere, 28, 162
Density : of an increasing sequence, 181 ; points of strong, 307
Denumerable set, 9
Derivative(s): angular, 294; approximate, 324, 77, symmetric, 324 ; Darboux property of, 44 (3.6) ; fractional, 134 ; generalized, 59 ff., 73 ff ., symmetric (de la Vallée-Poussin), 59, unsymmetric (Peano), 59; left-hand side, right-hand side, 21 ; lower, upper, 23; restricted, 312; strong, 305; symmetric; first, 22, second (Riemann, Schwarz), 22 f., 319
Development in series, of a function, 5
Deviation (maximum error), 114
Differentiated series, 40, 71; Cesàro summsbility of, 59
Differentiation: of Fourier weries, 40 ff ; of series, 59 ff.; termwise, 336
Differentiability : of smooth functions, 43, 48; strong, 305 ff ; of Weierstrass functions (nowhere), 206, 376 (4), 379 (6)
Dini : condition, 171 ; numbers, 23, 53 (6.7), 327 (3.6); test, 52 ff .

Dini--Lipechitz test, $62 \mathrm{ff}, 63,66,303$
Dirichlet: conjugate kernels, $D_{n}, \mathcal{D}_{n}^{\bullet}, 49$ f.; kernels, $D_{n}, D_{n}^{*}, 49$ f.; lemma, 235; problem, 97
Dirichlet-Jordan test, 57 ff., 66
Discontinuity: of the first kind, 41 (2-2), 60; removable, 60; simple, Fourier series at a, 106 ff.
Disk, 178
Dissection, set of constant ratio of, 196
Distance, in a metric space, 162

Distinct points, 3, 1
Distinguished boundary, 315 n .
Distribution: functions, see below; mass, 11, 94, 314; of primes, 42
Distribution function(s), 29, 112, 262 ; asymptotically distributed, 264 ; characteristic of, 262; Gauss, 264; of a sequence of numbers, 141 ; on a set, 264
Divergence of: Fourier series, see below; interpolating polynomials, 35 ff ., 44 ff ; a trigonometric series, 338 (5-3)
Divergence of Fourier series, 298 ff ; almost everywhere, 305 ff .; of bounded finctions, 302 ; of continuous functions, 298 ff ; everywhere, 310 ff .
Domsin, simply connected, 290
Doob, J. L., 381
Doubly infinite matrix, 74, 168
Dualism in the Hausdorff-Young theorem, 102
Edge, 315 n.
Edmonds, S., 378
Elements of a set, 162
Equality, asymptotic, of functions, 14
Equation: a Cauchy-Riemann, 259; Laplace, 97, 353
Equicontinuity, a condition for, 285 n .
Equiconvergence, 53; in the wider sense, 53; theorems on, 286 ff., 289; uniform, 53
Equidistributed: functions, 29 ; sequence $(\bmod 1), 142$
Equisummsbility: uniform, 364, in the wider sense, 366 (9.13)
Equivalent: functions, 9 ; norms, 174
Erdös, P., 379 f., 333
Error of approximation, see Approximation
Eseential bound (lower, upper), 18, 94
Euler, L., 57, 331; constant, 15 ; gamme function, 69, 77, 253
Evans, G. C., 378
Even: function, 7; number of fundamental pointe, 8 ff .
Everywhere: dense set, 28, 162; divergent series, 310 ff ., 338 (5.3)
Examples: of Banach spaces, 163 f .; of Fourier series, 9 f.; of Fourier transforms, 251 f.
Existence of conjugate functions, 131 ff ., 252 ff .
Exponent, conjugate, $r^{\prime}, 16$
Exponential type, functions of, 272
Extension, parabolic of a function, 74
Extremal boundary, 315
Extreme radii, 178
Faber, G., 379, 382, 331; theorems, 192 (2•31), 36 (8.6)
Factors (numerical): convergence, 93 ff.; conversion, 175 ff ., of type ( $\mathrm{P}, \mathrm{Q}$ ), 176
Family, analytic, of linear operations, 98

Fatou, P., 374 (22), 377, 380, 382 f.; lemma, 26 ; theorerns, 99,100 (7.6), 101 (7.9)
Fatou-Riesz, theorem, 338
Favard, J., 377
Fejér, L., 97, 124 (1), 125 (4•5), 298 f., 376-8, 382, 303, 331; kernel, 88, conjugate, 91 ; theorems, 89, 97, 290 (10.6), 24 (6.12)
Fekete, M., 378
Feldheim, E., 331
Ferrand, J., 335
Fichtenholtz, G., 378, 382
Fine, N., 375
Finite: series, 104 (2.18)
First: arithmetic mean, $76(k=1), 83,88 \mathrm{ff}$; category, set of, 28,162 ; equiconvergence theorem, 289; Riemann theorem, 319; symmetric derivative, 23, 99 ; term of a series, 91
Fischer, E., 377; Riesz-Fischer, theorem, 127
Flett, T. M., 334
Formal : integration of series. 319 ff ; operation on Fourier series, 35 ff ; product of integrals, 282 ; products of trigonometrio series, 330 ff ., 337 ff .
Forms, Toeplitz, 378
Formula(e): Abel's transformation, 3; Cauchy's, 254; decomposition (Blaschke), 275 ; Fourier's inversion, 247 ; Green's, 260 ff.; Jensen's, 272; Lagrange's interpolation, 6; Mellin's inversion, 254; Parseval's, 12 ff., 13, 37,127 f., 157 ff., $8(2 \cdot 6), 101,301$; ParsevalPlancherel, 248; Poisson's summation, 68 ff ., 70; Riemann-Liouville, 133 (8.1), 139
Fortet, R., 335
Fourier coefficients, 5, 7, 35 ff ., 7, 93 ff ; and asymptotic behaviour of a function, 379 (2); complex 7 ; convergence to zero, 45 (4.4) ; cosine, 8 ; of $d F, 11$; generalized sine, 48; for multiple Fourier series, 300; order of magnitude of, 75 ff ; Paley's theorems on, 120 ff ., 121; rearrangements of, 127 ff ; sine, 8
Fourier integrals, 9, 242 ff ; repeated, 244; single, 242 ; and trigonometric seriee, 263 ff .
Fourier inversion formulee, 247
Fourier series, 1 ff ., 5-7, 300; Abel : mewns of, 149 ff ., summability of, 96 ff ., 99 ff ; absolute convergence of, 240 ff ; almost convergence of, 188 f .; Borel means of, 315 (5); Cesàro: (C, 1) means of, 136 ff., 143 ff ., (C, a) summability of, 94 ff ; and classes of functions, 127 ff ., $L^{2}, 127 \mathrm{ff}$; $\mathrm{L}_{\oplus}^{*}, 170 \mathrm{ff}$.; complex, 7; complex methods in, 252 ff.; conjugate, 1, 7; convergence factors for, 93 f., 175 ff., 376 (4); convergence of, 35, and capacity of sets, 194 ff ., at an individual point, 299, teats for, 52, 57, $63,65 \mathrm{f} ., 303$; conversion factors for classes of, 175 ff . ; of a convolution, 36 ( 1.5 ); cosine, 8 ; of $d F, 11$; differentiation of, 40 ff ;
divergence of, 298 ff., 302 ff ., 305 ff ., 310 ff .; and dualism, 102; examples of, 9 f.; finite, 104 (2.18); formal operations on, 35 ff ; Fourier-Riemann, -Lebesgue, -Denjoy, 9, -Stieltjes, 10 ff ., 41 ; and the integral M, 83 ff.; integration of, 40 ff .; interpolating polynomials as, 6 ff ; and the LittlewoodPaley function, 222 ff ; of products of functions (Laurent's rule), 159 (8.13); mean convergence of, 266 ff .; multiple, 300 ff .; partial sums of, 49 ff ., 161 ff ., 175 ff ., 230 ff ., differentiated series, 59 ff., majorants for, 173 ff ; products of, 159 (8.13) ; real-valued, 7 ; restricted, 335 ; at simple discontinuities, 106 ff .; sine, 8, 109 ff ., generalized, 48, 185 ( $1 \cdot 15$ ) ; summsbility of, 74 ff ., 84 ff ., C, 65 ff ., 69 , restricted, 309 ff ., strong, 180 ff ., 184 ff .; symbol for, 7 ; trigonometric, 7
Fourier transform(s), 246 ff ., 254 ff .; of $d F$, 258 ff.; examples of, 251; modified, 247; sine, cosine, complex, 8, 247
Fourier-Denjoy series, 9
Fourier-Lagrange coefficients, $6,14 \mathrm{ff}$.
Fourier-Lebesgue series, 9
Fourier-Riemann series, 9
Fourier-Stieltjes: coefficients, 11, 142 ff., 147 ff.; integrals, 6; series, 10 f., 41, 136, 194 ff ., 313, summability of, 105 f ; transform, 258
Fractional : derivative, 134 ; integral, 133, 139 ; integration, $133 \mathrm{ff} ., 138 \mathrm{ff}$; part function, 235, 317
Frostman, O., 297 (1), 381, 335
Function(8): absolutely continuous (A), 136; analytic, 252 ; approximation to, by trigonometric polynomials, 114 ff ; associsted with a point, set, 4; asymptotically equal, 14; best approximation of, 115 ; bounded (B), 136; of bounded deviation, 229 (14); of bounded variation (V), 136; Cantor-Lebesgue, 195 f., 379 (3), 144, 259 ; Cauchy integral, 289 ff .; Cesàro (C, a), limit of, 69 ; characteristic: of a distribution function, 262, of a transformation, 168 ( 9.17 ); classes of, see below; complementary: classes (Parseval), 157 ff ., in the sense of Young, 16 ; concave, 21 ; conjugate, $51,131 \mathrm{ff}$., 243; conjugate, of order r. 63; constant, 375 (II, 3), 377 (13); continuous (C), 136; convex, 20 ff., logarithmically, 25 ; decomposition of, 139, 275, 381 (7), 73 (4.2); development in series, 5; distribution, $29,112,262$; equidistributed, 29 ; equivalent, 9 ; even, 7; of exponential type, 272; fractional part, $\langle x\rangle, 235,317$; gamms (Euler's), 69, 77, 253, Gauss's definition of, 77; Gauss distributed, 264, asymptotically, 264; harmonic, 97, 252, conjugate, 258; $m$-harmonic, 315 ; integrable $\mathbf{B}, 262 \mathrm{f}$; integrable $\mathbf{R}$ (Riemanin), 5 , uniformly, 15 ; integral part, [x], 80 n .; of
jumps, 259; Lebesgue, 195; Lipschitz, 375 (3); Littlewood-Paley, 210; lower semicontinuous, 133 ; major, minor, 327, 84, of order 1 and 2, 87 ; Marcinkiewicz, 219 ff ., 220; of monotonic type, 64; negative part of, 138 (4.11); odd, 7 ; parsbolic extension of, 74 ; periodic, 8, 136, 301 ; positive part of, 138 (4-11); Rademacher, 6, 34 (6), 159 (14); rearrangements of, 29 ff ; regular, 289, 316 ; representation of, 5 ; restricted behaviour of, $203,321,325$; roof, 10 ; of the same order (of magnitude), 14 ; sign, 3 ; simple, 94 ; slowly varying, 186, 379 (2); smooth, 42 ff., 43, of order $r, 63$, uniformly, 43; step, 46; subharmonic, 271 n.; sum, 83; trapezoidal, 10; triangular (roof), 10; truncated, 166; uniformly absolutely continuous, 143; univalent, 290; variation of, 139 ; Walsh, 34 (6); Weierstrass, 47, 206, 379 (4.6), 138; Young, W. H., 16, 25
Function(s) (classes, types, particular, satisfying conditions) : symbols: $\mathfrak{A}, \mathfrak{U}_{r}, 16 ; A$, 136; B, 136; $B^{(k)}, \beta_{k}, 73 ; C, 136 ; C^{(k)}, 73$; $\mathrm{E}, 98 ; \mathrm{E}^{0}, 272 ; \Gamma, 69 ; g, 210 ; \gamma, \gamma_{1}, \gamma_{8}$, 222 f.; H, 271; $\mathrm{H}^{\mathrm{p}}, 271,316 ; \mathfrak{5}^{\mathrm{r}}, 299$ (9); $\mathrm{L}, \mathrm{Lr}, \mathrm{L}_{\phi}, \phi(\mathrm{L}), \mathrm{L}^{\star}\left(\log ^{+} \mathrm{L}\right)^{\beta}, 16 ; \mathrm{L}^{2}, 127$;
 $\lambda$ p, 45; Lr, $94 ;$ M, $\mathrm{MD}_{\mathrm{r}}, 16 ; \mu, 219 ; \mathrm{N}, 271$, $316 ; \mathrm{N}^{\prime}, 282, \mathrm{~N}_{\alpha}, 316 ; P_{a}, P_{s}, 139 ; \mathrm{R}, 5$, 143; (, G ${ }_{r}, 16 ; \mathrm{S}, 136 ; s(\theta), 207 ; \mathrm{V}, 136$
Functionsl, 164
Fundamental: points, 1 , even number of, 8 ff ., non-equidistant, 331 (1); polynomials, 1
$g(\theta)$ (Littlewood-Paley function), 210 ff .
Gabriel, R. M., 332
Gage, W. H., 332
Gäl, I., 379
Gamma function (Euler's), 69, 77, 253
Gaps, 79; series with small, 222 ff.
Gategno, C., 382
Gauss, K. F., 331; asymptotically distributed functions, 264 ; definition of the $\Gamma$-function, 77 ; distribution function, 264
Geiringer, H., 335
Generalized derivative(s), 59 ff., 73 ff.; infinite, 59 n .; r-th: jump of an, 62 , symmetric (de la Vallé Poussin), 59, unsymmetric (Peano), 59 ; second, 325
Generalized Fourier sine: coefficients, 48; series, 48, 185 (1-15)
Generalized jump, 108
Generalized Lebesgue constants, 181 (14)
Gergen, J. J., 376
Gibbe's phenomenon, 61 ff .
(C, a), 110 ff .
González-Dominguez, A., 381
Gosselin, R., 331
Green's formula, 280 ff.

Grenander, U., 378
Gronwall, T. H., 376 f., 379, 331, 333 ; theorem, 132 (7•5)
Grosz, W., 377
Group of transformations, 169
Grünwald, G., 331
$\mathrm{H}^{p}$ (functions), 271 ff ., 316
$\mathrm{H}^{\prime}$ (functions), 105 ff .
Hadamard, J. S., 229 (14), 379 ; theorem, 208
Hardy, G. H., 48, 70 (1), 206, 251, 315 (7), 373 (21), 375 f., 378 f., 381 f., 333, 335 ; see aloo Hardy, G. H., and Littlewood, J. E.; inequalities, 20 ( $9 \cdot 16$ ); theorems, 20 (9.16), 78,160 (8.18)
Hardy, G. H., and Littlewood, J. E., 70 (2), 125 (14), 126 (15), 180 (8.9), 197, 251 (9), 296 (11), 315 (6), 371 (10), 375, 377-82, 331-4; maximal theorems, 29 ff ; series, 197; theorems, 30, 63 (10.7), 286 (8.6), 293 ( $10 \cdot 14$ ), 380 (V, 6), 109, 127 ff ., 128
Harmonic functions, 97, 252; boundary behaviour of, 199 ff.; conjugate, 258; $m$-harmonic, 315 ; and the Poisson integral, 152 ; on the unit circle, 258 f .
Harmonic series, 185 ; Euler's constant for, 15
Hartman, Ph., 229 (9), 298 (6)
Hausdorff, F., 332
Hausdorff-Young, theorem, 101
Heine, E., 245
Helly, theorem, 137
Helson, H., 380, 382
Herglotz, G., 378
Hermite, C., 331; interpolation, 23; interpolation polynomials, $J_{n}, 331$ (6)
Herriot, J. G., 335
Herzog, F., 383
Hewitt, E., 335
Heywood, Ph., 229 (10), 379
Hilb, E., 375
Hilbert transform, $2 \neq 3$
Hille, E., 229 (14), 230 (16), 315 (8), 375, 377-9, 335
Hirschman, I. I., 332, 335
Hobson, E. W., 376, 382
Hölder's inequality, 17, 94; generalization of, 175
Homogeneous operator, positively, 174
Hyltén-Cavallius, C., 376, 378
$I_{n}(x, f)$ (interpolating polynomial), 4
Image, area of an, 290
Imaginary part of a power series, 1
Improper integrals, 85 n .
Independent random variables, 380 (8)
Indetermination, limits of, 75, 80
Inequality(ies), 16 ff. ; Bernstein's, 11, 276; Beseel's, 13; Hardy's, 20 (9.16); Holder's, 17, 94, generalization of, 175 ; Jensen's, 21,

Inequality(ies)-continued.
24; for kernels, 51, 96; Minkowski's, 18 f., for integrals, 19 ; for Poisson kernal derivatives, 263; Schwarz, 17; triangle, 162; for trigonometric functions, 2, 71 (12), 91, 234, 255 f. ; Young, W. H., 16, 25
Infinite : generalized derivative, 59 n.; matrix, 74, 168
Ingharn, A. E., 229 (14), 376, 379 f.
Integer, algebraic, 148 ; S-number, 148
Integrability: $B, 262$ ff.; $R$ (Riemann), 5 , in measure, 262, uniform, 15 ; of $|\tilde{f}|^{\prime}, 253$ (2.4)
Integral(s) 14 ff., 40 ; arithmetic mean, 83, 69 ; B, 262 ff., 381 (4); of a bounded function, 43 ; (C, 1) means of a sequence, 84 ; Cauchy, 288 f., functions repreeented by, 289 ; conjugate, 282; Denjoy's special (Perron's), 84 ; formal product of, 282; limit of a function by method of first arithmetic meen, 83; Fourier, 9, 242, single, 242, repeated, 244 ; fractional, 133 ff ., 138 ff ., Riemenn-Liouville, 133, Weyl, 140; functions of exponential type, 272; Jensen's inequality for, 24; $k$-th integral, 40 (2.1); Laplace, 244 ; Lebeague, 9, 5 ; LebeagueStieltjer, 5,94 ; M, 83 ff., 84 ; $\mathrm{M}^{\mathbf{2}}, 86$ f., 87 ; modulus of continuity, 45; part function [x], 80 n.; Poiseon, 96, 303; conjugate, 96 ; principal value of, 51 ; Riemann (R), 5 ; Riemann-Stieltjes, 6; second indefinite, normalized, 87; strong differentiability of, 305 ff ; trigonometric, $244,278 \mathrm{ff}$.
Interpolating polynomials, 1; adjusted, 26 ; convergence of, 16 ff ., 331 (5) ; divergence of, 35 ff ., 44 ff .; as Fourier serien, 6 ff ; and functionsls, 35 ; Hermite $J_{n}, 331$ (6); localization principle for, 17 ; $n$-th, 4 ; polynomials conjugate to, 5,48 ff. ; second kind, 23
Interpolation 1 ff ; abecissa, ordinste of, 2; formula, Lagrange, 6 ; Hermite, 23; Lagrange, 23 ; of linear operations, 93 ff .; of meacures, 332 (1); of multilinear operations, 106 ; of operations: in $\mathrm{H}^{\prime}, 105 \mathrm{ff}$., Marcinkiewicz's theorem on, 111 ff .; Tchebyshev, 331 (7); trigonometric, 1 ff.
Interval(s): bleck, white (Cantor), 194; of integration, 8; open, closed, 21
Invergion formulee: Pourier's, 247; Mellin's, 254
Iterated logarithm, law of, 379 (6)
Ivalev-Musatov, 333
Izumi, 8., 376, 379
Jackson, D., 376 f., 331 ; polynomials, 21 ff., 22, conjugate, 54 ; theorems, 115 (13.6), 117 (13.14)

Jecobian, 290
Jemer, R. D., 332
Jeffery, R. L., 375, 332

Jensen's : formula, 272 ; inequality, 21, 24
Jessen, B., 381, 335
Jolliffe, A. E., 378; theorem (with Chaundy), 182 (1-3)
Jordan : Dirichlet-Jordan test, 57
Jump, 357 n .; discontinuity, 41 (2-2); function, 259 ; generalized, 108; of a generalized derivative, 62
$K_{n}, \tilde{K}_{n}$ (kernels), 88, 91
Kac, M., 298 (6), 335
Kaczmarz, S., 34 (6), 375, 378, 334
Kahane, J. P., 380, 383
Karamsts, J., 315 (8), 376-379
Kernel(s), 85 ; Ceadro (C, a), 94, conjugate, 95 ; conditions A, B, B', C, 85 f.; Dirichlet, 49, conjugate, 49, modified, 50 , modified conjugate, 50; Fejér, 86, conjugate, 91 ; inequalities, 51, 96 ; $M$ (matrix), 85, conjugate, 85 ; Poisson, 96, 151, conjugate, 96, 152 , derivative of, 263 ; positive, 86 ; quasipositive, 86
Khintchin, J., 380
Klein, G., 331
Kober, H., 335
Kogbetliantz, E., 377, 332
Kolmogorov, A. N., 230 (26), 376, 378-82, 333; theorems, 305, 310, 376 (12)
Korn, A., 377
Krein, N., 377
Kronecker, theorems, 20, 149
Krylov, V., 381
Kuttner, B., 371 (8), 333; theorem, 175 (5•1)
$\mathrm{L}^{\mathrm{s}}, 127 \mathrm{f} ., 161 \mathrm{ff}$. $\mathrm{L}^{p}, 166 \mathrm{ff}$.
$L^{\prime}, 16,26$ ff., 180, 222 ff. ; $L_{0}, 170$
Lacunary : coefficients, 131 ff ; series, 202 ff ., 380 (V, 6), absolute convergence of, 247 ff. , central limit theorem for, $380(V, 6)$
Lagrange interpolation, 23; formula, 6
Lagrange: Fourier-Lagrange coefficients, 6, 14 ff .
Landau, E., 376
Laplace : equation, 97, 353 ; integral, 244
Laplacian, 260, 213
Laurent multiplication, 159, 332
Laurent series, 2 ; of power series type, 3
Law of the iterated logarithm, 379 (6)
Least eseential upper bound, 18
Lebeegue, H., 70 (1), 298, 315 (10), 375 f., 382, 102; constante, 67, 73 (22), generalized, 181 (14), for interpolation, 36 ; function, 195; integral, 9,5 ; set, 65 ; summability (1), 321 ; teet, 65 f .; theorem(s), 64 ( 10.8 ), 90 ; 305, Cantor-Lebesgue, 316, Riemann-Lebeegue, 45
Lebergue-Stieltjos integrel, 5, 94
Left-hand side derivative, 21
Lemma: van der Corput's, 197; Dirichlet's,

235; Fatou's, 26; Rajchman's, 353; Riesz, F., 31 (13.8) : Schwarz's, 209 n.

Levinson, N., 380
Lévy, P., 378, 380; theorems of Wiener and Lévy, 245 ff.
Limit(s): approximate, 323; central limit theorem, 380 (V, 6); Ceadro (C, r), for a function, 69, integral (C, 1), 83; of indetermination, 75, 80; radial, 272; restricted summability, 309
Line, supporting, 21
Linear: means, 74; method: M, 74; T*, 203; T, 221 ; operations, 162 ff., 164, analytic family of, 98 , norms for, 164,95 , of type ( $r, s$ ), 95 ; space, 162, normed, 163; trans. formation, 164
Liouville, Riemann-Liouville: formula, 139; fractional integral, 133
Lipschitz, R., 376; claeses: $\Lambda_{a}, \Lambda_{1}, \Lambda_{\bullet}, \lambda_{\omega}$, $\lambda_{1}, \lambda_{0}, 43 ; \Lambda_{0}^{f}, \lambda_{8}^{f}, 45$; condition (of order a) 42, 45, 263 ff., 373 (3); Dini-Lipeschitz : test, 62 ff ., theorem, 63
Littlewood, J. E., 97 n., 368 n., 375-82, 332-4; see also Hardy, G. H., and Littlewood, J. E.; theorem, 81
Littlewood-Paley function $g(\theta), 210 \mathrm{ff}$; and Fourier series, 222 ff ; theorems, 166 (2.1), 167 (2.5), 170 (2.21)
Localization (principle of), 52 ff ., 53, 330 ff ., 367, 304 f.; for cross-neighbourhoods, 305 ; for interpolating polynomials, 17 ; Riemann, 330, 367; Riemann-Lebergue, 53; for series with coefficients not tending to zero, 363 ff .; for trigonometric series, $\mathbf{3 1 6}$
Logarithm, law of the iterated, 379 (6)
Logarithmic : capacity of a set, 195 ; convexity, 25 ; mean summability, 106
Loomis, L., 377
Lower: bound, 67 n ., essential, 18; second derivative, 23; semi-continuity, 133; symmetric derivative, 23
Lozinski, S., 331
Lukács, F., 376
Lusin, N., 375, 377 f., 380-3, 334 ; theorem of Denjoy-Lusin, 232
Luxemburg, W. A. J., 378
$M_{r}[f, a, b]$ (norm), 16
M (integral), 83 ff ., 84
$\mathrm{M}^{2}$ (integral), $86 \mathrm{ff} ., 87$
$\mu(\theta)$ (Marcinkiewicz function), 219 ff .
Magnitude, order of, 45 ff ., 186 ff .
Major function, 327, 84; of order a, 87
Majorants: for means, 154 ; for partial sums, 173
Malliavin, P., 251 (5)
Mandelbrojt, S., 229 (14), 230 (15), 380
Mapping: angle preserving, at a point, 292; conformal, 289 ff ; theorem of Riemann, 290

Marcinkiewicz, J., 371 (8), 372 (16), 377 f., 380, 382, 156, 197 (6.8), 331-4: function. $219 \mathrm{ff} ., 220$; theorems, $129 \mathrm{ff} ., 308,28$ (7.5), 111 ff ., 112, 170 (3-2), 232 (4•14)
Mass distribution, 11, 94, 314
Matrix (M): doubly infinite, 74, 168; kernels, 85 , conjugate, 85 ; positive, 75 ; regular, 74 ; summability 74, absolute, 83; Toeplitz conditions, 74, 376 (1); triangular, 74
Maximal theorems of Hardy and Littlewood, 29
Maximum: of a function at a point, 88; principle of Phragmén-Lindelơf, 93 ; proper, 22 n.
Mazurkiewicz, S., 378, 383
Mean convergence : of $S[f]$ and $\bar{S}[f], 266 \mathrm{ff}$; of interpolating polynomials, 27 ff .
Means: Abel, 98, 149 ff.; arithmetic, Cesaro (C, a), 76; Borel, 315 (5) ; delayed (C, 1), 80, 376 (1); first arithmetic, 88 ff.; integral arithmetic, 83, 69 ; linear (M), 74 ; logarithmic, 106
Measure, 94; convergence in, 262; interpolation of measures, 332 (i); space, 94; zero, 9, 383 (6)
Mellin: inversion formulae, 254; transform, 253
Menšov, D., 382 f.; theorems, 348, 382 (10), 178 (5.14), 333
Mensóov-Paley, theorem, 189
Method(s): Borel's, of summation, 314 (4); complex, in Fourier series, 252 ff.; of first arithmetic mean, 83 ; linear: $M, 74 ; T^{*}$, 203 ; T, 221 ; Poisson's, of summation, 80
Metric space, 162
Milicer-Gruzewska, H., 333
Minakshisundaram, S., 335
Minimum of a function at a point, 88
Minkowski's inequality, 19 ; for integrals, 19
Minor function, 327, 84; of order a, 87
Mirimanoff, D., 380
Mod $2 \pi$, congruence, 3
Modified: Dirichlet kernel, 50, conjugate, 50; Fourier transform, 247 ; partial sums, 50
Modulus of continuity, 42 ff ., 45, 72 ff .; for functions in $\lambda_{0}, \Lambda_{0}, 44$ (3.4); integral, 45
Monotone coefficients: and magnitude of functions, 186 ff ; not tending to zero, 186 ; tending to zero, 182 ff .
Monotone rearrangements 29 (13-1), 122
Monotonic type, functions of, 64
Monotonically decreasing coefficients, 182 (1-3)
Moore, C. N., 314 (4)
Morgenthaler, G. N., 375
Morse, M., 378
Moving average, 117
Mulholland, H. P., 332
Multilinear transformation, 106
Multiple: Fourier series, 300 ff .; integrals, strong differentiability of, 305 ff .

Multiplication, 162 ; formal, 330 ff ; see aloo Formal products
Multiplicity, set of, 344 ff ; in the restricted sense ( $\mathrm{M}_{0}$-set), 348, 160 (18)

N (function), 271 ff .
N (sets), 235 ff .
Nagy, see Sz. Nagy, B.
Natanson, I. P., 331
Neder, A., 382
Negative part of a function, 138 (4•11)
Neighbourhoods: cross, 305; symmetric, 199; symmetric and similar, 318 ; triangular, 199, 318
Nevenlinna, R., 381
Niemytski, V., 250 (2), 380
Nikolsky, S. M., 376, 378; theorem, 154 (6-35)
Nodal point, 1
Non-dense set, 28, 162 ; perfect, 194
Non-differentiability, 376 (II, 4), 379 (6)
Non-equidistant fundamental points, 331 (I, 1)

Non-increasing rearrangement of a sequence, 122
Non-negative functions, 183 (1.5)
Non-tangential path, 81
Norm(s), 163; equivalent, 174 ; of a linear operation, 164, 95 ; weak, 111
Normal: sequence of vectors, 348; system of functions, 5
Normed space, 163
Normalized second indefinite integral, 87
Nowhere differentiable function, 376 (II, 4), 379 (6)
Number(s) : Cesàro, of order $\alpha\left(A_{n}^{\alpha}\right), 76 ;$ Dini, 23 ; real, approximated by rational, 236, 20 ; of roots of a polynomial, 2; S.number, 148, 333 (11)
Numerical series, summability of, 74 ff .
$O$ (large), 14
0 (small), 14
Obrechkoff, N., 3.32
Octant, positive, 324
Odd function, 7
Offord, A. C., 331, 335 ; theorem, 291 (10.3)
O'Neill, R., 33.3
One-sided continuity, 87
Open set, 162
Operation(s) (transformation(s)), 164; bounded, 164; continuous, 164, 95, 111; interpolation of, 93 ff ; linear, 162 ff ; multilinear, 106; norm of, 164, 95, 111; positively homogeneous, 174 ; quasi-linear, 111; of strong, weak type $(r, s), 111$; unitary, 169
Opposite: arc, point, 99
Order: $\alpha$, Cesaro, 76 f.; derivative of fractional order, 134; function(s): conjugate, of order
$r, 63$, major, minor, of orders 1 and 2,87 , of the same order, 14, smooth of order $r$, 63 ; of magnitude : of Fourier coefficients, 45 ff ., and monotone coefficients, 186 ff ., of partial sums for $f \in L^{p}, 166 \mathrm{ff}$; of a poly. nomial, 1
Ordinate of interpolation, 2
Orlicz, W., 181 (18), 378 (10); space, 170
Orthogonal: series, convergence of, 189 ff ; syatem, 5, 7, complete, 5
Orthonormal system, 5; closed, 127; with respect to $d \omega(x), 6$
Ostrow, E. H., 377
Ostrowski, A., 381, 334
Outer ( $\lambda$ ) -capacity, 195
$P(r, t)$ (Poiseon kernal), 96
Paley, R. E. A. C., 34 (6), 378-80, 197 (5), 332-4; Littlewood-Paley function $g(\theta)$, 210 ff ., and Fourier series, 222 ff . ; theorem(s). 120 ff ., 121, Mensoov-Paley, 189, Paley and Littlewood, 166 (2.1), 167 (2.5), 170 (2.21), Paley-Wiener, 272 ff.
Parabolic extension, 74
Parseval's formula, 12 ff., 13, 37, 127 f., 157 ff., 8 (2.6), 101, 301 ; complementary classes for, 157 ; convergence for, 267 (6.11)
Part: fractional part function $\langle x\rangle 235,317$; integral part function $[x], 80$; negative, positive parts of a function, 138 (4•11)
Partial sums, 49 ff ., 161 ff ; as best approxima. tions, 13 ; bounds for, 266 (6.4); for conjugste Fourier series, 49, 175 ff ; formulae for, 49 ff. ; for Fourier series, 49, 175 ff ., 230 ff . ; for $L^{2}$ functions, 161 ff ; majorants for, 173 ff ; modified, 50 ; order of magnitude for $L^{D}$ functions, 166 ff ; of power series, 178 ff ; rectangular, 302; spherical, 302; symmetric, 2
Parts: real, imaginary, of a power series, 1 ; summation by, 3 ff .
Path, non-tangential, 81
Peano derivatives, 59
Perfect sets: of measure zero, 383 (6); nondense, 194 ; symmetric, 196, 240
Perron's integral, 84
Phenomenon, Gibbs, 61 ff., 110 ff .
Phragmén, E., 374 (24), 382 f.
Phragmén-Lindelöf, maximum principle, 93
Piranien, G., 383, 334
Pisot, Ch., 333
Pitt, H. R., 332
Plancherel, M., 335 ; theorem, 250 ; ParsevalPlancherel formula, 248
Plessner, A., 375-7, 381, 3.31-4; theorem, 203 (1-10)
Point(8) : angular, 43; distinct $(\bmod 2 \pi), 3,1$; function associated with 8,4 ; fundamental (nodal), 1; maximum and minimum at $a$,

88 ; opposite, 99 ; of strong density, 307 ; of syinmetry, 233
Poisson integral, 96, 303
Poisson kernal, 96, 151 f.; conjugate, 96, 151 f.; derivative of, 263 ; derivative of conjugate, 103
Poisson summability, 80 ; formula for, 68 ff ., 70
Pollard, H., 33.5
Pólya, G., 124 (2), 375, 382
Polynomials, 1, 1 ff ; adjusted, 26 ; Bernoulli, 42 ; conjugate, 5 ; fundamental, 1 ; inequalities for, 244 (4.2), 11 (3.13); interpolating, 1 ff., 331, of the second kind, 23; Jackson, 21 ff ., 22, conjugate, 54 ; order of, 1 ; power, 1 ; roots, number of, 2 ; trigonometric, 1
Portion of a set, 28
Positive: kernel, 86; matrix, 75; octant, 324; part of a function, 138 (4.11); quasipositive kernel, 86
Positively homogeneous operator, 174
Power polynomials, 1
Power series, 1 ; of bounded variation, 285 ff ; Laurent series of power series type, 3; partial sums of, 178 ; parts, real, imaginary, 1 ; of Salem, 225 ; of several variables, 315 ff ., 321 ff .
Principal value of an integral, 51
Pringsheim, A., 52
Privalov, I. I., 376 f., 381 f., 334
Primes, distribution of, 42
Principle: of localization, see Localization (principle of); maximum, of Phragmén and Lindelöf, 93; of Riemann, 330 ; of RiemannLebeague, 53; of symmetry, Schwarz, 368 n.
Problem, Dirichlet, 97
Products: Blaschke, 274, 280, 316 ; Cartesian, 317 ; formal : of series, 330 ff ., of integrals, 282; Fourier series of, 159 (8.13); Riesz, 208 ff., 209
Proper maximum, 22 n.
Property: $\beta_{k}, 73$; D (Darboux), 44
Pyatetski-Shapiro, I. I., 383, 333; theorem, 346 (6.6)
$Q(n, t)$ (Poisson conjugate kernel), 96
Quade, E. S., 377
Quasi-linear operation, 111; sublinear, 111; of type (strong, weak) $(r, s), 111,(r, s)$ (strong, weak) norm, 111
Quasi-positive kernel, 86
Rademacher, H., 375, 380, 334 ; functions, 6, 34 (6), 159 (14); Meň̌ov-Rademacher, theorem, 193; series, 212 ff., 380 (8)
Radial limit, 272
Radii, extreme, 178
Rado, T., 271 n.
Rajchman, A., 371 (9), 373 (22), 375, 382 f., 333; formal multiplication, 330, 337 ; lemma, 353 ; theorem, 331

Randels, W. C., 379
Random variables, independent, 380 (8)
Randomly continuous series, 219
Ratio of dissection, set of constant, 196, 147 ff .
Rationals as approximants of reals, 236, 20
Real: coefficient, 3; part of a power series, 1 ; variables, 14 n .
Rearrangement(s): of Fourier coefficients, 127 ff ; of functions, 29 ff ; monotone, 29 (13.1); non-incressing, of a sequence, 122

Rectangular summability, 301 f .
Rectifiable: boundaries, theorems about, 293; curves, 293
Regular function $f, 289,316$; in $\Delta_{m}, 316$; with $R(f) \geqslant 0,152$ (6.26)
Regular matrix, 74; conditions (Toeplitz) for a, 74, 376 (1)
Reiter, H., 380
Removable discontinuity, 60
Representation of a function, 5 ; uniqueness of, 325 ff .
Restricted: behsviour of a function, 203, 321, 325 ; convergence, 309; Fourier series, 335; sense, set of multiplicity in the, 160; summability, 309, A, A* (C, 1), 309
Reymond, P. du Bois, 298
Riemann, B., 321,336 f., 370 (5), 371 (6), 375, 382, 133, 332 ; derivative, 23; integrals (R), 5 , proper, improper, 85 n .; localization principle, 330; mapping theorem, 290; summability $R, 319$; summability $R_{r}, 69$; theorem(s), 290, first, second, 319 f .; theory of trigonometric integrals, 278 ff ., series, 316 ff .
Riemann-Lebesgue : localization principle, 53; theorem, 45, generalization, 49 (4•15)
Riemann-Liouville: formula, 139; fractional integral, 133
Riesz, F., 377 f., 380-2, 332; lemma, 31 (13.8); products, 208 ff ., 209; theorems, 101 ff ; with M. Riesz, 285 (8.2, 8.3), Riesz-Fischer, 127
Riesz, M., 72 (20), 251 (6), 295 (3), 375, 377 f., 381-3, 159 (18), 331 f., 335 ; theorems, 94, 253, 255 (2-21), 368, with F. Riesz, 285 (8.2, 8.3), Fatou-Riesz, 338, Riesz-Thorin, 93 ff., 95
Right-hand side derivative, 21
Rogosinski, W., 71 (12), 124 (3), 125 (13), 376 f., 379, 382 ; theorems, 112 ff.
Roof function, 10
Roots, number of, in a polynomial, 2
Rudin, W., 334
S, 148, 333 (11)
$S[f], \tilde{S}[f], 7 ; S[d f], \tilde{S}[d f], 11,105 \mathrm{ff}$.
$S^{(k)}[x], 40 ; S_{n}(x ; f), S_{n}(x ; f), 49$
$S_{n}^{*}(x ; f), S_{n}^{*}(x, f), 50$
$\mathcal{G}_{r}, 16 ; \sigma_{n}(x, f), 89$
Saks, S., 308 n., 327 n., 361 n., 378, 380, 381, 84 n., 160 (19), 335
Salem, R., 181, 376, 378-80, 382 f., 332-5; power series of, 225 ff ; theorem, 225
Same order (of magnitude), 14
Scalar, 162 n.
Schaeffer, A. C., 380, 331, 333
Schmetterer, L., 383
Schoenberg, I., 378
Schur, I., 125 (6), 181 (18)
Schwarz, H. A., 377 ; derivative, 23 ; inequality, 17; lemma, 209 n. ; symmetry principle, 368 n.; theorem, 99 (6.18)
Schwarz, L., 334
Second : category, set of, 28,162 ; equiconvergence theorem, 289; generalized derivative, 325; indefinite integral, 87; symmetric derivative, 23, 319 ; theorem of Riemann, 320
Seidel, V., 381, 334
Seliverstov, G., 333
Semi-continuous function, lower, 133
Semi-convergent from below, uniformly, 174
Semi-open cube, 312
Sense: set $\mathrm{M}_{0}$ of multiplicity in the restricted sense, 160 (18); set $U_{0}$ of uniqueness in the wide sense, 160 (18)
Separable space, 162
Sequence(s) : almost convergent, 181 ; bounded (C, a), 76; of bounded variation, 4; Cesaro (C, a) limit, 76; convex, 93 ; density of an increasing, 181; equidistributed, 142; integral ( $\mathrm{C}, 1$ ), means of, 84 ; non-increasing rearrangement of, 122; normal, of vectors, 346; strongly summable ( $\mathrm{C}, 1$ ), 34 ; of type ( $\mathrm{P}, \mathrm{Q}$ ), 176
Series, 1 ff ; absolute convergence of, 232 ff ., 240 ff.; conjugate, 1 ; cosine, 8,343 (5.22); convergence of, see under Convergence; differentiation of, 40 ff., 336, 59,71 ff.; finite, 104 (2.18); formal integration of, 319 ff.; formal product of, 330 ff .; Fourier, 5, 300; Fourier trigonometric (sine, cosine, complex), 7; Fourier-Denjoy, -IAbergue, -Riemann, 9, -Stieltjes, 10 f., 11, 41, 105 f., 136, 194 ff ., 313 ; gap in a, 79 ; generalized Fourier sine, 48, 185 ( $1 \cdot 15$ ); of Hardy and Littlewood, 197 ff. ; harmonic, 185 ; lacunary, 202 ff., 247 ff., 380 (V, 6); Laurent, 2; localization for, 316 ff ., 363 ff ; orthogonal, 5 f., 189 ff ; power, 1, 3, 285 ff . ; Rademacher, 212 ff., 380 (8); randomly continuous, 219 ; representation of a function, 5; of 8alem, 225 ff. ; sine, 8, 343 (5.22); with 'small' gaps, 222 ff.; summability of, see under Summability; trigonometric, 1
Set(s) : besis, 234 ; Cantor, 195, with constant ratio of dissection, 196, ternary 196, 235, 250 (3), 318 ; capacity of, 194 ff., logarith-
mic, 195; of circular structure, 178; closed, 162; of constant ratio of dissection, 196, 147 ff ; dense, everywhere dense, 28, 162; denumerable, 9 ; distribution function on, 264 ; of first category, 28,162 ; functions associated with, 4 ; Lebesgue (for functions), 65 ; of multiciplicity (M-set), 344, 383 (6), in the restricted sense ( $\mathrm{M}_{0} \cdot s e t$ ), 348, 160 (18); non-dense, 28, 162, perfect, 194 ; open, 162; perfect. of measure zero, 383 (6); portion, 28 ; of second catogory, 28, 162; simply connected, 290 ; symmetric, perfect, 196, 240 ; translates of, 165 ; of uniqueness (U-set), 344 ff., 383 (6), Abel (UA-set), 362, in the wide sense, 160 (18)
Sets (classes or types of): symbols: $\{d, a(1)$, , $\left.a(d),{ }^{7}\right], 194 ; \mathrm{F}_{\text {dd }}, 383$ (5); H, 317 ; $\mathrm{H}_{\mathrm{a}}, 318 ; \mathrm{H}^{(m)}, 346 ; \mathrm{H}^{(n)}, 152 ; 5^{\text {r }}, 299$ (9); M, 344 ; $\mathbf{M}_{0}, 348 ; \mathrm{M}_{5}, \mathrm{M}_{1}, \mathrm{M}_{1}, 295$; N. $\mathrm{N}_{\mathbf{s}}$, 236 ; U, 344 ; $\mathrm{U}^{*}, 350$; $\mathrm{U}(\varepsilon), 351: \mathrm{U}_{\mathrm{A}}, 362$; $\mathrm{U}_{t}, \mathrm{U}^{*}, \mathrm{U}_{s}, \mathrm{U}_{s}^{*}, 295 \mathrm{f}$.
Several variables: functions of, 300 ; power series of, 315 ff ., 321 ff .
Shohat, J. A., 375
Sidon, S., 378, 380, 333; theorem, 247 (6•1)
Sierpinski, W., 383
Sign function, 3
Simple discontinuity, Fourier series of a, 106 ff .
Simple function, 94
Simply connected domain, 290
Sine Fourier transform, 244, 247
Sine series, 8: Fourier, 109 f ; generalized Fourier, 48, 185 (1-15)
Single integral, Fourier's, 242
Slowly varying function, 186, 379 (2)
Small: gaps, series with, 222 ff ; o, 14
Smirnov, V., 381
Smooth functions, 42 ff ., 43 ; and differentiability, 43, 48; of order $r, 63$; uniformly, 43, 320
Šneider, A. A., 375
Space(8), 162; Banach, 163; complete, 162; $H^{p}, 284 ; 1^{p}, L^{p}, 163$; linear, 162 ; measure, $94 ;$ metric, 162 ; normed, 163 ; Orlicz, 170, 378 (10) ; separable, 162
Special trigonometric series, 182 ff.
Spencer, D., 381, 334
Sphere, 162
Spherical partial sums, 302
Stable convergence, 216
Standard Gaurs distribution, 264
Stečkin, S. B., 377, 380
Stein, E., 126, 377, 331 f., 334 f.; theorem, 100 (1-39)
Stein, P., 381
Steinhaus, H., 250 (2), 371 (12), 375 f., 378, 380, 382 f., 334 ; Banach-Steinhaus, theorem, 165

Step function, 46
Stieltjes, see also under Fourier-Stieltjes; integrals, 6, Jensen's inequality for, 24
Strip, 98, 108 (3.9)
Strong: density, points of, 307 ; differentiability, 305 ; summability (C, 1), 34, 181; type ( $r, s$ ), 111
Subharmonic function, 271 n .
Sublinear operation, 111
Subportion, 28
Subtraction, 162
Sum function, 83
Summability: A (Abel or Poisson), 80, 98 ff ., 99 ff., 252 f., 352, 302 ; $A^{*}, 303$; absolute A, 83; almost everywhere, 161 ff.; B (Borel), 314 ; C, 65 ff., 69 ; (C, 1), Cauchy's result on, 75 ; Cesiro: (C, 0), (C, 1), (C, a), 76, 94 ff., 302, of differentiated series, 59 ff ; of conjugate series, 84 ff., 92 (3.23); by first arithmetic mean, 88 ff .; of Fourier series, 84 ff .; of $S[d F]$ and $S[d F], 105 \mathrm{ff} . ; \mathbf{H q}$, 180 f.; L (Lebesgue), 321 ; M (matrix), 74; of numerical series, 74 ff ; Poisson, 80; rectangular, 301 f .; restricted: $\mathrm{A}, \mathrm{A}^{*}$, (C, 1), 309 ff.; Riemann, 319; $\mathrm{R}_{r}, 69$; spherical, 302 ; strong (C, 1), 34, or $\mathrm{H}_{1}, 181$; of type U, 333; uniform, 113; uniqueness of summable trigonometric series, 352 ff ., 356 ff .
Summation: by parts, 3; with deleted index, 41,69 ; formula, Poisson's, 68 ff., 70
Sums : Cesàro, of order $a, 76$; partial, 49, 82, 302
Sunouchi, G., 334
Supporting line, 21
Sutton, O. G., 333
Symmetric derivative, 22; approximate, 324 ; first 22, 99; generalized $r$-th (de la Vallée Poussin), 59, 331 (1); second, 22, 319 ; upper, lower, 23, 99
Symmetric neighbourhood, 199, 318
Symmetric partial sums, 2
Symmetric perfect set, 196, 240
Symmetry : points of, 233 (1-10); principle (of Schwarz), 368 n.
System(s): closed, 127; complete, normal, orthogonal, 5 ; orthonormal, 5 , with respect to $d \omega(x), 6$; trigonometric, 7
Sz. Nagy, B., 376-8
Szasz, O., 251 (2), 380
Szego, G., 73 (24), 124 (2), 125 (6, 13), 375, 378, 381, 331

Tamarkin, J. D., 315 (8), 378 f., 381, 332, 335
Tauber, theorem, 81
Tauberian theorems, 78 (1-26), 79 (1-27), 81 (1-38), 376 (1), 380 (V, 6)
Taylor, S. J., 332
Tchebyshev abscissa, 6 ; interpolation, 331 (7)
Termwise differentiation, integration, 40 ff .

Ternary set, Cantor, 196, 235, 250 (3), 318
Tests for convergence: Dini, 52, 66; DiniLipechitz, 63, 66, 303 ; Dirichlet-Jordan, 57, 66; Lebesgue, 65, 66; Pringsheim, 52
Theorems: Abel, 4; Banach-Steinhaus, 165; Bary, 349, 382 (3); Bernstein, 240, 244 (4-2), 11, 276; Cantor-Lebeague, 316; Caratheodory, 140; Cauchy, 75; Chaundy and Jolliffe, 182 (1-3); decomposition, 275 (7.22), 73 (4.2); Denjoy, 308 n.; DenjoyLusin, 232; equiconvergence, 289; Faber, 192 (2.31), 36 (8.6); Fatou, 99, 100 (7.6), 101 (7.9); Fatou-Riesz, 338; Fejér, 89, 290 (10.6), 24 (6.12); Gronwall, 132 (7.5); Hadamard, 208; Hardy, 20 (9.16), 78, 160 (8.18) ; Hardy-Littlewood, 30, 63 (10.7), 286 (8.6), 293 ( 10.14 ), $380(\mathrm{~V}, 6), 109,127 \mathrm{ff}$., 128; Hausdorff-Young, 101; Helly, 137; Jackson, 115 (13.6), 117 (13.14); Kolmogorov, 305, 310, 376 (12); Kronecker, 20, 149; Kuttner, 175 (5•1); Lebesgue, 64 (10.8), 90, 305 ; Littlewood, 81 ; Littlewood and Paley, 166 (2.1), 167 (2.5), 170 (2.21); Marcinkiewicz, 129, 308, 28 (7-5), 112, 170 (3.2), 232 (4.14); Mentov, 348, 382 (10), 178 (5.14); Menłov-Paley, 189; MensovRademacher, 193; Nikolaky, 154 (6.35); Offord, 291 (10.3); Paley, 121; PaleyWiener, 272; Plancherel, 250 ; Plessner, 203 (1-10) ; Pyatetski-Shapiro, 346 (6.6); Rajchman, 331; Riemann, first, second, 319 f.; Riemann, mapping, 290; Riemann-Lebesgue, 45; F. Riesz, 102; F. Riesz and M. Riesz, 285 (8.2, 8.3); Riesz-Fischer, 127; M. Riesz, 94, 253, 255 (2.21), 368; RieszThorin, 95 ; Rogoainski, 112 ff.; Salem, 225 ; Schwarz, 99 (6.18); Sidon, 247 (6.1); Stein, E., 100 (1-39); Tauber, 81 ; Tauberian, 78 (1.26), 79 (1-27), 81 (1-38), 376 (1), 380 (V, 6); three line, 94; Titchmarsh, 375 (3), 83 (5.15); Toeplitz, 74 (1-2); Verblunsky, 104 (2.18); Weierstrase, 90; Weyl. 69 (13.7); Wiener-Lઠ́vy, 245 ff.; W. H. Young, 36 (1.5), 37 (1.15), 59 (8.9), 159 (8.15); Zalcwaseer, 43 (3.3)
Third arithmetic mean 110 (10.2)
Thorin, G. O., 332; Riebz-Thorin, theorem, 93 ff ., 95
Three-line theorem, 94
Titchmarsh, E. C., 295 (4), 296 (6), 375, 377 f., $381,332,334$ f.; theorems, 375 (3), 83 (5.15)
Toeplitz, O.: conditions, 74, 376 (1); forms, 378 (9); theorem, 74 (1-2)
Tomic, J., 229 (10), 378 f.
Tonelli, L., 335
Torus, 312
Transformations, 164, see also Operations; Abel, 3; characteristic of, 168 (9-17) : group of, 169

Transforms: Fourier, 8, 246 ff.; FourierStieltjee, 258 ff.; Hilbert, 243; Mellin, 253
Translates of a set, 165
Transue, W., 378
Trapezoidal function, 10
Triangle inequality, 162
Triangular: function, 10; matrix, 74; neighbourhood, 199, 318
Trigonometric : inequalities, 2, 91,71 (12), 234, 255 f.; integrals, $244,278 \mathrm{ff}$; interpolation, 1 ff., 331 ; polynomials, 1 , approximation by, 114 ff., beat approximation using, 115 , deviation, 114
Trigonometric series, 1 ; absolute convergence of, 232 ff ; coefficients, 1 ; conjugate, 1 ; constant term of a, 91 ; formal multiplication of, 330 ff ., 337 ff ; and Fourier integrals, 263 ff., 269 ff.; parts: naal, imaginary, of a power series, 1; of power series type, 3; Riemann theory of, 316 ff ; special, 182 ff .; symmetric partial sum of, 2 ; uniqueness of representation by, 325 ff ; uniquenees of summable, 352 ff., 356 ff.
Truncated function, 166
Tumarkin, G. C., 334
Turán, P., 376, 331
Type: of functions: exponential, 272 , monotonic, 64; linear operstors of type $(r, s), 95$; operations of strong, weak, type ( $r, s$ ), 111; sequence of type. (P, Q), 176; series of power series type, 3 ; sets of type $\mathrm{N}, \mathrm{N}_{8}$, 236 ; summability of type $\mathrm{U}, 333$

Ulyanov, P. L., 381
Uniform convergence of Fourier-Lagrange coefficients 15; of conjugate Fourier series, 268 (6.14); of Fourier series, 12 (6.3); of integrated Fourier series, 59 (8.7); of monotone series $182(1-3)$; at a point, 58
Uniformly: sbsolutely continuous, 143; bounded, 90 (3.7); equiconvergent, 53; equisummable, 364, in the wider sense, 366 (9.13); integrable R, 15 ; semi-convergent from below, 174; smooth, 320; summable, 113
Uniqueness, sets of, 344 ff.; Abel, 362; problems of, 316, 291 ff ; for summable series, 383 (7); in the wide sense, 160 (18)
Uniqueness for summable series, 352 ff ., 358 ff .
Unit circle 1, 199; harmonic functions on, 258 f.; power series diverging on, 383 (5)
Unit m-cylinder, 315
Unitary transformation, 169
Univalent function, 290
Upper: bound, 67 n ., least essential, 18, 94 ; second dorivative, 23 ; symmetric derivative, 23
de la Vallé-Poussin, Ch. J., 327 n., 361 n., 376 f., 382, 55 (1), 331, 335 ; derivative, 59
Value, principal, of an integral, $\overline{\mathrm{o}}$
Van der Corput, see Corput, J. G. van der
Variables: independent random, 380 (8); several, 300 ; see also Several variables
Variation: power series of bounded, 285 ff.; sequence of bounded, 4
Varying function, slowly, 186
Vectors, normal sequence of, 346
Verblunsky, S., 372 (14), 382 f., 332 f.; theorem, 104 (2.18)
Vijayaraghavan, T., 375

Walsh. J. L., 375 ; functions, 34
Wang, F. T., 334
Waraszkiewicz, Z., 380
Warschawbki, S., 381
Weak norm, 111
Weak type (r, s), 111
Weierstrass, K., 115 ; functions, 47, 206, 376 (II, 4), $379(4,6), 138$; theorem, 90
Weight, $d w, 7$
Weiss, G., 377 f., 332, 334
Weiss, Mary, 379, 382, 333
Weyl, H., 251, 376, 378, 333; fractional integral, 140 ; theorem, 69 (13.7)
White interval, 194
W: de sense, eets of uniqueness in the, 160 (18)
Wider sense, equiconverge in the, 63
Wielandt, H., 376
Wi-sner, N., 180 (12), 230 (21), 375, 377, 380, 298, 333-5; Paley-Wienor theorem, 272 ff.;
Wiener and Lévy, theorems, 245 ff .
Wilton, J. R., 379
Wintner, A., 229 (9), 230 (21), 333
Wolf, F., 383, 335

Yano, S., 332
Young, G. C., 377 f.
Young, L. C., 332
Young, W. H., 73, 375-8, 382, 332; functions, 16, 25, complementary, 16 ; inequality, 16, 25; theorems, 36 (1.5), 37 (1.15), 59 (8.9), 159 (8.15), Hausdorff-Young, 101

Zeanen, A. C., 378
Zalcwasser, Z., 375 f., 381 ; theorem, 43 (3-3)
Zamansky, M., 180 (5), 377
Zarantonello, E. H., 331
Zeller, K., 382 f.
Zermelo, E., 344
Zygmund, A., 371 (9), 372 (16), 375-83, 156 f., 331-5

This latest issue of Zygmund's classic treatise includes a foreword by Robert Fefferman of the University of Chicago. Professor Fefferman describes Zygmund's mathematical development, his contemporaries and, of course, the man himself. He has set this book in context and given an insight into how Zygmund's work has influenced contemporary mathematics.

Professor Zygmund's Trigonometric Series, first published in Warsaw in 1935, established itself as a classic. It presented a concise account of the main results then known, but was on a scale which limited the amount of detailed discussion possible.
A greatly enlarged second edition published by Cambridge in two volumes in 1959 took full account of developments in trigonometric series, Fourier series and related branches of pure mathematics since publication of the original edition. The two volumes are here bound together.
Volume I, containing the completely rewritten material of the original work, deals with trigonometric series and Fourier series - auxiliary results: Fourier coefficients - elementary theorems on the convergence of S[ $f]$ and S[f]; summability of Fourier series; classes of functions and Fourier series; special trigonometric series; the absolute convergence of trigonometric series; complex methods in Fourier series; divergence of Fourier series; Riemann's theory of trigonometric series.

Volume II provides much material previously unpublished in book form, and covers trigonometric interpolation; differentiation of series - generalized derivatives; interpolation of linear operations - more about Fourier coefficients; convergence and summability almost everywhere; complex methods; applications of the Littlewood-Paley function to Fourier series; Fourier integrals; a topic in multiple Fourier series.

## Cambridge Mathematical Library

Cambridge University Press has a long and honourable history of publishing in mathematics and counts many classics of the mathematical literature within its list. Some of these titles have been out of print for many years now and yet the methods which they espouse are still of considerable relevance today.

The Cambridge Mathematical Library will provide an inexpensive edition of these titles in a durable paperback format and at a price which will make the books attractive to individuals wishing to add them to their personal libraries. It is intended that certain volumes in the series will have forewords, written by leading experts in the subject, which will place the title in its historical and mathematical context.


[^0]:    ${ }^{1}$ I have been fortunato to have a number of oxcollont reforences to consult regarding the life of Antoni Zygmund. The treader interested in additional material may consult tho roforencos in the bibliography to this Foreword.

[^1]:    $\dagger$ The remainder of this chapter is nut concerned with trigonometric series. It contains a concise presentation of various points from the theory of the real variable which will be frequently used later. Many of the results are familiar and we assemble them primarily for easy reference. We do not attempt to be complete. Some of the theorems, moreover, will be used later in a form more general than that in which they are proved here, but only when the general proof is easentially the same. (To give a typical example, the inequalities of Holder and Minkowski will be applied to Stieltjes integrals although we prove them here only for ordinary Lebesgue integrals.) The material is not for detailed study, but only for consultation as required.

[^2]:    + By $\log ^{+}|f|$ we mean $\log |f|$ wherever $|f| \geqslant 1$, and 0 otherwiso.

[^3]:    $\dagger$ We say that $\phi(x)$ has a proper maximuin at $x_{0}$ if $\phi\left(x_{0}\right) \geqslant \phi(x)$ in a neighbourhood of $x_{0}$, but $\phi$ is not constant in any neighbourhood of $x_{0}$.

[^4]:    $\dagger$ A nother useful corollary of (1-25) is: if $\Sigma u_{n}$ convergee then $u_{1}+2 u_{n}+\ldots+n u_{n}=o(n)$.

[^5]:    $\dagger$ By $[x]$ wo denoto the integral part of $x$.

[^6]:    $\dagger$ Seo, o.g., Littlewood, Lectures on the theory of functions, p. 84.

[^7]:    $\dagger$ This can tho be sbown dinectly by the mothod which gave Theorem (3.6) of Chapter II.

[^8]:    $\dagger$ The conclusion holde sotually for $n \geqslant 0$. It is enough, for example, to replece $n$ by $n+1$ on the right of $(7 \cdot 7)$ and the inequality will hold for $n \geqslant 0$. The point is olearly without importance.
    $\ddagger$ The result holds for $\delta>1$. This follow from the faot, enay to verify ( 800 Chaptor III, ( $1 \cdot 10$ )(ii)) that $N(x)=N^{d}(x)$ is a non-increasing function of $\delta$ for $\delta>-1$.

[^9]:    $\dagger$ One often denotes the norm of the operation $u(x)$ by $\|u\|$. This terminology and notation-very natural in a systematic study of the subject-arise from the feot that the set of all linear operations $u(x)$ defined on $E$ may be considered as a new space, to whose points $u$ are assigned norms $\|u\|$. Of coureo, $\|u\|$ and $\|u(x)\|$ mean differont thinge.

[^10]:    $\dagger$ The interval $(x, x+h)$ may be partly outside $(-\pi, \pi)$, but since it is interior to $(-2 \pi, 2 \pi)$ it is easy to see that the conclusion holds.

[^11]:    $\dagger$ For $r_{n}$ monotonically decreasing to 0 and $\left\{1 / r_{n}\right\}$ convex, the theorem is an immediate consequence of (S.34). For then $1 / r_{n}$ exceods a fixed positive multiple of $n, r_{n}=O(1 \mathrm{in})$, the hypothesec of ( $\mathrm{S} \cdot 34$ ) are satisfied and we can take for $\left\{\epsilon_{n}\right\}$ almost any sequence of $\pm 1$.

[^12]:    $\dagger$ We use here the fact that if a trigonometric series $S$ has coefficients tending to 0 and if the eeries obtained by integrating $S$ termwise twice converges in an interval ( $a, b)$ to a linear function, thon $S$ con. verges uniformly to 0 in every closed interval intorior to ( $a, b$ ). See Chapter IX, (4.23).
    $\ddagger$ The most natural study of the clasees $\mathrm{H}^{\prime}$ and N would be through the theory of subharmonic functions ( $\mathbf{1} 00$, for example, T. Rado, Subharmonic functions). Since, however, we are here mostly intereeted in certain applications, a direct study based on Jeneen's formula sooms proforable. In ordor to avoid trivial complications, we shall always tacitly assume that $P(x)$ does not vanish identically.

[^13]:    $\dagger$ Though the point is not important, it is not difficult to see that (7.40) holds if in (7-39) wo replece the condition on $h$ by $0<h \leqslant \pi$. For if $1 \leqslant h \leqslant \pi,|f(x ; h)|$ does not oxceed a fixed multiple of $9 m[f]$.

[^14]:    $\dagger$ We use here the familiar fact that if the $F_{m}$ are uniformly bounded in a circle their dervativea are uniformly bounded in each smaller concentric circle, so that the $F_{\text {m }}$ are equicontinuous in the smaller circle.

[^15]:    $\dagger$ Theorem ( $9 \cdot 11$ ) of Chapter IV (which is due to Lebesgue) lies rather deep, but in the special case $y_{n}(t)=D_{n}(t)$ it is not difficult to prove it directly; see Lebeague's Legons our les stries trigonomériques.

[^16]:    $\dagger$ The theorem shows that the behaviour of the $S_{n}$ is different, for example, from the behaviour of the difference quotient of a function. For a well-known theorem of Denjoy (see Saks, Theory of the Integral, p. 270) asserts that if the Dini numbers of a function are finite at asch point of a set $E$, then the function is differentiable almost everywhere in $E$.

[^17]:    $\dagger$ The left-hand side of $(2 \cdot 10)$ can also be summed exactly. For, substituting $x=0$ in the development (4.16) of Chapter I, we find

    $$
    \frac{1}{2} h+\sum_{1}^{\infty} \frac{\sin ^{2} n h}{n^{2} h}=\frac{1}{2} \pi \quad \text { for } \quad 0<h \leqslant \frac{1}{2} n
    $$

[^18]:    $\dagger$ See Ch. J. de la Vallico-Pousain, Intigrales de Lebeague, or S. Sake, Theory of the Ineegral.

[^19]:    $\dagger$ Solecting a subeequence of $\left\{\lambda_{k}\right.$ ) and dividing it by suitable constante we may replace condition ( $v$ ) by ( $v^{\prime}$ ) $\gamma_{k}^{\prime k}=1$. Conditions (iv) and ( $v^{\prime}$ ) mean that $S\left[\lambda_{k}\right]$ tends termwise to $S[1]$.

[^20]:    $\dagger$ By Tauber's theoram (Chapter III, (1.36)), Abol moans and partial sums of any sories with terms $o(1 / n)$ are equi-oonvergent.

[^21]:    $\dagger$ To understand the meahing of the lemma, suppom, for examplo, that $S[F]=S[\odot]$ and that $\Phi$ hae a jump $d$ at $x_{0}, d=\Phi\left(x_{0}+0\right)-\Phi\left(x_{0}-0\right)$. Then, as one eacily sees, $\Delta^{2} F\left(x_{0}, t\right) / t \rightarrow d$ ant $t+0$. On the other hand, $d$ in a (genoralized) limit of the $n$th term of $\left.\pi S^{\top}\lceil\Phi]=\pi S^{\top} T F^{\prime}\right]$ at $x=x_{0}$ (Chapter III, (9.8)). If wo take here the Abel limit, wh have $\left.d=\pi \lim (1-r) f r, x_{0}\right)$.

[^22]:    $\dagger$ Seo do la Vallbe-Pousesin, Integrales de Lebeegue, p. 98, or Sake, Theory of the Integral, p. 126.

[^23]:    $\dagger$ Making first $\nu$ very large but fixed, and then making $n \rightarrow \infty$, we easily deduce that, at every $x$ where $f$ is continuous, if $\lim _{v \rightarrow \infty} f_{n \cdot \nu}(x)$ existe so does $f(x)$, and both are equal.

[^24]:    $\dagger$ By making $\alpha \rightarrow 0$ we easily see that when $\alpha=0$ in (10.23) the finite part of the left-hand side of (10.24) is $\pi^{-1} h_{n} T^{\prime}(x)+T(x)$, but we do not need this.

[^25]:    $\dagger$ The following obeervation may be helpful. When investigating the existence or behaviour of a symmetric $f_{(r)}\left(x_{0}\right)$ we usually presuppose the existence of symmetric $f_{(r-g)}\left(x_{0}\right), f_{(m)}\left(x_{0}\right), \ldots$; the symmetric $f_{(r-1)}\left(x_{0}\right), f_{(r-2)}\left(x_{0}\right), \ldots$ need not exist. (For example, the existence of a symmetric $f_{(3)}\left(x_{0}\right)$ doee not presuppose that $f\left(x_{0}\right)$ is defined.) The existence of $\delta_{r}\left(x_{0}\right)$, however, preaupposes that of thee last derivatives. Hence the existence of a symmetric $f_{(r)}\left(x_{0}\right)$ and of $\delta_{f}\left(x_{0}\right)$ implies the existence of an unsymmetric $f_{(r-1)}\left(x_{0}\right)$.

[^26]:    $\dagger$ In the preceding argument we dropped the (zero) constant term from $S^{\prime}\left[F^{\prime}\right]$. It is, however, easy to see that if $c_{0}+c_{1}+c_{3}+\ldots$ is summable ( $\mathrm{C}, \gamma$ ) to $s$, so is $0+c_{0}+c_{1}+\ldots$, and conversely.

[^27]:    + If $f\left(x_{0}+t\right)=\alpha_{0}+\alpha_{1} t+\ldots+\alpha_{k-1} t^{k-1}+O\left(t^{k}\right)$ for $t \rightarrow 0$, the graph of $f(x)$ near $x=x_{0}$ is contained in domanns limited by parabolic curves of order $k$, and so the same holds for the graph of $f^{*}(x)$. In particular, $a_{j}=f_{(j)}^{*}\left(x_{0}\right) / j$ ! for $j<k$.

[^28]:    $\dagger$ For the proofs and more details we refer the reader to Saks's Theory of the infegral.

[^29]:    $\dagger$ If $\alpha(x)$ stays away from 0 , and $\beta(x)$ away from 1 , for $0 \leqslant x \leqslant 1$, then the above argument easily shows that $\Phi_{m}(z)$ tends uniformly to $\Phi(z)$ for $z$ remaining within any fixed bounded subeet of $B$. It follows that if neithor of the numbers $\alpha_{1}, \alpha_{3}$ is 0 , and neither of the numbers $\beta_{1}, \beta_{2}$ is 1 , then $\Phi(z)$ is continuous in the cloeed strip $B$.

[^30]:    We now investigate the conditions under which we have equality in (2-10) or (2-11). For the sake of simplicity we assums that $\left\{\phi_{n}\right\}$ is complete. Since wo always have equality if $p=2$, we may suppoee that $1 \leqslant p<2$.

[^31]:    $\dagger$ We are not interested in the least valuee of $A_{p}$ and $A_{i}^{\prime}$. If, however, $A_{\text {, }}$, and $A_{j}^{\prime}$ are to have the least valuea, then the foregoing argument only gives $A_{p}^{\prime} \leqslant A_{i}^{\prime}$, and to obtain equality we must also use an argumont dual to (5.6).

[^32]:    $\dagger$ Similar cetimatea bold for sin ka and will be need below.

[^33]:    $\dagger$ Since $\chi_{1}$ is strictly positive in $|z|<1$, the conclusion holde if wo omit the torm $P(r, x)$ in (1-7), and take $\chi_{2}=\chi_{1}$. The definition (1-7) will, however, be convenient to us later (C̣hapter XVII, ;4).

[^34]:    $\dagger$ The first inequality follows if we multiply the inequality $\left|u\left(z_{0}\right)\right| \leqslant \operatorname{su}\left[u\left(z_{0}+\rho e^{i t}\right)\right]$ by $\rho$ and integrate over $0<\rho<\delta$.

[^35]:    $\dagger$ Schwarz's lemma asserts (2.11) for any function $\phi(\zeta)$ regular in $|\zeta|<1$ and satisfying the conditions $\phi(0)=0,|\phi(\zeta)| \leqslant 1$. For the ratio $\phi(\zeta) / \zeta$ is regular for $|\zeta|<1$, and numorically does not exceed $1 /(1-\varepsilon)$ for $|\zeta|=1-\epsilon$, and so also in $|\zeta| \leqslant 1-\epsilon$; and it is enough to make $\epsilon \rightarrow 0$.

[^36]:    $\dagger$ Of course this $F_{1}$ has nothing to do with the $F_{1}$ considered above.

[^37]:    + In Chapter IV, p. 133, we constructed a continuous $f$ such that $\int_{0}^{\pi} t-1|f(\theta+t)-f(\theta-t)| d t=+\infty$ everywhere. The same construction gives a continuous $f$ for which $\eta(\theta)=+\infty$ everywhere.

[^38]:    $\dagger$ Since $\gamma_{1}$ and $\gamma_{2}$ are indopendent of $c_{0}$, it is clear that (2.8) and (2.9) cannot be true without some evermption about $c_{0}$.

[^39]:    $\dagger$ Wo sot there $\phi(u)=u^{2} \log ^{+} u$; the fect that $\phi$ is striotly inoreneing for $u \geqslant 1$ oaly, in of no importance.

[^40]:    $\dagger$ Wo apply Theorem (4.6) of Chapter II to the family of funotions $f\left(x_{0}+t\right)$ dopending on the pars. moter $x_{0}$, but the ahange of variablo $x_{0}+t=t^{\prime}$ movee the paramoter from the integrand to the limite of integration.
    $\ddagger$ We use the eame notation for the conjugate function in the periodio and non-periodic anco.

[^41]:    $\dagger$ It may be instructive for the reader to prove this theorom (and Theorem (1-22) bolow) directly, without using Fourior seriea. It is not difficult to 000 that the intogral ( 1.20 ) has meaning, and convorgee almont everywhere to $f(x)$ as $\omega \rightarrow \infty$, if $f(t) /\left(1+t^{2}\right) \in L(-\infty,+\infty)$.

[^42]:    $\dagger$ Using the Lebegre-Stieltjes definition, it is not difficult to that if $\phi$ satiefies condition $\mathrm{N}_{0}$ and $\psi$ is of bounded variation over ( $-\infty,+\infty$ ), then the $\chi$ in (8.23) is bounded over each finite interval and is continuous except possibly at the points $\xi+\eta$, where $\xi$ and $\eta$ are disoontinuities of $\phi$ and $\psi$ respectively.

[^43]:    $\dagger$ We could have obtained (10.9) without using equiconvergence with trigonomotric eorica, by appealing direotly to Theorem (8-14) of this ohapter and Theorem (2-4) of Chapter IX. We wanted, however, to indicate a method which might be advantagoous in othor casce.

[^44]:    $\dagger$ For $m=2$ the proof is indicated in Chapter I, p. 34, Example 8.

[^45]:    $\dagger$ Since $F\left(F^{\prime}\right)$ in a rot function, the notation $F(d x)$ promerable to $d F(x)$.

[^46]:    $\dagger$ We use here the m-dimenaional analogue of Theorem (4.6) of Cheptor IV. Cf. the reforencee in the notes to Chapter XVII at the end of the volume.
    $\ddagger$ If the boundary of $Q$ carrice a non-rero maes wo have to replace $Q$ by a suitable translation of $Q$.

[^47]:    $\dagger \Gamma_{m}$ is somotimoe called the edpe of $B_{m}$, or the distinguished boundary of $\Delta_{m}$.

[^48]:    $\dagger$ Our $u(z)$ is an increasing function of the parameter $\rho$, but making $\rho \rightarrow 1$ ve can obtain a $u(z)$ independent of $\rho$.

