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a b s t r a c t

This work presents an enhanced version of a simple model of surface fire spread, already reported in [J.H.
Balbi, J.L. Rossi, T. Marcelli, P.A. Santoni, Combust. Sci. Technol. 178 (2007) 2511–2537]. The simplicity of
the original model was preserved and the ‘‘faster than real time” simulation speed was retained. The
empirical relations were replaced by physical equations using flame geometry considerations, and the
model now uses only two model parameters. It was tested and validated using a large set of laboratory
and field scale experiments, carried out across fuel beds under different slope and wind conditions.
Finally, the model was implemented as the physical core of a wildfire simulation tool for field scale fires
and the case of a large wildfire was successfully treated as a first code evaluation.

� 2009 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
1. Introduction ture content m, and some parameters called f that characterize the
Wildfires are responsible for several types of devastating dam-
age, including loss of biodiversity, decrease in forests, alteration of
the landscape, soil degradation, and increase in the greenhouse ef-
fect. To combat this natural hazard, for several decades the scien-
tific community has tried to predict the propagation of forest
fires, with the goal of supporting firefighting and fire prevention
decisions. With this in mind, several strategies for forest fire mod-
eling have been developed. For fire prevention, these models must
allow the dimensioning of fuel breaks and management of the veg-
etal cover; the relevance of the simulated results is of the first or-
der of importance before any consideration of computational cost
and memory use. To assist with the decision-making process dur-
ing firefighting, the CPU time cost of the model must be shorter
than the real time scale of the fire spread in order to adjust fire-
fighting operations based on predicted fire behavior. The computa-
tional cost and memory use must be low in order to be efficient
during a field scale fire. In either case—fire prevention or firefight-
ing—the forest managers and firefighters want to know the kine-
matics of the fire front and the related characteristics (heat
release, flame height and fire front depth, flame angle, tempera-
ture, and radiant heat fluxes). Numerous modeling approaches
for wildfire propagation have been developed over the years. These
can be sorted into the following classes.

1.1. Empirical models

An algebraic law [1,2] defines the rate of fire spread R (ROS) as a
function of the wind flow velocity U, the ground slope a, the mois-
ion Institute. Published by Elsevier
vegetal fuel. This law is derived according to a more or less arbi-
trary method:

R ¼ RðU;a;m; f Þ:

The parameters introduced in this relation are set up using
some experimental data in order to minimize the gap between
the modeled and measured ROS. This approach is simple and com-
putationally efficient, but the model is only valid in the range of
experiments for which it was validated. Peculiarly, the change
from laboratory to field scale experiments is not supported, but in-
volves a new calibration of the parameters.

1.2. Semiempirical models

These involve at least a physical conservation law [3,4], the
thermal budget for the vegetal fuel, which is derived and closed
using empirical submodels. These semiempirical models present
the same characteristics of simplicity and computational efficiency
as fully empirical models. However, they also have numerous
parameters to calibrate and an operating range that is limited to
the validation framework. Their main advantage over the previous
models concerns their greater ability to be converted from one
scale to another, because they depict some relevant aspects of fire
physics. The most famous is the Rothermel model [3], which is
implemented in full-scale simulation code as BEHAVE [5] and FAR-
SITE [6].

1.3. Reduced physical models

In this strategy, the physical laws are more fully taken into ac-
count [7–9]. Specifically, the thermal budget in the solid fuel is de-
scribed using a partial differential equation for a reaction–diffusion
Inc. All rights reserved.
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Nomenclature

a moisture factor
A energy ratio between incident radiant energy and igni-

tion energy of wet fuel
A0 energy ratio between incident radiant energy and igni-

tion energy of dry fuel
B Stephan–Boltzmann constant, W m�2 K�1

Cp gas calorific capacity, J kg�1 K�1

Cpv vegetal calorific capacity, J kg�1 K�1

e thickness of the vegetal stratum, m
g gravitation, m s�2

H flame height, m
‘ flame length, m
L flame depth, m
m moisture content, %
~N unit normal vector to the ground
~n unit normal vector to the front
~p unit slope vector
Q power of the fire heat release, W m�1

R
!¼ R n! rate of spread vector
R rate of spread, m s�1

R0 rate of spread for no slope, no wind, m s�1

r ¼ R
RO reduced rate of spread

R00 energy ratio between incident radiant energy emitted
from the flame base and ignition energy of dry fuel,
kg m�2 s�1

s stoichiometric coefficient
sv vegetal fuel surface-to-volume ratio, m�1

T flame gas temperature, K
Ta air temperature, K
Ti ignition temperature, K

Tv vegetal fuel temperature, K
~U wind velocity vector
U wind velocity, m s�1

u!¼ u z! buoyancy velocity vector
u buoyancy velocity, m s�1

u0 buoyancy velocity component for a zero slop, m s�1

u00 coefficient of vertical velocity, m3 kg�1

v0 ROS coefficient, m s�1

x distance to the flame, m
~z unit vertical vector

Greek symbols
a slope angle (deg)
b packing ratio
c tilt angle between N

!
and the flam (deg)

Dhv moisture evaporation enthalpy, J kg�1

DH combustion enthalpy, J kg�1

e flame emissivity
h view angle of the flame (deg)
m absorption coefficient for the thermal radiation
q gas flame density, kg m�3

qa surrounding air density, kg m�3

r surface density of vegetal fuel, kg m�2

_r vegetal mass loss rate, kg m�2 s�1

rH2O surface density of vegetal moisture content, kg m�2

s residence time, s
/ angle between ~p and ~n (deg)
/B flux radiated by the flame bas, W m�2

/F flux radiated by the flame, W m�2

w angle between ~U and ~n (deg)
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process. The computational cost increases because the solid sur-
face covered by the fuel must be discretized with a convenient
mesh and this can lead to real-time overlap.
1.4. Fully physical models

This approach is based on the numerical resolution of the con-
servation laws for mass, momentum, and energy in a multiphase
medium formed by the vegetal fuel and the surrounding air flow
[10–12]. These laws lead to a system of coupled nonlinear partial
differential equations (PDE), the numerical resolution of which
needs a 3D mesh grid. The large range of the time and space scales
involved in this approach yields high computational costs in term
of CPU time and memory storage. The execution time for each sim-
ulation is far from real time.

Furthermore, despite its original ambition, this approach is not
fully physical. Indeed, source terms and unclosed terms in the PDE
system invoke semiempirical models with numerous parameters
to fit.

In the end, reduced or fully physical models are reliable for pro-
viding approximations of the 3D Eulerian fields proceeding from
the fire spread as velocity, mass or mixture fraction, and tempera-
ture. They account for the academic knowledge acquired about
natural fires but, up to now, it has not been possible to use them
for firefighting or forest management. The computational costs of
such numerical tools are still too high for their use in real fire cases.
Furthermore, the setup of the submodel parameters is prohibitive
in such cases.

Empirical models can be useful for computing the ROS for fires
in the field but cannot provide any physical quantity associated
with the fire spread (heat flux, gas or fuel temperature, fire size,
etc.). Semiempirical models are therefore the best candidates for
operational use and are extensively used in this way. Nevertheless,
they do not conveniently introduce the influences of open areas
(ground slope, wind flow, fuel features, etc.) and do not provide
good support for the geometrical and thermodynamic characteris-
tics of the flame front. The departure from real cases can be extre-
mely strong in cases for which they have not been tested. Finally,
they also need numerous parameters to set up.

These are reasons that we propose a new kind of model.

1.5. A simplified fully physical model

This model is based on simplified modeling of the governing
transport phenomena from the fire: in this sense, it is a fully phys-
ical model because, beyond the ROS, it provides every global phys-
ical quantity related to the fire front. Its CPU execution time must
be very low to allow it to be used under the real-time conditions
for a real wildland fire. It must only use a few geometrical points
for initiating the fire front propagation and must be valid for every
fire scale. Its accuracy must be reasonably good in every case.
2. A simplified physical model

2.1. Scientific objectives

We can now review the key points of the model that forms the
basis for the one described in the present paper [13]. Using some
appropriate assumptions, the usual budget equations yield a sys-
tem of two coupled nonlinear algebraic equations relating the rate
of spread (ROS) and the flame angle. So, the computational time is
shorter than the real time. The resolution depends on a set of four
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parameters, initially set up through an optimization procedure,
whereas the set of thermal and geometrical variables are com-
puted by the model. The original paper [13] showed that this first
simplified model was reliable when used in a set of laboratory
scale and field scale experiments.

The objectives described in the previous section—mainly the
reliability of a physical real-time simulation—were reached. The
aim of the present paper is to propose a new version that upgrades
the original model in several points:

� The empirical relations in the original version of the model
(MacCaffrey flame height–intensity relation [14], radiant loss
from the flame) have been suppressed using geometrical
considerations.

� The formal development leads to a single algebraic relation,
which replaces the original set of two coupled nonlinear
equations.

� The reduced rate of spread is given by a universal formula with-
out any parameter. Two parametric terms (rather than the four
initially used) are needed for the complete closure of the system
and can be computed when the vegetal cover is completely
known (in the previous model, they had to be fixed using an
optimization procedure).

� This new version is implemented in a wildfire simulator.

The next section will present the assumptions from which the
thermodynamic fundamentals are expressed, in a simplified form.

2.2. Theoretical assumptions

The simplified model is based on the set of 10 assumptions pre-
sented below. Comments about these assumptions are presented
in italics.

H1. Triangular flame. The normal cut of the flame volume is tri-
angular (see Fig. 1). Considering the average flame as triangular
can obviously appear to be a rough approximation, but this allows
its geometry to be expressed in a very simple form, consistent with
observed results and minimizing the number of geometrical
parameters.
H2. Long-range governing effects of the thermal radiation. This
strong assumption proceeds from the following.
Fig. 1. Flame profile along the normal direction ~n.
(1) The flame just above the vegetal stratum (the continuous
flame region, according to McCaffrey [14]) forms a strong
ascending heat flow, the inertia of which stops the upwind
flow from crossing the flame. This is illustrated in Fig. 1, in
which the incident streamlines are reoriented in the convec-
tive column. The consequence is that there is no heat trans-
port due to the wind flowing through the flame front.
However, the convection from the intermittent part of the
flame cannot be neglected, but this does not affect the vegetal
stratum. Therefore, under the flame, no significant heat
transport by convection due to upwind flow should be
expected. However, in the flaming vegetal stratum, the tur-
bulent diffusion forms some flame elongations or ‘‘flame fin-
gers” (see Pitts [15]). Therefore, the convection occurs over
length scales significantly shorter than those thermal radia-
tion, emitted from the flame in the gas phase. This convective
contribution to the thermal budget must be taken into
account.

(2) This convective column of hot gases entrains the fresh oxi-
dizer gases ahead of the flame, just as diffusion flames do.
In Fig. 1, over the portion KO, the flow rate for the entrained
surrounding air is weak and this airflow is warmed up by the
flame. Therefore, the heat transport from this a priori cooling
weak air stream can be considered negligible in comparison
with the heat transport due to the incident thermal radiation.
However, beyond the area over which the flame is projected,
this flow of fresh air entrained toward the flame has a con-
vective cooling effect on the solid fuel.

(3) This assumption has been experimentally observed to be rel-
evant in large-scale fires governed by weak wind flow: the
thermal budget ahead of a flame front is essentially radiative
(see Fig. 2, courtesy of Silvani and Morandini [16]).

(4) Recent studies of the streamlines under flames spreading
over a vegetal fuel using particle intercorrelation velocimetry
[17] have been performed on a laboratory scale. Airflow over
the fuel bed above the flame is negligible.

(5) Finally, the convective heat transport above the flame just
acts in the close neighborhood of the flame (flame fingers).
It will be taken into account with the radiant effects of the
embers. The H2 assumption remains valid as long as the
flame is not too tilted toward the ground. For high wind
velocities or steep slopes, the flame is completely tilted on
the vegetal fuel and the heat transfer is dominated by con-
vection. The results presented in a later section will illustrate
Fig. 2. Total and radiant heat fluxes measured during field experiment [16].



Fig. 3. Scheme of the flame front (FF) under wind and slope conditions.
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that a model based on the assumption of no significant con-
vective heat transport at long range ahead of the flame front
leads to relevant results even in the case of a strong tilt angle
(up to 70�). This assumption is therefore used to investigate
plume-dominated fires and wind-driven fires under moder-
ate wind conditions.

H3. Velocity composition and flame tilt angle. The velocity ~V
into the flame results from the sum of the incident wind veloc-
ity ~U and the natural convective velocity into the flame ~u (due
to the heat release). The flame is tilted toward the soil in the
direction of the normal component of this velocity field,
~V ¼ ~U þ~u. The velocity composition assumption allows a single
definition for the flame tilt angle in every configuration, particu-
larly when the main slope direction and wind velocity are not
aligned.
H4. State equation. The gases are considered to be perfect ones
and the thermodynamic transformations are isobaric (because
of the validity of the low-Mach-number approximation in nat-
ural fires). We also assumed the existence of an average flame
temperature. The assumption of a perfect gas mixture is usual in
fire safety science and so is not commented on here.
H5. ‘Stoichiometric’ inflow. The air entrained into the flame by
natural convection allows the complete oxidation of reactive
gases, as the equivalent chemical reaction is governed by a ‘stoi-
chiometric’ mixture between combustible and (air) oxidizer
gases. For chemical processes, the equivalent reaction is usually
considered to be
Cþ O2 ! CO2

This consists of a strong reduction in the chemical processes, but is
realistic. Based on our present understanding, the chemical analysis
of any vegetal fuel shows that it is mainly composed of carbon and
oxygen (about 40% of the vegetal fuel mass [18]). These consider-
ations yield a ‘stoichiometric’ coefficient s = 9; that is, for the com-
plete burning of 1 kg of pyrolysis gas, 9 kg of air are needed.
H6. A surface fuel distribution. The vegetal cover is distributed
homogeneously in domains; each elementary part of the
domain burns totally and there is a single vegetal stratum. This
assumption suggests that the model is defined for surface fires in
which the vegetal stratum is considered be homogenous. We will
nevertheless examine some cases of inhomogeneous strata and
the related setup of the model for these cases.
H7. Constant mass loss rate. We assume that the mass loss for
the vegetal fuel is linear versus time as soon as the gas temper-
ature reaches the temperature of fuel ignition (about 300 �C in
the current literature). This conveniently imposes the model for
the thermal degradation of a solid under heat fluxes, greatly simpli-
fying the usual exponential Arrhenius model.
H8. Radiative tangent plane. For every point close to the flame
front, this can be considered as its tangent plane of infinite
length, the height of which is equal to the flame length (see Figs.
1 and 3). This assumption is consistent with assumption H9, imply-
ing that only the vegetal part under the flame is affected by the
thermal transfer, that is, when the distance to the flame front is
weak. This reinforces the idea that the flame behaves as a radiant
plane for the heated unburned fuel.
H9. Preheating under the flame. The radiant plane heats the
unburned fuel only under the flame. In the unburned part of
the vegetal cover, there is an induced airflow that cools the fuel
exposed to long-range radiation. Out of the flame, the two effects
compensate for each other. But this air stream is drawn toward
the convective column of hot gases and does not flow inside the
flame, creating a null velocity field just above the flame (see H2).
This yields the assumption that the preheating from the fire takes
place only under the flame.
H10. Radiative factor. The amount of energy emitted by radia-
tion is a decreasing function of the surface-to-volume ratio of
the flame. This expresses the rare experimental data concerning
the radiant factor [7] and the following scale dependence: if, when
a constant flame surface is assumed, the volume of the flame
decreases, the proportion of energy emitted by radiation to the
overall released energy must also decrease.
2.3. Governing equations

E1. Mass budget. Along a linear meter of fire front, the flow rate
of the pyrolysis gas is given by L _r, with L standing for the fire front
depth and _r for the mass loss rate. Following Hypothesis H6, the
air enters the flame in the ‘stoichiometric’ proportion s, leading
to a flow rate sL _r. The mass flow rate at the half-height of the mod-
eled flame is q L

2
~u � ~N ¼ q L

2 cos a u, where a stands for the slope an-
gle. The mass flow rate is therefore q L

2 cosa u ¼ L _rþ sL _r. This
expression yields

u ¼ u0

cos a
ð1aÞ

with u0 ¼
2ð1þ sÞ

q
_r ð1bÞ

where u0 stands for the ascension of the velocity of the combustion
gas for a null slope (q and T being considered constant for the
flame). This velocity u varies with the ground slope according to
(1a).

E2. Velocity composition and flame tilt angle: According to
Hypothesis H3, the gas velocity in the flame follows ~V ¼ ~U þ~u,
and this is the normal component of the velocity field that tilts
the flame (see Figs. 1 and 3):

~Vnormal ¼ U cos w~nþ uðcos a ~N þ sin a cos /~nÞ

where ~n is the unit vector normal to the flame; ~N is the unit vector
normal to the plane; and / is the angle between the ground slope
vector ~p and ~n. Finally, w is the angle between ~n and the wind ~U.
The resulting tilt angle is given by
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tan c ¼ u sin a cos /þ U cos w
u cos a

;

tan c ¼ tan a cos /þ U
u0

cos w: ð2Þ

Thus, the tilt angle depends on the wind U and the slope a, but also
on the front normal ~n.

E3. Thermal balance. The thermal budget in the flame (for a lin-
ear meter of fire front) indicates that the heat released each second
by the gaseous combustion Q leads to a radiated part vQ,

qCpu
L
2

T cos a� ðsþ 1ÞLCp _rTa ¼ ð1� vÞQ ;

where T is the mean temperature of the flame, Ta is the ambient
temperature, and Cp stands for the calorific capacity. According to
Eq. (1), qu L

2 cosa ¼ ð1þ sÞL _r and Q ¼ DHL _r, with DH standing for
the combustion enthalpy. This yields a definition for the flame aver-
aged temperature:

T ¼ Taþ ð1� vÞ DH
ð1þ sÞCp

: ð3Þ

E4. Flame height. The equation for the vertical momentum ap-
plied to the flame gives:

q
du
dt
¼ ðqa � qÞg;

that is,

du
dt
¼ g�

with

g� ¼ g
T
Ta
� 1

� �
:

This leads us to consider a uniformly accelerated motion of hot
gases yielding to the vertical velocity at the mid-height flame to be

u2 ¼ 2g�
H
2
;

with H ¼ u2

g�
: ð4Þ

And following Eq. (1a),

H ¼ u2
0

g�cos2a
:

E5. Radiation submodel. A vegetal cell receives thermal radia-
tion /F from the flame region above the vegetation and radiation
/B in the flame part (and chars) inside the vegetation. This second
term is considered to be a ‘‘gray” radiant panel of infinite length
and of height e. Its temperature is T and its emissivity is eB. The cor-
responding radiant intensity is given by eB B T4 along the~x axis (B is
the Stefan–Boltzmann constant). This impacting thermal radiation
decreases uniformly over the vegetal fuel and is damped at the
optical length d. At a distance x from the fire front, the heat flux
/B is given according to

/B ¼ eBBT4 1� x
d

� � e
d

if x < d and /B ¼ 0 if x > d:

The flame region above the vegetation is also considered as an
infinite gray panel of length ‘, temperature T, and emissivity e. Fur-
thermore, the radiant heat flux from the burning vegetal fuel is gi-
ven by

/f ¼ eBT4 1
p

Z
cos /1 cos /2

R2 ds;

where R is the distance between one point of the panel and the veg-
etal cell. After a longitudinal integration, this expression becomes
/F ¼
e
2

BT4ð1� cos hÞ; ð5Þ

where h is the view angle.
E6. Preheating submodel. The thermal budget in a vegetal cell

below the flame can be written as

rCp
dTv

dt
¼ /B þ t/F � Dhv

drH2O

dt
; ð6Þ

where Tv is the mean temperature of the cell, Dhv is the evaporation
enthalpy, and rH2O represents the water load. According to Hypoth-
esis H2, no convection occurs below the flame and the air velocity is
zero. The fraction of the flame radiation absorbed by the fuel is de-
noted as m and given by the expression

t ¼ inf
e
d

; 1
� �

;

where e is the thickness of the strata and d the optical length
through the vegetal cell, given by d = 4/svb, where sv is the sur-
face-to-volume ratio and b is the packing ratio. As a consequence,
we use the space variable, following the normal ~n (dx = R dt), and
integrate over the interval [0; sup (d:‘ sin c)] with l as the flame
length. Indeed, beyond the segment [0; sup (d:‘ sin c)], the radiation
and the air cooling by convection compensate for one another
according to Hypothesis H9,

Rr½CpðTi� TaÞ þmDhv� ¼
Z d

0
/Bdxþ t

Z ‘ sin c

0
/Fdx; ð6aÞ

leading toZ d

0
/Bdx ¼ eB

2
BT4e; ð6bÞ

Z ‘ sin c

0
/Fdx ¼ e

2
BT4‘ð1þ sin c� cos cÞ: ð6cÞ

E7. Radiant fraction. According to Hypothesis H10, the radiant
fraction v decreases with an increase in the volume/surface ratio
V/S of the flame, which is expressed by

v ¼ v0

1þ l V
S

;

where v0 is the radiative fraction when V
S ! 0, according to the

assumption of a thin flame, and

V ¼ 0:5�H:L:1ðFig:1Þ;

S ¼ ‘:1;
V
S ¼ 0:5L cos c: Nevertheless, L = Rs, with s the residence time, and
v0 = 2sl, with the dimension of a velocity, is proportional to the
ROS for high values of c:

v ¼ v0

1þ R
v0

cos c
: ð7Þ

McCaffrey’s correlation [19] indicates that the radiant fraction is
constant as long as the flame remains relatively thin, and then de-
creases slowly with increasing flame thickness. The thin flame coin-
cides with the case of a slow fire spread, namely

c ¼ 0; R ¼ R0; v ¼ v0

1þ R0
v0

:

If R0 varies (with r, e, or m), v must remain constant. Then
v0 = nR0, where the number n must be great enough to ensure a
slow variation of v with R (i.e., with the thickness).

The code validations presented in the following illustrate that
the fit to the value n = 12 is convenient. The choice of this value
eliminates the parameter v0 in the original model.

E8. Rate of spread (ROS) We can now set all submodels the ones
with the others, considering two distinct fire dynamics:
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� Slow backing fire spread: c 6 0. This is the case where /F does
not play a significant role, that is, where the flame axis is normal
to the ground or tilted toward the already burned vegetation. In
this case, Eqs (6a) and (6b) yield
R0 ¼
eBBT4e

2r½CpðTi � TaÞ þmDhv�
:

This rate of spread is low and does not depend on the flame tilt an-
gle; we note that

R0 ¼
e
r

R00

ð1þ amÞ ; ð8aÞ

with R00 ¼
eBBT4

2CpðT i � TaÞ
and a ¼ Dhv

CpðT i � TaÞ
: ð8bÞ

This formulation is consistent with the complete short-range
thermal transfer in the vegetal stratum, also taking into account
the convection from flame fingers. Including a model for this
short-range convective flux only affects the term R00 with an addi-
tive constant. In the following, this is fitted as a model parameter
versus experimental data.

� Fast fire spread: c > 0. The flame is tilted toward the unburned
vegetation: c > 0; the heat flux impinging of the fuel is stronger,
and therefore the rate of spread is also greater. Using Eqs. (6a)
and (6b), we obtain
R ¼ R0 þ
meBT4‘

2r½CpðT i � TaÞ þmDhv�
ð1þ sin c� cos cÞ:

However, eBT4‘ ¼ v
2 Q ¼ v

2 DH _rL. According to Assumption H7, we
have _r ¼ r

s and L = Rs, yielding eBT4‘ ¼ 0:5vDrR. This results in

R ¼ R0 þ A
R

1þ R
v0

cos c
ð1þ sin c� cos cÞ; ð9Þ

with A ¼ mA0

ð1þ amÞ and A0 ¼
v0DH

4CpðT i � TaÞ
; ð10Þ

leading to the following exact solution:

R ¼ 0:5 Ra þ R2
a þ

4v0R0

cos c

� �0:5
" #

; ð11aÞ

Ra ¼ R0 þ Av0
1þ sin c� cos c

cos c
� v0

cos c
: ð11bÞ
2.4. Exact solutions and asymptotic behavior

The exact solution of Eq. (9) is given by Eqs. (11a) and (11b). R is
an increasing function of c.

This can be approximated for weak c as follows. Eq. (9) leads to
R = R0 + AR0 sin c using Eq. (2) and assuming a rectilinear fire front
(with a weak curvature radius):

R ¼ R0 þ AR0 tan aþ U
v0

� �
: ð12aÞ

For high values of c, Eq. (9) has an asymptotic solution: one can ne-
glect R0 in front of R. This yields

R ¼ v0

cos c
Að1þ sin c� cos cÞ � 1½ �;

R ¼ v0 sin c
cos c

Að1þ sin cÞ � 1
sin c

� �
� v0A;

and for a sufficiently high c, Eq. (9) obeys the asymptote:

R ¼ v0 tan aþ U
u0

� �
ð2A� 1Þ � v0A: ð12bÞ
Finally, the law for R exhibits a linear dependence on U for large
slope angles, whereas for smaller values of c, the relation between
the ROS and wind velocity is strongly nonlinear.

Fig. 4 shows the plot of two asymptotes given by Eqs. (12a) and
(12b), with the curve plotting the complete solution given in Eq.
(9). Two cases must be considered:

� Weak slope: tan a < A
2A�1. A is often about 1–1.5, implying that

a < 37�: this is shown in Fig. 4a. In this graph, at the beginning,
the dependence of r on U is linearly increasing at a constant rate
p0 = A. This rate increases until it reaches the asymptote gov-
erned by the coefficient p1 ¼ v0

R0
ð2A� 1Þ. Keeping the value

A = 1.5 with v0 = 12 R0 yields p0 = 1.5 and p1 = 24. Thus, the
ROS dependence on U is locally linear for small values and large
values of U, but far from these two extrema, the dependence is
nonlinear.

� Strong slope: tana > A
2A�1. The ROS presents the same asymp-

totic behavior for weak and strong wind flows (Fig. 4b), but in
the second case, the ROS increases more strongly from the first
asymptote to the next one. In both cases, it can be observed that
the behavior is fully nonlinear. However, it becomes linear for
strong wind velocities, although the fire spread remains gov-
erned by pure thermal radiation (Hypothesis H2).

2.5. Parameters

This section discusses the model’s parameters. The model uses a
set of four parameters: R0, u0, A, and v0. We recall that, for a homo-
geneous vegetative stratum, the last one is given by v0 = 12R0.

The three others involve input variables for the model charac-
terizing the vegetal stratum (moisture content, fuel load) and also
other coefficients varying between different vegetal fuels.

R0, defined by Eqs. (8a) and (8b), depends on (e, r, m), which
characterize the vegetal stratum, along with R00 and a. For exam-
ple, the coefficient a can be estimated

� by using its algebraic expression (8b), because the three quanti-
ties from which a is formed (Dhv, Cp, Ti � Ta) are known a priori
and do not vary significantly from one vegetal species to
another,

� or by using the numerous experimental results available in the
literature.

These two approaches provide values that are close to each
other. From now on, we will use the universal coefficient: a = 0.05.

R00 is a priori less universal because it depends on the quantity
T4, and T changes slightly from one type of vegetation to another,
according to the external conditions. An evaluation of R00 for a
bed of pine needles can be given as R00 = 0.05 kg m�2 s�1.

Because of this dependence, a fitting of R0 (or R00) in every case
is preferred, considering that the rate of spread on flat ground
without wind is easily measurable. However, Eq. (8b) will be useful
from a qualitative point of view.

The parameter u0 is given through Eq. (1b), and according to
Hypothesis H7, _r ¼ r=s, where u0 = u00r/s with u00 = 2(s + 1)/q.
We have already considered that s = 9, and according to Hypothesis
H4, q ¼ qa Ta

T , where T varies slightly from one type of vegetation to
another (T � 1100 K). This leads to u00 = 80 kg�1 m3. This value has
been confirmed in experimental cases (for example, in [20] with
r = 0.5 kg m�2; s = 20 s; u0 = 2 m s�1). Here again, care must be ta-
ken when fitting this value from experimental data and using its
algebraic expression for qualitative considerations.

Finally, A is provided by Eq. (10), and the universal coefficient
A0, which can be computed with an analytical expression where
several terms slowly vary from one species to another, is given by
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Fig. 4. Relation between ROS and wind (a) for low slope condition and (b) for steep slope condition.
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A0 ¼
v0DH

4CpðTi TaÞ ;

where v0 = 0.3, DH = 1.8 � 107 J kg�1; Cpv = 2 � 103 J kg�1 leads to
A0 = 2.25. This value has been confirmed by numerical evaluations
of this coefficient in experiments [19].

2.6. Synthesis of the model

Our model gives the radiant flux (5), the flame temperature (3),
the flame height (4), the tilt angle (2), the flame depth, L = Rs, the
heat released by time unit, Q = DHrR, and the ROS:

if c 6 0; r ¼ R
R0
¼ 1; ð13aÞ

if c > 0; r ¼ 1þ Arð1þ sin c� cos cÞ
1þ r

12 cos c
: ð13bÞ
We have a physical model given by the algebraic relations (2)–
(13); the dynamics of the fire front can therefore be simulated for
any slope and wind conditions for a large range of spatial scales,
with a low CPU time cost.

This model depends on three parameters, A, R0, and u0.

� A is always computed using
A ¼ m
A0

1þ am
; ð14Þ

with A0 = 2.25, a = 0.05, m ¼ infðed ; 1Þ, d ¼ 4
svb, and e

d ¼
svr
4qv

.

� R0 and u0 are computed using
R0 ¼
e
r

R00

1þ am
; u0 ¼ u00

r
s
; ð15Þ



Table 1
Error estimation for semiempirical fire spread models and the present model, using
the laboratory scale experimental campaign of Weise and Biging [21].

Fire spread
model

Canadian
forester
model

Pagni and
Peterson

Rothermel Rothermel
and Albini

Present
model

Maximum
error (%)

400 300 200 30 10

Fig. 5. Comparison between measured [26] and predicted by present model and
Rothermel–Albini formulation.
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with R00 = 0.05 kg m�2 s�1, u00 = 80 kg�1 m3. Nevertheless, it will be
possible to fit these last two parameters around values given by
(15) for higher precision.
3. Model validation

3.1. Comparison with semiempirical models

We recall that our simplified physical model is based on an
algebraic relation, R = R(U, a, m, f), as supported by semiempirical
models, and especially by the Rothermel model. Each one leads
to short computation times. The present model presents an a priori
Table 2
Model parameters.

Experiments Species qv

(kg m�3)
m
(%)

sv

(m�

Mendes-Lopes et al. [20] Fig. 6 PP 680 10 455
PP 680 18 455

Mendes-Lopes and Ventura [22]
Fig. 6

PH 730 10 104

Viegas [23] Fig. 7 PP 680 10 455
Guijarro et al. [24] Fig. 8 PP 680 10 455

PP 680 10 455
Porterie et al. [23] Fig. 9 PP 680 10 455
Anderson and Rothermel [26]

Fig. 10
PoP 0.6
PoP 7.33
PoP 4.3

Anderson and Rothermel [26]
Fig. 11

WP 11.6
WP 8.5
WP 5.5

Nelson and Adkins [27] Fig. 12 PE 11 500
PE + palmetto 10

Weise and Biging [21] Fig. 13 Wood sticks+coarse
excelsior

10 2275

Cheney and Gould [28] Fig. 14 Grassland
Mac-Arthur [30] Fig. 15 Grassland
wider range of validity than semiempirical ones: it is based on a
simplified formulation of the conservation laws, and only requires
two fire front positions for its setup, whereas several are needed
for semiempirical models. Finally, the following example illus-
trates that the accuracy of our model is greater than that of semi-
empirical models.

Weise and Biging [21] performed a set of laboratory scale fire
experiments, for different wind and slope conditions. Then they
measured the maximum error between the experimental results
and the ones provided by semiempirical models, as reported in Ta-
ble 1. The first three models presented some significant departures
from the experimental results, with Rothermel and Albini’s model
offering the best accuracy. Fig. 5 presents the values provided by
the experiments and the Rothermel–Albini model from [21], along
with those given by the present simplified physical model, for the
most discriminating case, a slope angle of 30%. It can be observed
that the maximum error for the present model is less than 10%.

3.2. Comparison with different experiments (laboratory and field
scales)

Some of the following cases were already tested with the previ-
ous version of this model [13]; the great advantage of the new ap-
proach is that the main part of the parameters is computed a priori
and no longer fitted. This allows taking into account the depen-
dence of these parameters on the physical characteristics of the
vegetation. The first nine cases are laboratory scale (pine needle
bed) or ‘‘tunnel scale” fires, whereas the last two ones are field
scale fires. The numerical values of the model parameters are given
in Table 2.

Case 1. Mendes-Lopes et al. [20] performed a series of fine-scale
experiments with beds of pine needles (Pinus pinaster—PP) under
several sets of slope and wind conditions in a fire tunnel. Here, the
three parameters are computed a priori using Eqs. (14) and (15);
one obtains different values for R as a function of the slope and
wind conditions. These are reported on a single master graph for
the sake of clarity, giving R versus c (Fig. 6).
Case 2. In the same study, Mendes-Lopes et al. reperformed the
same experiment, increasing the moisture content in the vegetal
to m = 18%. The model involves the moisture content acting
through A and R0, which were therefore computed again using
1)
r
(kg m�2)

s
(s)

e
(cm)

b e/d m A R0

(mm s�1)
u0

(m s�1)

0 0.5 20 4 0.02 0.83 0.83 1.25 2.7 2
0 0.5 20 4 0.02 0.83 0.83 0.98 2.1 2
00 0.5 25 3.5 0.02 1.77 1 1.5 2.36 1.35

0 1 20 8 0.02 1.66 1 1.5 — 4
0 0.5 20 4 0.02 0.83 0.83 1.25 — 2.2
0 1 20 8 0.02 1.66 1 1.5 — 2.9
0 1 20 8 0.02 1.66 1 1.5 3 2.5

1 1.5 2.8 1.95
1 1.62 3.1 1.95
1 1.85 3.5 1.95
1 1.4 2.6 1.22
1 1.55 2.9 1.22
1 1.73 3.2 1.22

0 0.52 2.5 0.05 0.9 0.9 1.3 5 2
0.73 1 1.5 5 2

1 1.5 3 1.1

1.5 10 5
1 3.6 7
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Eqs. (14) and (15). u0 is not affected by the parameter m, so it
remains equal to its previous value. With these three parameters
computed a priori, it can be observed that the agreement of the
curve R(c) with the experiments is very good (Fig. 6).

Case 3. Mendes-Lopes et al. [22] also performed some experi-
ments using P. halepensis (PH). The parameter computation was
performed using Eqs. (14) and (15) and the values are reported
in Table 2. It is important to note that u0PH was computed from
u0pp with u0PH = u0PP rPHsPP/rPPsPH. It can be observed that PH does
not fully burn, as PP does: rph/rpp = 0.85. This lower burning rate is
due to the fact that part of the vegetal stratum is lower than the
optical depth d. It is therefore heated less and the fuel consumption
ratio is lower.

When the experiments with PP and PH are compared, it can be
observed that the curves RPP(U) and RPH(U) (for a = 0) collapse into
a single master curve, despite the very different parameters:

APP = 1.25; APH = 1.5; u0PP = 2 m s�1; u0PH = 1.35 m s�1.
On changing from PP to PH, the parameter A increases, causing r

to increase also. At the same time, the parameter u0 decreases,
leading c to increase. At the end, these two opposite effects
compensate for one another, as observed in Fig. 5. In contrast, R0

decreases by half. Mendes-Lopez also observed that the average
flame height in the PH experiments was half that of the PP
experiments. This is also shown by the model, because, by using

H = u2/g� (4), we have HPH
HPP
¼ uPH

uPP

� �2
¼ 0:56.
Fig. 6. Comparison of the model with a wind aided fire experiment on pine needles
under slope conditions. top – Pinus Pinaster [6]; bottom – Pinus Halenpesis [7].
Case 4. Viegas et al. [23] gave the variation of r as a function of
wind velocity, for a layer of P. pinaster. By the use of these calcu-
lated parameters, we obtained very good agreement between our
model and their experiments (Fig. 7).

Case 5. Guijarro et al. [24] also used needle layers of P. pinaster and
measured r with two different loads. It can be seen (Fig. 8) that the
values of r are equal for both loads because the higher fuel load
induces higher values of both A (increasing r) and u0 (decreasing r).
Fig. 8. Series of fire experiments with pine needeles (PP) under null slope
conditions (r = 0.5 kg m�2 and r = 1 kg m�2) [22].

Fig. 7. Comparison of the model with a wind aided fire experiment of pine needles
under no slope condition [21].



Fig. 10. Comparison of the model with wind aided fire experiments on pine needles
(Ponderosa pine) under no slope condition [24].
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Case 6. Porterie et al. [25] used a layer of pine needles from P. pin-
aster. Our model prediction was in good agreement with the one
provided by the small network calculation that they used (Fig. 9).

It should be noted that these last three cases used the same fuel
bed (i.e., PP; m = 10%; r = 1 kg m�2; U = 2 m s�1), Nevertheless,
comparing the reduced ROS for Cases 4–6, r is equal to 4, 6, and 7,
respectively. The variation in the experimental results from the
different researchers for layers of pine needles is due to secondary
factors: ambient temperature, relative moisture content of the air,
display of the layer, and width of the fire front. This shows that in
the case of wildfires, high accuracy cannot be reached with models
and that only the general tendencies may have significance.

We observe that R0 is variable and the model cannot always
predict it exactly. On the other hand, it is the easiest parameter to
fit for a fire, taking the value for a null slope and no wind.

Case 7. Anderson and Rothermel [26] studied the effects of wind
on the ROS for several moisture content values in two pine species:
the Ponderosa pine (POP) and the white pine (WP). For each case, A
was calculated and R0 and u0 for the initial moisture content were
fitted, because we did not know the exact values of r and s. They
were computed for the others using the relations Eqs. (14) and
(15). It can be noted that upop > uwp: this proceeds from the fact
that the effective load for cases with POP is greater than the effec-
tive load for cases with WP [26], because the optical depth for POP
is greater than that for WP (Figs. 10 and 11).

Case 8. Nelson and Adkins [27] considered a fuel bed of P. elliottii
(PE) and, in a second experiment, a bed of PE was used with an
additional layer of saw palmetto. This situation was more complex
because the vegetal stratum was not homogeneous. However, it
was the needle layer that played the main role. Once again, u0

should have been larger because the fuel load was stronger, but
the optical depth defined the useful charge. In both cases, there
was agreement between the experiment and theory, as seen in
Fig. 12a and 12b.

Case 9. The series of experiments from Weise and Biging [21] were
particularly interesting because a large set of configurations was
investigated: upslope or downslope fires with aiding or opposite
wind flows, for several slope and wind velocity conditions.

The vegetal stratum was heterogeneous because it accounted
for two components differentiated by nature and geometry.
However, we considered it to be a homogeneous stratum, where
every cell burned fully (according to Assumption H6).
Fig. 9. Comparison of the model with wind aided fire experiments of pine needles
(Pinus Pinaster – r = 1 kg m�2) under no slope condition [23].
Despite the wide variability of the configurations, the results
presented in Fig. 13 are in very good agreement with the
experimental data. There was just one experimental point
(a = 30%; U = �0.42 m s�1) that did not coincide with the numerical
results from the modeling. Nevertheless, the authors indicated that
for this point, only one experiment was performed and, therefore,
the corresponding point did not coincide with the averaged results,
as in the other cases. For this reason, the measurement uncertain-
ties are important for this point.
Case 10. Cheney and Gould [28] performed some experiments
with large grassland fires over several years in Australia. Assuming
that each vegetal stratum was reasonably similar, we applied our
models. Of course, the dispersion of the results was greater than
in laboratory scale experiments because the comparison concerned
20 different fires. Nevertheless, the trend provided by the model
was in agreement with the experiments (Fig. 14), in contrast to
others modeling approaches, such as Behave, MK5, Firetec and
Firestar [29], which do not seem to be able to reproduce fire
spreads under strong winds.

Case 11. MacArthur [30] performed more than 15 grass fire exper-
iments in different places. The results from our modeling strategy
were in good agreement with the results of these experiments
(Fig. 15).
Fig. 11. Comparison of the model with wind aided fire experiments on pine needles
(White Pine) under no slope condition [24].



Fig. 12. Comparison of the model with wind aided fire experiments of pine needles
(top – Pinus Alliotti; bottom – Saw Palmetto) [25].

Fig. 13. Comparison of the model with wind aided fire experiments of pine needles
in a tilting tunnel for positive and negative slope and wind velocity [26].

Fig. 14. Models comparison with grassland fire experiments [27].

Fig. 15. Models comparison with grassland fire experiments [29].
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Case 12. A global comparison between the model and experi-
ments: the existence of a universal relation, Eq. (13), makes it pos-
sible to collapse all of the results with the same A parameter onto a
single master curve. We present this collapse for the value A = 1.5,
which is the most frequent case, by plotting the reduced ROS r as a
function of the tilt angle given by Eq. (2). We added the case stud-
ied by Catchpole [31]. The universal relation for the ROS is in very
good agreement with the main portion of the experimental results,
with the exception of some points for which comments were
already made (Fig. 16). We also present all of the results related
to natural fires at the laboratory scale (Fig. 17).
3.3. Implementation of the fire model in a simulation framework for
wildfire

To be operational, the proposed model had to be integrated in a
simulator that would perform the numerical integration of the
front advance. The choice of the numerical method was a key point,
as the objectives of the model were clearly speed and solution
robustness. We also had to provide a numerical method that could
be adapted to the numerical manipulation of the underlying
model.

We propose a new approach for the simulation of spatial phe-
nomena, combining asynchronous [32] discrete event simulation
[33] and front tracking [34,35].

Front-tracking methods are used to study interface dynamics,
such as the frontline of a fire. By focusing on the interface, it is pos-
sible to give a simplified view of these systems.

An asynchronous front-tracking method is well adapted be-
cause time is not defined as discrete. If discrete time stepping is
used, the resolution of the system falls under the same limitations
as with regular meshes; tradeoffs have to be made between tem-
poral resolution and the temporal scale of the simulation (Courant
condition). Describing front models as discrete event systems per-
mits us to define time as a real value, like the other dimensions of
the system, rather than having to rely on a fixed time step.
3.3.1. Modeling description
The method proposed in this paper was derived from the mark-

ers method, which has been proven to be relatively quick and accu-



Fig. 16. Reduced ROS versus flame tilt angle (with parameter A = 1.5).

Fig. 17. Synthesis of different provided comparisons between models and labora-
tory scale experiments.
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rate [34]. Details of the algorithms are available in [35]. The inter-
face is discretized by a set of points or markers; markers are moved
according to the ROS model in the direction of the front normal at
this point (with a displacement vector).

The originality of the proposed front-tracking markers method
involves the asynchronous movement of markers, with no global
time step, by using discrete event simulation (DES).

In DES, the local state change of a system is triggered by an
event. Each event has an occurrence time, which does not have
Fig. 18. Proposed (left) and Farsite (right) simulation results of the Lançcons ben
to be spatially uniform. During a simulation, events with occur-
rence times are created, scheduled in an event list sorted by their
occurrence times, and processed asynchronously, with the most
imminent event processed first. By using DES, it is possible to move
every marker independently, calculating the marker advance only
when it has covered a significant distance.

There are two key concepts that form the basis of the simula-
tion, since they generate the driving events:

� The quantum distance defines (in meters) the distance to be cov-
ered by a marker advance. The actual resolution of the simula-
tion is limited by this quantum distance and details that are
smaller than the quantum distance may not be taken into
account. The time it takes for a marker to travel the quantum
distance will define the time to the next event. By this means,
a fast marker will generate more events and calculations than
a slow marker.

� A collision occurs when a marker is moving into a different area
(from bushes to a fuel break, or from an unburnt area to an
already burnt area). Collisions also occur if a marker and its
neighbor marker are separated by less than the quantum dis-
tance. Each collision triggers a dynamic modification of the
shape, by adding or deleting markers and merging firelines.

All motion and all events are generated either by a collision or
by a marker planning an advance in space and time. Collisions trig-
ger the resolution of the overall shape modification, while markers
chmark of the fire at 12 h. Dashed line represents the observed burned area.



Fig. 19. Proposed (left) and Farsite (right) simulation results of the Lançcons benchmark of the fire at 14 h 30 min. Dashed line represent the observed burned area.

Fig. 20. Proposed (left) and Farsite (right) simulation results of the Lançcons benchmark of the fire at 16 h30 min. Dashed line represents the observed burned area.
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actually move the quantum distance by self-activation until they
stop.

Marker advance is integrated by a simple Euler approximation,
with the marker direction and speed given by the fire propagation
model. Local slope angle and wind speed for the propagation mod-
el at the very location of a marker are approximated by bicubic
interpolation if the elevation and wind data are in the grid format.
3.3.2. Lançon benchmark results
Since the goal of the method is to be able to simulate a real fire,

a simulation based on a real scenario is presented to verify the
robustness and speed of the method in propagating 2D fire fronts.
To do this, we selected the 2005 Lançon fire, which took place in
the south of France and burned about 800 Ha of shrubs and forest.
On that day, a northwesterly wind of 50 km h�1 was blowing, pro-
viding extreme propagation conditions. The simulation was cross-
validated with the FARSITE simulator [6]. This fire area simulator is
used extensively by the USDA and is considered to be a reference in
forest fire simulation. The simulation time with this tool on a desk-
top PC is on the order of 10 min for a large wildfire.

This accident was well documented, with road network, igni-
tion points, and three contours of the fire front over time.

The simulation was run with a quantum distance of 3 m. An
orographic wind map was calculated as a stationary solution using
mainstream computational fluid dynamics software (Fluent). The
resolution of the wind map was the same as the digital elevation
model: 50 � 50 m. In the Farsite simulation, the spatial resolution
was set as 20 m, with a temporal resolution of 5 min.

The rate of spread model used a set of parameters that corre-
sponded to a brush fire fitted by linear regression using the obser-
vations of the first contour (time 12:00) and ignition points (time
09:40) with the method described in [13]. The brush fuel model
was selected in Farsite for this simulation, with adjustments made
so that the first simulated contour also matched the first observed
contour.

The simulation results and observations are presented in
Fig. 18. The simulation was started at time 9:40 at the exact
same points as the estimated ignition points, and stopped at
time 16:30.

While every detail larger than 3 m was taken into account, the
simulation time using this quantum distance was under 1 min on a
2.5-GHz single core processor with 1 GB of RAM. The Farsite simu-
lation duration for the same case was 12 min, and using the smal-
ler spatial and temporal resolution of Farsite resulted in the
simulated fireline crossing the motorway, which is not presented
here. Figs. 18–20 present the simulation results for the proposed
model and Farsite. It can be observed that the Farsite simulation
showed strong expansions to the side, which did not occur in the
real fire. Nevertheless, both simulations are in good accordance
with the observed front. Even if both simulators are considered
to have achieved good results, there are two main advantages of
the proposed model. The simulation time was significantly lower
on the proposed model and there was no need to find the right fuel
model (as parameters are fitted using the first available contour) in
order to perform a realistic simulation of the front line behavior.
These advantages can be important when the fuel type is relatively
unknown and many firefighting scenarios need to be tested in a
short time.
4. Conclusions

We have proposed a model that presents the following
properties:

� It obeys the physical laws of the phenomenon, leading it to be a
priori usable in every configuration.
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� However, these laws are simplified using 10 main assumptions
to allow its reduction to a single algebraic equation: one that
gives the ROS as a function of wind, slope, and vegetation. The
computational time is therefore quite negligible.

� This model is fully physical and 3D. This leads to a complete set
of geometrical variables (height, depth, and tilt angle) and ther-
modynamic quantities (temperature, radiant flux, and fire front
intensity).

� There are only three parameters for characterizing the vegetal
stratum; they are calculated using physical data for the vegetal
fuel.

� The model exhibited very good agreement with a large set of
laboratory scale experiments and two field scale experiments.

� Its implementation into an efficient simulator is straightforward
and easy to use, leading to the accurate prediction of a real
wildfire.

In the next papers, we will present different versions and spe-
cific applications of this model.
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